Optimum HRTEM image contrast at 20 kV and 80 kV—Exemplified by graphene
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**Abstract**

The dependence of high-resolution transmission electron microscopy (HRTEM) image contrast of graphene on the adjustable parameters of an aberration-corrected microscope operated at 80 and 20 kV has been calculated and, for 80 kV, compared with measurements. We used density functional theory to determine the projected atom potential and obtained the image intensity by averaging over the energy distribution of the imaging electrons, as derived from the electron energy loss spectroscopy measurements. Optimum image contrast has been determined as a function of energy spread of the imaging electrons and chromatic aberration coefficient, showing that significant improvement of contrast can be achieved at 80 kV with the help of a monochromator, however at 20 kV only with chromatic aberration correction and bright atom contrast conditions.

© 2011 Elsevier B.V. All rights reserved.

**1. Introduction**

With the practical realization of aberration correction [1,2], the old dream of high-resolution imaging of radiation-sensitive organic (low Z-number) structures [3] could soon become reality: thanks to a new generation of low-voltage electron microscopes [4–6]. Recently we first reported experimental findings on spherical aberration-corrected high-resolution transmission electron microscopy (HRTEM) image contrast of graphene and silicon at 20 kV [7]. While these and other recent studies were utilizing hardware correctors only for the geometric aberrations of the TEM objective lens [1,2,8], the next generation of electron microscopes aims for additional chromatic aberration correction, which is mandatory at low voltages [5–7,9]. Within the frame of the Sub-Angstrom Low-Voltage Electron Microscopy (SALVE) project our team is currently working on the construction of a microscope that corrects aberrations of the objective lens to such an extent that a resolution of 172 pm at 20 kV will be achieved (this implies that an aperture angle up to 50 mrad can be used [7]). This development has prompted us to review the modeling of the HRTEM image contrast for low voltages.

HRTEM image calculations are conventionally performed by a multi-slice algorithm for modeling the interaction of the electron beam with the sample, a “contrast transfer function” (CTF) to model the geometric aberrations, and envelope functions in order to account for the finite lateral and temporal coherence of the source as well as instabilities [10,11]. To describe non-linear imaging by means of mixed temporal and spatial damping envelope functions, interference of diffracted beams has to be accounted for, and a non-linear transfer function (also called transmission cross-coefficient) has to be applied [12–15]. In addition to this first-order non-linear imaging theory, a full non-linear imaging theory was proposed by Pulvermacher [16], Rose [17], and Bonevich and Marks [18] (for an overview see also [19]). An interesting approach to account for damping effects by averaging the image intensity over the energy distribution of the source electrons has been reported in [20–22]. For an ultra-thin sample, one might be tempted to employ a weak-phase object approximation (WPOA) for the beam-sample interaction and a linear image approximation (including envelopes) to model the effect of the microscope. In the present work, we explore whether these approximations are justified for the case of graphene, which is the thinnest conceivable sample among the currently available materials.

In this paper we report on high-resolution TEM image contrast calculations for imaging with 80 keV and 20 keV electrons following the general approach used in [20–22] but accounting for the effects from energy distribution, broadening, and instabilities using the electron energy loss spectroscopy (EELS) measurements of the elastically scattered imaging electrons. Since we consider a single-atomic-layer sample, the multi-slice simulation is reduced to a single-slice calculation, and the phase shift in the exit wave is
proportional to the projected potential (phase object approximation, POA). When no non-linear contributions to the image contrast are present at optimum imaging conditions, positive and negative image contrasts cancel each other [23]; in other words, their difference is a measure for the applicability of the WPOA. We chose graphene as test object since it is the thinnest possible sample and can be prepared as a clean, free-standing membrane of precisely mono-atomic thickness [24]. Calculations and experiments can thus be compared to each other with much lower uncertainty than for any other TEM specimen. In addition, graphene has a well-known lattice structure [25] and is very lower uncertainty than for any other TEM specimen. In addition, graphene has a well-known lattice structure [25] and is very lower uncertainty than for any other TEM specimen. In addition, graphene has a well-known lattice structure [25] and is very lower uncertainty than for any other TEM specimen. In addition, graphene has a well-known lattice structure [25] and is very lower uncertainty than for any other TEM specimen. In addition, graphene has a well-known lattice structure [25] and is very lower uncertainty than for any other TEM specimen. In addition, graphene has a well-known lattice structure [25] and is very low.
we model a Libra microscope equipped with a Cs corrector. The chromatic aberration coefficient for this microscope is $C_i = 1.41$ mm at 80 kV and $C_s = 1.26$ mm at 20 kV [7]. The image calculation was performed in four steps: (1) Calculation of exit wave using the projected atom potential. (2) Setting the range for variation of the free aberration parameters $C_i$ and $\Delta f$ to $-100 \mu m \leq C_i \leq 100 \mu m$ and $-30 \text{nm} \leq \Delta f \leq 30 \text{nm}$, respectively, with an increment of 0.5 $\mu m$ for $C_i$ and 0.2 nm for $\Delta f$. (3) Normalization of area below the zero loss EELS peak by $D(\Delta E)d(\Delta E) = 1$. The step size of $\Delta E$ (0.019 eV) equals the sampling rate of the EELS data. (4) Determination of image intensity for each $(C_i, \Delta f)$ pair located within the parameter range defined in (2).

Single-layer graphene samples were prepared by mechanical cleaving and transferred to TEM grids as described previously [46]. Electron energy loss spectra (EELS) were recorded from single-layer graphene regions. HRTEM imaging has been performed using a FEI Titan 80–300. The extraction voltage of the source was lowered to 2 kV. This measure reduced the energy spread from 0.6 to $\sim 0.4$ eV [47]. EELS data was recorded on a Tridiem GIF spectrometer. The spherical aberration was adjusted close to zero ($0 \pm 4$ $\mu m$).

HRTEM images at 80 kV were recorded on the GIF camera (Gatan model US1000) with 2048 × 2048 pixels. Due to the $20 \times$ post-magnification of the GIF camera, extremely high spatial sampling of 40 pixels per Angstrom was achieved for a small region of the sample. In this way, we minimized effects of camera modulation transfer [48]. We recorded focal series of single-layer graphene and measured the contrast for each defocus value averaging over the visible unit cells in the contamination-free area.

For the 20 kV case, EELS spectra were recorded using a monochromated Zeiss Libra 200 equipped with an in-column energy filter. Although we obtained experimental images of graphene at 20 kV [7], these were not analyzed due to incomplete compensation of geometric aberrations in this preliminary experimental setup.

3. Image contrast based on WPOA

To understand the differences of image contrast based on POA and WPOA, we present a short review of WPOA. Phase objects are generally considered to be very thin and to change the phase of the incident wave only up to the exit plane $z_e$ [20]. The resulting exit wave $\psi_e(\vec{p})$ is given by

$$\psi_e(\vec{p}) = e^{i\sigma V_p(\vec{p})}, \quad V_p(\vec{p}) = \int_{-\infty}^{\infty} V(\vec{r})dz,$$

$\sigma$ is the interaction parameter measuring the extent of electron scattering by the sample, given by $\sigma = (\pi/\Delta E)$ ($\lambda$—wave length; $E$—accelerating voltage). The projected atom potential $V_p(\vec{p})$ is taken in the propagation direction of the incident plane wave. Here we have assumed that the illumination is parallel to the optic axis, which we choose as the $z$-axis of our Cartesian coordinate system. If the exponent $\sigma V_p(\vec{p})$ is small compared to unity, we can expand the exit wave in a Taylor series. The first two terms $1 + i\sigma V_p(\vec{p})$ give the so-called weak phase object approximation (WPOA). For centrosymmetric crystals (as is the case for graphene) we have $V'(-\vec{q}) = V(-\vec{q})$. As seen from Eqs. (1) and (2), $\chi(\vec{q}) - \chi(-\vec{q})$ and the resulting image intensity has the standard form:

$$I = \int |\Delta E(r)D(\Delta E)d(\Delta E)|^2,$$

$$= 1 - 2\sigma \int FT^{-1}[A(q)V(q)\sin\chi(\vec{q})D(\Delta E)d(\Delta E)].$$

The first term in the second row describes the background intensity. The second term defines the phase contrast. The aperture function $A(q)$ treats the effect of a beam-limiting aperture placed at the back-focal plane of the objective lens. The weighting function $D(\Delta E)$ describes the energy spread of the scattered electrons. After correcting the chromatic aberration ($\chi_e = 0$), the phase $\chi = \chi_q$ reverses its sign when the signs of $C_i$ and $\Delta f$ are interchanged (see Eq. (1)). In this case, the image contrast described by Eq. (4) changes its sign but not its absolute value.

4. Results and discussion

4.1. Optimum imaging conditions for graphene with and without chromatic aberration

Calculated images of graphene for 80 kV utilizing the EELS data are shown in Fig. 1 for $C_i$ and $\Delta f$ in the ranges of $-100 \mu m \leq C_i \leq 100 \mu m$ and $-30 \text{nm} \leq \Delta f \leq 30 \text{nm}$, respectively (see Eq. (3)). Interestingly, the images look very similar for a wide range of $(C_i, \Delta f)$ values. Three diagonals of equal contrast (within the error margin $\pm 0.1\%$) for bright and dark atom contrasts, respectively, are marked. As can be seen, the highest dark and bright atom contrasts are obtained along the middle marked diagonals. We select the two images marked by the red rectangles as representative examples (located in the center of the highest-contrast diagonal). Fig. 2a presents calculated images of graphene. The two chosen images from Fig. 1 are depicted in the right column. The achromatic images ($\chi_e = 0$) shown in the left column of Fig. 2a are selected by following the same approach. Fig. 2b shows the experimental images (see Section 4.3 for more details). By taking into account the chromatic aberration error of the objective lens, the calculated optimum contrast (Fig. 2a, right column) quantitatively (within the error margins) matches the experimental image contrast (Fig. 2b). In our case there is no Stobbs factor between experimental and calculated images within the error margin; the influence of the MTF is avoided owing to the extremely high sampling rate, see Section 4.3. Moreover, the image contrast also compares reasonably well to calculations using the conventional temporal envelope approach (focal spread of 40 Å for 80 kV) ($\sim 9.0\%$ for both the optimum negative and positive contrast, not shown). This result agrees with earlier works on positive and negative contrast, which show that at medium voltages, the sum of the contrasts largely cancel out for ultra-thin samples [49].

At 20 kV (see Fig. 3), the measured energy distribution shows a FWHM of 0.12 eV obtained with the help of monochromator. Experimental images with atomic resolution are not available for comparison because our present corrector can only compensate for geometric aberrations up to 25 mrad (40 mrad would be required for graphene at 20 kV). Without chromatic aberration correction (compare Fig. 2a, right column and Fig. 3, right column), the absolute values of optimum positive and optimum negative contrast at 20 kV are not significantly higher than at 80 kV. Strong differences arise only when eliminating chromatic aberration by means of a $C_s$-corrector ($C_s = 0$) or an ideal monochromator ($E_{\text{pass}} = 0$). Since an ideal monochromator removes an intolerably large fraction of electrons, a significant increase in contrast at low voltages necessitates correction of chromatic aberration.

The achromatic image calculations show symmetric $(C_i, \Delta f)$ values for optimum positive and negative atom contrast for both, 80 and 20 kV (see Figs. 1a and 2 left images). However, the respective absolute contrast values differ considerably. This is a fingerprint of the contrast contributions from non-linear terms. The absolute contrast difference increases as the voltage decreases. As mentioned above, in order to treat an object as an ideal WPO, the absolute values of optimum positive and optimum negative contrast must be roughly equal for achromatic imaging.
Fig. 1. \(C_s-\Delta f\) table (\(-100 \, \mu m \leq C_s \leq 100 \, \mu m, \, -30 \, nm \leq \Delta f \leq 30 \, nm\)) for the calculated HRTEM images of graphene at 80 kV, with \(C_s=1.41 \, mm\), and energy distribution extracted from the EELS data. The highest dark and bright atom contrasts are obtained for a set of \(C_s-\Delta f\) values marked by the middle diagonals. The two images marked by the red rectangles are in the center of the highest-contrast diagonal representing optimum contrast values. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. HRTEM images of graphene at 80 kV for optimum contrast conditions showing negative (upper row) and positive (lower row) carbon atom contrast. The optimum \((C_s, \Delta f)\) values and corresponding maximum contrast (multiplied by 100) are given in the images. (a) Calculated images for \(C_s=0\) (first column) and for \(C_s=1.41 \, mm\) with energy distribution acquired from normalized experimental zero loss peak (second column). The inset depicts the EELS spectra of the zero-loss peak with energy width of \(E_w=0.35 \, eV\). (b) Experimental images. The error bars in the calculated and experimental images result from the fluctuations of background and atom intensities. Scale bar: 0.2 nm.
conditions. When going from 80 to 20 kV, the contribution of non-linear terms to the image contrast can no longer be ignored since the interaction parameter $s$ increases with decreasing voltage (this means the second line of Eq. (6) is incomplete). Hence at 20 kV, even light atoms such as carbon are strong electron scatterers. Moreover, there may be significant contributions due to inelastic scattering at 20 kV, which are not considered in the present work. As we neglect inelastic scattering in our calculations, we consequently also neglect the phonon scattering.

The achromatic bright atom contrast image in Fig. 3 (20 kV) demonstrates two very strong contrast enhancement effects: first the advantage of chromatic aberration correction (compare the achromatic and chromatic images), and second the advantage of bright atom contrast imaging (compare the images in the first column). The effect of bright atom contrast enhancement has already been mentioned in [49,50]. At 20 kV, even for a highly monochromatic electron source, resulting in a small $E_w$ of 0.12 eV, the contrast values differ by a factor $> 8$ ($< 5$) for bright (dark) atom contrast, compared to the cases without chromatic corrections. Hence the correction of chromatic aberration and bright atom contrast imaging conditions are indispensable for achieving high contrast at voltages as low as 20 kV.

4.2. Evaluation of contrast dependence on chromatic aberration and energy width

In the following we investigate the dependence of the optimum atom contrast on chromatic aberration (Fig. 4a) and energy width (Fig. 4b) in more detail. Fig. 4 shows that the absolute optimum atom contrast at 20 kV decreases strongly with increasing $C_s$ (Fig. 4a, red curves) and $E_w$ (Fig. 4b, red curves), much stronger than that at 80 kV (Fig. 4a and b, blue curves). At 20 kV, bright and dark atom contrasts (light and dark colors, respectively) have large values for the achromatic case ($C_s=0, E_w=0$). Without chromatic aberration, the constructive superposition of linear and non-linear terms results in enhanced contrast (bright atom contrast) [49], while the destructive superposition results in reduced contrast (dark atom contrast). With increasing chromatic aberration, bright atom contrast decreases stronger than dark atom contrast. As a result, both curves intersect each other, as shown in Fig. 4a. At 80 kV, a contrast increase of about a factor of 2 (from about 8% to 16%) can be achieved with a monochromator, which reduces the energy width from $E_w$~0.35 to 0.12 eV (as marked by the corresponding dashed lines in Fig. 4b). Compared to this case, the use of a $C_s$ correction provides only little contrast increase (from about 16% to 19%). However, this behavior does not hold true in the case of 20 kV. Fig. 4b shows that for 20 kV, the contrast drops to about zero in presence of chromatic aberration for energy widths larger than about 0.2 eV. For the achromatic case, the absolute values of bright and dark atom contrast and their differences are much larger at 20 kV than at 80 kV. At 20 kV, even the use of an effective monochromator (0.12 eV energy width) is not sufficient because the resulting optimum contrast values are rather small (about 6% and 5% for dark and bright atom contrast, respectively, see also the images in Fig. 3, right column). However, the addition of $C_s$ correction tremendously increases the contrast in 20 kV TEM images. Hence, one of the key promises of low-voltage microscopy – high contrast for low-Z materials – can only be achieved with the use of a $C_s$ corrector.

4.3. Experimental image contrast at 80 kV

In order to find the maximum contrast for single-layer graphene, we analyze a closely spaced focal series (defocus step size 0.53 nm) with spherical aberration close to zero giving symmetric conditions for positive and negative defocus. Several experimental images are shown in Fig. 5, together with the measured contrast vs. defocus plot. Note that the images measures only about 20 unit cells in diameter but were recorded with the full 2048 × 2048 pixels resolution of the CCD camera. Due to this extremely high oversampling (40 pixels per Angstrom), we obtain...
8–9% contrast for single-layer graphene (At a more common sampling of \( \frac{\text{pixel}}{\text{Å}} \), the contrast is ca. 2× smaller; in agreement with a measured camera MTF [48]). In the experimental contrast vs. defocus plot, all contrast values are given as positive numbers because the sign is difficult to determine close to the minima. In any case, the “negative” (bright atom) contrast is present from roughly 0 to 7 nm defocus. Zero defocus is assigned at the contrast minimum where also the contamination contrast vanishes.

In the experimental curve, we find a maximum contrast of 8.5% for bright-atom condition (defocus +2.6 nm) and 8.4% for the dark-atom maximum (defocus – 3.7 nm). The contrast values are approximately identical, as predicted by our calculations. Hence, the experimental result confirms that graphene can be
treated at 80 kV as weak phase object with a sufficient degree of accuracy.

5. Conclusion

For 80 and 20 kV we have calculated optimum $C_s$-corrected HRTEM image contrast, based on the criteria for maximum atom contrast. We exemplified this criterion by graphene. We used DFF-based projected atom potential and calculated, for the first time, the image intensity by averaging over the energy distribution of the elastically scattered imaging electrons, derived from the experimental EELS data. At 80 kV, this approach agrees quantitatively with the conventional envelope method and the experimental data. Neither a Stobbs factor nor a difference between bright and dark atom contrasts was measured within our measurement accuracy under the given experimental conditions. We demonstrated that at 80 kV the image contrast can be increased effectively by a monochromator capable of reducing the energy width to about 0.1 eV.

At 20 kV, atomically resolved images cannot be experimentally obtained owing to incomplete compensation of geometric aberrations in our preliminary experimental setup. Significant improvement of contrast can only be achieved by the additional correction of chromatic aberration. Moreover, we show that a further increase of contrast is possible using bright atom imaging conditions, even for a single layer of atoms. Our calculations clearly show that even graphene cannot be treated as a weak phase object. In other words, all atoms are strong scatterers at voltages smaller than about 20 kV.
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