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I. MOTIVATION

Evaluating the time-behavior of distributed embedded
real-time systems can be performed in many ways. Mainly
three different approaches can be used as shown in fig-
ure 1. The first one is to test the implemented system, the
second one is to perform a simulation and the third one
is to conduct a real-time analysis. Each of them has its
advantages and disadvantages.

Testing the implemented system is certainly the most
realistic approach concerning the results, because the final
system is used. But correcting any failures discovered at
this late design stage can lead to enormous costs. To
prevent this situation other approaches have to be used
that are suitable for early design stages where mistakes
are less expensive to fix.

Such methods are the simulation or the analysis of a
system. These can also be used in late design phases. For
example a tool like chronSIM [1], which allows simulating
a system, can provide information on what a system is
actually doing especially in the average case. With a
simulation however the border cases like the best-case and
worst-case time behavior cannot be determined. Due to
the coverage problem that simulations have, it is unknown
whether such a border case has been simulated or not. An-
alytical approaches like those based on Tindell and Clark
[2] construct the border cases and calculate guaranteed
bounds for the time behavior. In [3] an automotive case
study was conducted where both approaches - simulation
and analysis - are compared. The conclusion of the paper
is that both approaches are needed for the design process
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Figure 1. Different evaluation techniques

of embedded hard real-time systems. The focus in the
paper is to determine the worst-case time behavior. But
to consider only the border cases during a system design
is often not sufficient to construct a reliable system.

An example for this can be found in the domain of
control systems. To design a reliable controller on the one
hand the border cases are required to verify the stability
of the control loop. On the other hand the most important
part in the design is the knowledge of the average-case
time behavior, because a controller should perform best
in the average case. Therefore both values are needed to
design a reliable controller. In [4] the impact of the time
behavior on a control system is discussed more in detail.

As mentioned with a simulation the average case can
be obtained, because it will most likely describe the actual
system behavior. However the more complex a system
is, the longer will be the runtime of the simulation. A
good impression about the costs required to perform a
simulation can be obtained by considering the results in
[3]. The runtime can easily be in the magnitude of days
to get significant data regarding the average case due to it
depending on the history of the simulation. Therefore such
an approach cannot be parallelized easily. It is possible to
start various simulation runs simultaneously, but it is not
clear how long each run has to be executed in order to
obtain the desired data. So the question arises whether
other methods can be used to determine the average case
while needing less time than a simulation.

Analytical approaches currently only construct the bor-
der cases and calculate guaranteed bounds for them.
Naturally the average case must be between the calculated
best case and worst case. The question is if an analytical
approach like the SymTA/S approach [5] or the real-time
calculus [6] can be modified or extended in such a way
that the average case or at least an approximation of the
average case can be obtained more quickly than with a
simulation. In [7] an extension of the real-time calculus is
proposed where probabilistic arrival and service curves are
considered. But it is an open question if the approach is
able to construct the average-case behavior, because with
the presented model it seems improbable that the average
case of the system can be found.

We now sketch a proposal on how an analytical ap-



proach can be modified to possibly obtain the average case.
The idea is based on a Monte-Carlo simulation [8] and to
the best of our knowledge there is no successful work
which describes how schedulability analysis techniques
can be used with a Monte-Carlo simulation to compute
the average-case behavior of a system.

In [9] a technique is presented which is based on a sim-
ilar idea. A Monte-Carlo simulation is used to determine
the time-behavior of a system, but it is not clear which
method is used for the Monte-Carlo simulation. It is stated
that the network-calculus is not used, because the system
behavior cannot be modelled adequately.

II. PROPOSAL

We now present our proposal and start our discussion
with the simulation approach, because it is reasonable
to understand why it is able to find the average case.
The advantage of such a method is that the different
correlations/dependencies between the tasks are covered
inherently. But dependencies within a system are an issue
that analytical approaches have. Ignoring them in the anal-
ysis results in more pessimistic bounds, therefore as many
dependencies as possible must be considered to obtain an
average case. Many approaches have been developed to
consider data dependencies [6] or task dependencies [10].
It is however unclear whether the existing work regarding
the dependencies is sufficient to be able to calculate the
average-case behavior.

The question is now how the average case can be
determined efficiently. We propose to use a Monte-Carlo
simulation based on a schedulability analysis by vary-
ing parameters like stimulation, execution time, etc. The
stimulation may only be varied within its bound as well
as the execution time may only be varied between its
best-case and worst-case execution time. To be able to
freely vary the stimulation the periodic model with jitter
is insufficient, instead more expressive models have to be
used like the event streams [11] or the arrival curves used
by the real-time calculus [6]. Some questions which have
to be answered to obtain the average-case behavior are:

• Is a Monte-Carlo simulation based on a schedulability
analysis even suitable to obtain the average-case
behavior?

• How must the parameters be randomized?

• Which dependencies must be modeled in order to
obtain acceptable results?

• How many samples have to be gathered in order to
be able to approximate the average case?

• Is it possible to bound the error of the approximation?
The first question addresses the fact that analytical ap-

proaches always construct the corner cases. Is it therefore
possible to obtain the average case with a Monte-Carlo
simulation? The next question considers the issue of how

the parameters for the Monte-Carlo simulation have to be
randomized. Can we use the same method as used by
simulation approaches or do we have to consider anything
else? To approximate the behavior of a simulation, task
dependencies have to be considered during an analysis.
So which are the important dependencies that influence
the time behavior? The last two questions relate to the
results of the Monte-Carlo simulation, where the quality
of the results has to be determined and a threshold has to
be set for which the quality is deemed acceptable.
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