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Abstract
Territorial privacy is an old concept for privacy of the per-
sonal space dating back to the 19th century. Despite its for-
mer relevance, territorial privacy has been neglected in re-
cent years, while privacy research and legislation mainly fo-
cused on the issue of information privacy. However, with the
prospect of smart and ubiquitous environments, territorial pri-
vacy deserves new attention. Walls, as boundaries between
personal and public spaces, will be insufficient to guard terri-
torial privacy when our environments are permeated with nu-
merous computing and sensing devices, that gather and share
real-time information about us. Territorial privacy boundaries
spanning both the physical and virtual world are required for
the demarcation of personal spaces in smart environments. In
this paper, we analyze and discuss the issue of territorial pri-
vacy in smart environments. We further propose a real-time
user-centric observation model to describe multimodal obser-
vation channels of multiple physical and virtual observers.
The model facilitates the definition of a territorial privacy
boundary by separating desired from undesired observers, re-
gardless of whether they are physically present in the user’s
private territory or virtually participating in it. Moreover, we
outline future research challenges and identify areas of work
that require attention in the context of territorial privacy in
smart environments.

1. Introduction
The term “privacy” is often used to address violations of
personal information, meaning that personal information of
some individual is disclosed, misused, or transferred to third
parties. This understanding of privacy refers to information
privacy, sometimes also called data privacy. Information pri-
vacy can be defined as “the claim of individuals [. . . ] to
determine for themselves when, how, and to what extent in-
formation about them is communicated to others” (Westin
1967). With the rapid development of the Internet and com-
munication technologies during the last decades, informa-
tion privacy became the leading notion of privacy.

However, in the upcoming age of ubiquitous computing,
our environments will contain numerous computing devices,
often invisibly embedded in everyday objects and capable of
sensing and forwarding huge amounts of real-time informa-
tion. Furthermore, devices will exist that can actively oper-
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ate in our environments, either autonomously or controlled
by external entities. The presence of those devices will have
the effect that physical boundaries lose their capability of
demarcating personal spaces.

What before could only be observed about a person in
her personal space or territory by entities within its physical
proximity, will become observable by any entity having vir-
tual access to the person’s private territory. Thus, in smart
environments, the concept of territorial privacy will gain sig-
nificant importance again, but has to be revised in order to
address both the physical and virtual dimensions of a per-
sonal territory.

Even with today’s technology, territorial privacy can al-
ready be violated. One example is an attack on remotely
controllable household robots equipped with video cameras,
as shown by Denning et al. (2009). This shows that ter-
ritorial privacy is a critical issue and strongly needs future
attention in research.

In the remainder of this paper, we first give a brief
overview of related work in the field of privacy in smart en-
vironments and attempt to clarify the interrelation between
information privacy and territorial privacy. Next, we pro-
pose a real-time observation model for territorial privacy that
enables individuals to shape their territorial privacy bound-
ary in a mixed physical and virtual environment. Finally,
we will discuss some research challenges that should direct
future work in this area.

2. Related Work
Marc Weiser (1993), who shaped the vision of ubiquitous
computing and smart environments, already recognized that
those environments will raise new privacy issues. However,
his privacy concerns were focused on location privacy. Lo-
cation privacy is a particular form of information privacy
and has attracted considerable research (Beresford and Sta-
jano 2003; Krumm 2008).

In recent years, general information privacy in ubiquitous
computing has been investigated as well. Hong and Lan-
day (2004) proposed Confab, a privacy-aware architecture
for ubiquitous computing. Confab uses the concept of in-
formation spaces by Jiang et al. (2002) in combination with
in- and out-filters to manage the flow of context informa-
tion about a person. Langheinrich (2001) discussed how the
fair information practices, a collection of abstract guidelines
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to achieve information privacy, can be adapted to ubiqui-
tous computing scenarios. He pointed out six principles,
which he followed to design the privacy awareness system
PawS (Langheinrich 2002) in order to address third party
data collection in smart environments.

Although some of the former research has already iden-
tified the problem of collapsing physical boundaries, the
focus is always on protecting particular types of informa-
tion rather than respecting virtual boundaries of a person’s
private territory. In social research, some work in the lat-
ter direction exists, mainly on trying to find methods for
modeling boundaries of personal information flows. In-
formation boundary theory (IBT) (Stanton and Stam 2003;
Xu et al. 2008) is one well-known model which attempts to
formulate social aspects of information disclosure based on
physical and virtual information spaces. The vision of dig-
ital territories of Daskala and Maghiros (2006) is similar to
IBT. Digital territories should delimit personal information
spaces in order to control incoming or outgoing information.
Sociologist Gary T. Marx (2001) identified personal border
crossings as a core concept of perceived privacy violations.
He differentiates between natural borders, social borders,
spatial or temporal borders, and borders due to ephemeral
or transitory effects.

All of the discussed approaches put the focus on informa-
tion privacy. Thus, finding mechanisms to protect particular
personal information or model the information flow in order
to define borders of such information are the core investiga-
tions of most existing privacy research in the field of smart
environments. However, the aspect of territorial privacy has
not received much attention in this context so far.

3. Territorial Privacy
Territorial privacy refers to one of the oldest understandings
of privacy and can be described in simple terms as “the right
to be let alone” (Warren and Brandeis 1890). This can be
interpreted as the right of a person to determine individually
when and how other entities are allowed to participate in his
or her personal territory. A personal territory refers to a per-
sonal space of an individual which is delimited by a specific
boundary. With the ongoing development towards the vision
of ubiquitous computing and smart environments the speci-
fication of such boundaries will become much harder. The
traditional way of demarcating a personal territory by erect-
ing physical boundaries, like walls and doors of a room or
a house, will not be sufficient anymore. On the contrary, a
personal territory can now be virtually extended beyond its
physical boundaries. This means that not only entities with
physical access and presence can participate in a personal
territory, but also remote entities, which have only virtual
access to the territory.

We distinguish between two forms of possible participa-
tion, intrusion and observation. Intrusion refers to active
intervention of an entity into one’s personal territory. Obser-
vation refers to reception of real-time information gathered
by sensing devices in physical range of one’s personal terri-
tory. For example, a person receiving a live video-stream of
a surveillance camera is an observer, that is virtually partic-
ipating in the personal territory of the observed person.

The observation aspect of territorial privacy converges
with the collection phase of information privacy, because
what is sensed by nearby devices may encapsulate a large
amount of personal information. Collection, together with
processing and dissemination, are the three privacy relevant
life-cycle phases of personal information defined in the pri-
vacy taxonomy of Daniel J. Solove (2008). Collection refers
to the point in time where personal information is actively
gathered or sensed. Or in other words, where personal in-
formation passes the border between the physical real world
and the digital virtual world. Processing refers to data han-
dling, like storage or usage of personal information, and dis-
semination refers to transfer and propagation thereof.

However, although gathering sensor data refers to the
collection phase of personal information, the difference is
that territorial privacy is not concerned with what particu-
lar information is collected by a device or could be derived
thereof, but with how an entity participates in a personal ter-
ritory. For example, what channels, we call them observa-
tion channels, an entity can use to physically or virtually
receive information from inside a person’s private territory.
Thus, each raw real-time output of a sensing device can be
seen as an observation channel. The aim of territorial pri-
vacy is to control access to those real-time observation chan-
nels as a whole, whereas information privacy aims to control
access to specific personal information that may be encapsu-
lated in those channels, but also information available from
several other non real-time sources. The main challenge
arising from future smart environments is to find solutions
for controlling observation channels in order to define ter-
ritorial privacy boundaries that are consistent in the virtual
and physical world.

4. Real-time Observation Model
So far, we have outlined the issues faced by territorial pri-
vacy in ubiquitous environments. In this Section, we pro-
pose a new model for territorial privacy that facilitates the
coherent definition of territorial privacy boundaries in a
mixed real and virtual environment. First, we outline the
model conceptually before formalizing it afterwards.

Concept
We take a user-centric approach towards privacy rather than
an information-centric approach. In order to define a territo-
rial privacy boundary, we model who can observe informa-
tion about a user and how rather than what information is
observed.

A user is surrounded by multiple observers. Any entity
that can observe information about the current situation of
the user is an observer with an observation channel to the
user. An observation channel is any medium that conveys
real-time information about the current state, presence, ac-
tion, or behavior of the user. For example, a surveillance
camera in the same room as the user is connected to the user
through a visual observation channel. A microphone is an
observer with an auditory observation channel to the user.
A person in the user’s proximity has multimodal observa-
tion channels, e.g., visual, auditory, and haptic. Observation



physical boundary

microphone

person

webcam

territorial boundary

auditory

visual

auditory

person

person
auditory

auditory

visual

visual

robot

person

user
auditory

visual

visual

auditory

Figure 1: The territorial privacy boundary separates desired
from undesired observers.

channels are defined per entity, e.g., several observers can
each have a visual observation channel to the user.

We do not distinguish between technological and living
entities as observers, but a distinction is made between phys-
ical and virtual observers. The aforementioned entities are
all physically present, i.e., they are connected to the user
through an observation channel with path length 1. A vir-
tual observer is connected to the user through an observa-
tion channel with a greater length than 1. In the latter case,
the observer is not physically present in the user’s proxim-
ity, and an observation is relayed by intermediate entities,
which we also consider observers. An example for a virtual
observer is a backend system that uses input from sensors
which in turn are physical observers. A virtual observer does
not have to be a technical system but could also be a person
that remotely watches a video surveillance stream.

Paths of observation channels originate from the user and
go to the observers. The user can define its territorial pri-
vacy boundary by separating desired observers from unde-
sired observers, as shown in Figure 1. Because our model
incorporates observers in the physical as well as the virtual
world, the resulting territorial privacy boundary also spans
the physical and virtual environment of the user. Thus, users
can effectively control their territorial privacy by eliminating
observation channels to undesired observers.

Formalization
Our model can be represented as a directed graph G(V,E).
V consists of the source node s, which represents the user,
and the set of all physical and virtual observers O. E is
defined as the union of the sets of all observation channels,
whereby C is the channel type set.

V = {s} ∪O, E =
⋃
i∈C

Ei

A single observation channel (u, v) ∈ Ei is a directed
edge from node u to v of type i ∈ C, with u, v ∈ V . We use
(u, v)i as a short notation for a type-i observation channel.

All edges (s, o)i, with o in O, are direct observation chan-
nels from s to physical observers. An observation chan-

nel to a virtual observer is a path of consecutive edges of
length > 1, with potentially multiple intermediate nodes.
The transitive closure E∗ can be constructed, that contains
all existing paths of observation channels of arbitrary length
from s to any observer. Let E∗i be the transitive closure of
type-i observation channels. We assume that an observation
channel of a given type is rooted in s, i.e., it is not possible
that an observation channel of a new type emerges at an ob-
server if no channel of the same type ends there. Thus, for
the construction of E∗i , we require

6 ∃(u, v) ∈ Ei ⇒ (s, v) 6∈ E∗i .

Now, we can make use of G to define the territorial pri-
vacy boundary of s in multiple steps.

1. Identify desired observers Od.
2. Remove observation channels of undesired types Cu.
3. Remove undesired observers Ou.
4. Remove undesired channels to desired observers.
Step 1 has to be performed manually by the user. Once the
desired observer set Od has been identified, the undesired
observer set can be derived as Ou = V \ Od. Step 2 has
the purpose of initially eliminating generally undesired ob-
servation channels, hopefully cutting off large observer sub-
graphs. Step 3 explicitly removes remaining undesired ob-
servers. Finally, step 4 allows fine-grained refinement, e.g.,
when a desired observer may be allowed an auditive obser-
vation channel but not a visual one.

In step 2, the user first identifies undesired channel types
Cu. Then, all edges of types in Cu are removed from E and
all nodes without a connection to s are removed from V :

E ← E \
⋃

i∈Cu

Ei, V ← {v ∈ V | (s, v) ∈ E∗} .

In this process, desired observers that only had observation
channels of undesired types are removed as well. Such con-
flicts can be detected by testing if Od ⊆ V . A detected
conflict needs to be resolved by the user, e.g., by explicitly
allowing the undesired observation channel for a specific de-
sired observer.

In step 3, undesired observers are removed from V :

V ← V \Ou .

Then, the transitive closure E∗ over s is constructed, and V
is reduced to the reachable nodes in E∗:

V ← {v ∈ V | (s, v) ∈ E∗}, E ← {(u, v) |u, v ∈ V } .

Note, that it can again be detected if desired nodes are re-
moved in the process, e.g., as part of a cut off subgraph.

Step 4 allows further refinement. For desired observers
with mutimodal observation channels to s, the user can ex-
plicitly specify observation channel types that are undesired
for these observers as observer channel type pairs in Mu

(Mu ⊂ O × C). All elements ofMu are excluded from E:

E ← {(v, o)i ∈ E | (o, i) 6∈ Mu} .

Finally, E and V contain desired observation channels and
desired observers only.
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Figure 2: Graph representation.

Figure 2 shows an example of the graph notation. Here,
physical observers are {n1, n2, n3, n4} and virtual observers
are {n5, n6, n7, n8}. The desired observer set is Od =
{n1, n3, n4, n6, n7} and the undesired observers are Ou =
{n2, n5, n8}. Undesired observation channels are marked
by red dotted edges. By applying the steps above, the graph
can be reduced so it only contains desired observers (inside
territorial boundary) and desired observation channels (solid
arrows).

Example Use Case
Now, we show how the model can be employed to an actual
use case, and how it can be used to make decisions concern-
ing territorial privacy. In our example, Alice is at home and
receives an incoming video call. There is a webcam and a
microphone in Alice’s room as part of the video call setup.
A screen and speakers are also present for video and audio
output. But for now, we are only concerned with observers.

While alone, Alice does not want the webcam and micro-
phone to be active. Thus, they would be undesired physical
observers lying outside Alice’s territorial privacy boundary
and must be deactivated.

Now suppose Bob, Alice’s boyfriend, is calling. Alice
has defined her territorial privacy policies in such a way
that incoming calls from Bob are automatically accepted.
Therefore, Bob becomes a desired observer when calling.
Alice grants him a visual observation channel through the
webcam and an auditive observation channel via the micro-
phone. Therefore, Alice’s territorial privacy boundary is ex-
tended to include the webcam and the microphone as physi-
cal desired observers, and Bob as the virtual desired observer
for these channels. Similarly, Alice would be moved inside
Bob’s territorial privacy boundary as a desired observer for
his audio and video channels.

At the same time, intermediate nodes, like the video
call service provider, would be considered virtual unde-
sired observers that should not have access to Alice’s chan-
nels. However, if these nodes would be completely removed
from Alice’s graph the connection to Bob would be lost.
Thus, these nodes need to be removed logically by technical
means. For example, Alice could encrypt both observation

channels. The channels would still be relayed by intermedi-
ate nodes but they would not be able to access them.

Discussion
The benefit of our model is that it allows the definition of a
complex territorial privacy boundary that spans the physical
as well as the virtual world. The model focuses on who can
observe real-time information about the user and how, which
is orthogonal to information privacy models that describe
who can access what information.

Obviously, our model does not capture all aspects of ter-
ritorial privacy, yet. So far, our model facilitates the user-
centric definition of a territorial privacy boundary in a con-
cise way. The graph notation will provide a base for defini-
tion, enforcement, and dynamic adaptation of the territorial
privacy boundary.

However, intrusions into a user’s private territory can cur-
rently not be expressed. In our example, the incoming call
from Bob and the subsequent activation of speakers and
screen as output devices could be considered intrusions. But
our model has been designed with extensibility in mind, so
that intrusions and other aspects can be incorporated in the
future. We believe, that starting with a small yet exten-
sible model is a reasonable approach for tackling the do-
mestication of the territorial privacy problem in future smart
and ubiquitous computing scenarios, step by step. The next
Section outlines several research challenges that need to be
addressed in the future to ultimately give users full control
about their territorial privacy.

5. Research Challenges
Our proposed model is a first step towards controlling terri-
torial privacy in smart environments. We are aware that it is
not yet a comprehensive solution. In this Section, we outline
several research challenges and open issues, which need to
be solved in the future in order to achieve a comprehensive
protection of territorial privacy in smart environments.

Territorial Intrusion
So far, our model covers territorial privacy aspects arising
from entities which receive or observe any type of real-time
information about a person. However, territorial privacy also
involves aspects of privacy violations, which do not include
any information at all, we call them intrusions. Such viola-
tions may arise when entities physically or actively intrude
into a persons territory, regardless of what information they
can acquire. For instance, the mere physical presence of an-
other person or a robotic device could be an intrusion. But
an active intrusion can also be caused by an entity that is
not physically present, like remotely controlling a person’s
environment. We refer to such an intruder as a virtual in-
truder. Intrusions have already been seen in the discussed
example, in the last Section. When Bob’s incoming video
call is directly output to Alice’s screen and speakers, Bob is
actively intruding in Alice’s private territory albeit not being
physically present.

Another aspect which needs further investigation is what
we call the intrusion chain. Such a chain can be composed



of different virtual and physical entities, which perform ac-
tions that trigger other entities to perform certain actions that
eventually result in an intrusion. For example, an elderly
care system monitors a person with video sensors in order to
detect life-threatening events. In the default state the system
is a virtual observer. But as soon as a critical event occurs,
the system will actively intervene in the situation, e.g., by
automatically informing a doctor. This action is not a ter-
ritorial intrusion in itself but eventually leads to a physical
intrusion when the doctor enters the home of the affected
person.

This short example demonstrates different challenges.
First, modeling such intrusion chains is a complex task also
touching information privacy, due to the fact that many dif-
ferent conditions and dependencies may exist which need
to be respected. Furthermore, a passive entity, e.g., a
recharging household robot, may be seen as an intruder al-
beit not being active. These kind of passive intrusions are
hard to model because they are highly subjective and user-
dependent, but need to be considered as well.

Demarcation

Demarcation of the private territory, i.e., the definition of
the territorial privacy boundary, depends on two aspects: the
user’s context and the determination of observers and obser-
vation channels.

Contextual parameters can be the current location of a
person or the current social context, e.g., what other per-
sons are present and the user’s relationship to them. A user
may define it’s territorial privacy boundary quite differently
depending on whether family members, work colleagues, or
strangers are present.

A location may be completely private or completely pub-
lic, but can also be situated in between those extremes. Mov-
ing from a private to a public space often implies that a per-
son loses control over the environment which in turn leads
to the person losing control over his or her physical and vir-
tual boundary. One might argue that in public spaces the
enforcement of boundaries is impractical, because basically
everyone can access a public space. Regarding control of
physical boundaries this may be correct, but persons can at
least perceive physical observers around them and can adapt
their behavior accordingly. Examples of physical observers
are other people waiting for the train or installed surveillance
cameras. Obviously, perceiving physical observers will be-
come increasingly harder the smarter our environment be-
comes. So even if a person believes to be alone in a public
space, several hidden physical observers could be present.
Those physical observers may in turn provide observation
channels to even more virtual observers. Because the per-
son cannot perceive all its observers, she cannot appropri-
ately adapt her behavior. Thus, the detection of physical and
virtual observers is an open issue to be addressed. Further-
more, context information needs to be taken into account to
achieve accurate demarcation of the private territory by the
territorial privacy boundary.

Policies
The dynamic adaptation of the territorial privacy boundary
should be governed by the user’s preferences for the cur-
rent context situation. Such preferences need to be defined
by some kind of policies. Finding adequate technical solu-
tions for automated generation, enforcement, and adaptation
of those policies will be the main challenges. Automated
policy generation is necessary in order to simplify the pro-
cess users have to perform to demarcate their private ter-
ritory. Defining boundaries for each potential context and
all potential physical or virtual observers would be infeasi-
ble. Generation mechanisms for new policies should adapt
based on former policy decisions, commonalities of existing
policies which fit the new situation, and other historical in-
formation about the user’s behavior. Policies should also be
adapted dynamically when context and personal preferences
change.

Another aspect that may influence a user’s desired level
of territorial privacy is the current emotional setting. While
in a bad mood, observers that are usually allowed inside the
user’s private territory may be denied access. For example,
after a bad day at work, even calls from close friends may
be rejected. The influence of social context aspects on terri-
torial privacy needs to be investigated.

When the private territories of multiple persons overlap,
arbitration of territorial privacy policies is required, resulting
in a redefinition of territorial privacy boundaries acceptable
for all parties involved.

Enforcement
Another issue is the enforcement of both physical and virtual
boundaries as they cannot always be determined statically,
and often depend on several dynamic contextual parameters.

The demarcation of the private territory requires that ob-
servation channels to undesired observers are eliminated,
which in turn requires cooperation of heterogeneous sys-
tems. Further, guarantees are required that policy decisions
are respected and enforced by systems and entities not un-
der the user’s control. Thus, reliable access control mecha-
nisms are necessary, which are applicable for both physical
and virtual boundaries. Developing these mechanisms will
be one of the biggest challenges, due to the fact that all de-
vices, observation channels, and types of intrusion need to
be controlled. Extra care is required at the boundary of phys-
ical and virtual worlds. For example, Alice may allow Bob
access to her webcam, but may not want another person near
Bob’s screen to see her as well. The coherent combination
of physical and virtual access control mechanisms will prove
challenging.

Trust is another important aspect which affects technical
solutions for enforcement of territorial privacy boundaries.
On a technological level, trust needs to be established be-
tween system entities to propagate and enforce policy deci-
sions. At the same time, a person needs to establish trust into
these mechanisms, on a psychological level. A user needs to
be certain that system entities respect and enforce privacy
preferences and decisions. User control coupled with direct
feedback to the user may help achieve this. Feedback and



control mechanisms should enable the user to perceive how
physical and virtual boundaries are going to be protected and
enable interventions in the control process of specific bound-
aries. The user’s perception of a system and how it actually
operates may also be divergent. A user may trust a surveil-
lance camera only to be active when its red light is on, while
from a technical perspective the camera may still be record-
ing when the light is switched off.

6. Conclusion

We have analyzed the issue of territorial privacy in future
smart environments. While territorial privacy is actually an
old concept, the advent of ubiquitous and pervasive comput-
ing requires a reassessment.

We proposed a user-centric observation model for ter-
ritorial privacy that encompasses physical and virtual ob-
servers. Our model enables the definition of a territorial
privacy boundary as a demarcation of a user’s private terri-
tory. In contrast to the traditional understanding of territorial
privacy, the boundaries of our model are not limited to the
definition of physical spaces, e.g., by walls, but also allow
comprehensive definitions which entities are allowed to par-
ticipate virtually in the user’s private territory, and how. De-
sired observers can be separated from undesired observers
by eliminating undesired observation channels. Our graph-
based notation facilitates clear definitions of territorial pri-
vacy boundaries.

Furthermore, we identified several challenges that need
to be addressed in future research. Intrusions into private
territories and intrusion chains need to be studied and mod-
eled. The demarcation of private territories requires context
information and mechanisms to determine observers. Ex-
pressive policies are required to specify user preferences and
that also can be dynamically adapted to changing situations
and requirements. Finally, the territorial privacy boundary
needs to be enforced, which requires suitable mechanisms
to establish trust between heterogeneous entities.

Besides addressing these challenges, new laws and legis-
lation are required that recognize the territorial privacy as-
pect of future smart environments. De Hert et al. (2009)
point out several weaknesses to this extend in the exist-
ing legal framework. Thus, laws and regulations need to
be adapted to these newly arising threats on territorial pri-
vacy. Legal pressure is required to ensure that ubiquitous
computing systems are built with proper privacy controls in
place. So that ubiquitous computing may fulfill its glorious
promises without eradicating territorial privacy.
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