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Abstract. We study the complexity of algorithms for graph traver-
sal problems on quantum computers. More precisely, we look at eule-
rian tours, hamiltonian tours, travelling salesman problem and project
scheduling. We present quantum algorithms and quantum lower bounds
for these problems. Our results improve the best classical algorithms for
the corresponding problems. In particular, we prove that the quantum
algorithms for the eulerian tour and the project scheduling problem are
optimal in the query model.

1 Introduction

Quantum computation has the potential to demonstrate that for some problems
quantum computation is more efficient than classical computation. The goal of
quantum computing is to determine when quantum computers provide a speed-
up over classical computers. Today, two main complexity measures for quantum
algorithms have been studied: the quantum query and the quantum time com-
plexity. The quantum query complexity of a quantum algorithm A is the number
of quantum queries to the input, and the quantum time complexity of A is the
number of basic quantum operations made by A.

In this paper we are interested in graph traversal problems. The study of the
quantum complexity for graph problems is an active topic in quantum comput-
ing. Dürr, Heiligman, Høyer and Mhalla [DHHM04] presented optimal quantum
query algorithms for the minimum spanning tree, graph connectivity, strong
graph connectivity and the single source shortest path problem. Magniez, San-
tha and Szegedy [MSS05] constructed a quantum query algorithm for finding a
triangle in a graph. Polynomial-time quantum algorithms are given by Ambainis
and Špalek [AS06] for the maximum matching and the network flow problem.
Dörn [Doe07] presented quantum algorithms for several independent set prob-
lems.

In this paper, we present quantum algorithms and quantum query lower
bounds for graph traversals and related problems. Our input is a directed or
undirected graph with n vertices and m edges. We consider two query models
for graphs: the adjacency matrix and the adjacency list model. In section 3 we
study the quantum query and the quantum time complexity of the eulerian graph
problem. In the eulerian graph problem we have to decide if a graph G has an
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eulerian cycle, this is a closed walk that contains every edge of G exactly once.
We compute the quantum query complexity of the eulerian graph problem in
the adjacency matrix and the list model. Futhermore, we show that our lower
and upper bounds are tight in both graph representation models.

In section 4 we consider the hamiltonian cycle problem, an important NP-
complete graph problem. A hamiltonian cycle of a graph G is a cycle which
contains all the vertices of G exactly once. Berzina et al. [BDFLS04] proved,
that the hamiltonian cycle problem requires Ω(n1.5) quantum queries to the
adjacency matrix. We show an O(n2n/(n+1)) quantum query upper bound for
this problem, by using a recent quantum walk technique.

In section 5 we study the travelling salesman problem in graphs with max-
imal degree three, four and five. Eppstein [Epp03] constructed algorithms for
the travelling salesman problem on graphs with bounded degree three and four
which are faster than O(2n). We analyse the quantum time complexity of these
algorithms. We show that with a quantum computer we can solve the travelling
salesman problem on graphs with maximal degree three, four and five quadrat-
ically faster than in the classical case.

In section 6 we consider a project scheduling problem. A digraph model can
be used to schedule projects consisting of several interrelated tasks. Some of these
tasks can be executed simultaneously, but some tasks cannot begin until certain
others are completed. The goal is to compute the minimal project completion
time. We present an optimal quantum query algorithm for computing the earliest
completion time for every vertex of the network.

2 Preliminaries

2.1 Graph Theory

We denote by [n] the set {1, 2, . . . , n}. Let G = (V,E) be a undirected or directed
graph, with V = V (G) and E = E(G) we denote the set of vertices and edges
of G. Let n = |V | be the number of vertices and m = |E| the number of edges
of G. We denote by (u, v) a directed edge in G from vertex u to vertex v; the
vertex u is called adjacent to vertex v in G. The number of vertices adjacent to
v is called the out-degree of v and denote by d+

G(v). The in-degree of a vertex v is
the number of edges directed to v, denoted by d−G(v). A cycle of G is a sequence
(v1, . . . , vk, v1) where k ≥ 3 and v1, . . . , vk are distinct vertices of G such that
(vi, vi+1) ∈ E for i ∈ [k − 1] and (vk, v1) ∈ E.

We consider the following two models for accessing information in digraphs:

– Adjacency matrix model: Given is the adjacency matrix A ∈ {0, 1}n×n of G
with Ai,j = 1 iff (i, j) ∈ E. Weighted graphs are encoded by a weight matrix,
where Ai,j is the weight of edge (i, j) and for convenience we set Ai,j = ∞
if (i, j) 6∈ E.

– Adjacency list model: Given are the out-degrees d+
G(1), . . . , d+

G(n) of the ver-
tices and for every i ∈ V an array with its neighbours fi : [d+

G(i)] → [n].
The value fi(j) is the j-th neighbour of i. Weighted graphs are encoded by a
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sequence of functions fi : [d+
G(i)] → [n]× N, such that if fi(j) = (i′, w) then

there is an edge (i, i′) with weight w and i′ is the j-th neighbour of i.

In undirected graphs, we replace the directed edge (u, v) by an undirected edge
{u, v}, and the out-degree d+

G(i) through the degree dG(i) of the every i ∈ V .

2.2 Quantum Computing

For the basic notation on quantum computing, we refer the reader to the text-
book by Nielsen and Chuang [NC03]. For the quantum algorithms included in
this paper we use the following two complexity measures:

– The quantum query complexity of a graph algorithm A is the number of
queries to the adjacency matrix or to the adjacency list of the graph made
by A.

– The quantum time complexity of a graph algorithm A is the number of basic
quantum operations made by A.

Now we give three tools for the construction of our quantum algorithms.

Quantum Search. A search problem is a subset P ⊆ [N ] of the search space [N ].
With P we associate its characteristic function fP : [N ] → {0, 1} with fP (x) = 1
if x ∈ P , and 0 otherwise. Any x ∈ P is called a solution to the search problem.
Let k = |P | be the number of solutions of P .

Theorem 1. [Gro96,BBHT98] For k > 0, the expected quantum query complex-
ity for finding one solution of P is O(

√
N/k), and for finding all solutions, it

is O(
√

k ·N). Futhermore, whether k > 0 can be decided in O(
√

N) quantum
queries to fP .

Theorem 2. [DH96] There is a quantum algorithm for finding the maximum
element in a set of N real numbers with query complexity of O(

√
N).

Amplitude Amplification. LetA be an algorithm for a problem with small success
probability at least ε. Classically, we need Θ(1/ε) repetitions of A to increase
its success probability from ε to a constant, for example 2/3. The corresponding
technique in the quantum case is called amplitude amplification.

Theorem 3. [BHMT00] Let A be a quantum algorithm with one-sided error and
success probability at least ε. Then there is a quantum algorithm B that solves A
with success probability 2/3 by O( 1√

ε
) invocations of A.

Quantum Walk. Quantum walks are the quantum counterpart of Markov chains
and random walks. The quantum walk search provide a promising source for
new quantum algorithms, see [Amb04], [MSS05], [MN05] and [BS06].

Let P = (pxy) be the transition matrix of an ergodic symmetric Markov
chain on the state space X. Let M ⊆ X be a set of marked states. Assume that
the search algorithms use a data structure D that associates some data D(x)
with every state x ∈ X. From D(x), we would like to determine if x ∈ M . When
operating on D, we consider the following three types of cost:
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– Setup cost s: The worst case cost to compute D(x), for x ∈ X.
– Update cost u: The worst case cost for transition from x to y, and update

D(x) to D(y).
– Checking cost c: The worst case cost for checking if x ∈ M by using D(x).

Magniez et al. [MNRS07] developed a new scheme for quantum search, based
on any ergodic Markov chain. Their work generalizes previous results by Am-
bainis [Amb04] and Szegedy [Sze04]. They extend the class of possible Markov
chains and improve the query complexity as follows.

Theorem 4. [MNRS07] Let δ > 0 be the eigenvalue gap of a ergodic Markov
chain P and let |M |

|X| ≥ ε. Then there is a quantum algorithm that determines if
M is empty or finds an element of M with cost

s +
1√
ε

(
1√
δ
u + c

)
.

In the most practical application ([Amb04], [MSS05]) the quantum walk takes
place on the Johnson graph J(n, r), which is defined as follows: the vertices are
subsets of {1, . . . , n} of size r and two vertices are connected iff they differ in
exactly one number. It is well known, that the spectral gap δ of J(n, r) is 1/r.

Remark 1. Our quantum algorithms output an incorrect answer with a constant
probability p. If we want to reduce the error probability to less than ε, we repeat
each quantum subroutine l times, where pl ≤ ε. It follows, that we have to
repeat each quantum subroutine l = O(log n) times, to make the probability of
a correct answer greater than 1 − 1/n. This increases the running time of all
our algorithms by a logarithmic factor. Furthermore, the running time of Grover
search is bigger that its query complexity by another logarithmic factor.

3 Eulerian Graph Problem

In this section we consider the eulerian graph problem. Given an undirected
graph G, decide if G has a closed walk that contains every edge of G once. We
denote such a walk as eulerian tour. It is a well known fact in graph theory, that
a graph G is eulerian iff the degree of every vertex in G is even.

Theorem 5. The quantum query complexity of the eulerian graph problem is
O(
√

n) in the adjacency list and O(n1.5) in the adjacency matrix model.

Proof. In the adjacency list model, the degree of every vertex is given. We search
an odd number in the degree list. If there is a vertex in G with odd degree, then
the graph is not eulerian. This simple quantum search can be done in O(

√
n)

quantum queries to the degree list.
In the adjacency matrix model, we search a vertex with odd degree (if there

is one). We use Grover search in combination with a classical algorithms for
computing the parity. Total the quantum query complexity of the eulerian graph
problem is O(n1.5) in the adjacency matrix model.
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By using Remark 1, we obtain the quantum time complexity of the eulerian
graph problem:

Corollary 1. There is a quantum algorithm for the eulerian graph problem with
time complexity of O(

√
n log2 n) in the adjacency list and O(n1.5 log2 n) in the

adjacency matrix model.

Now we show that our upper bounds are tight in the matrix and list model.

Theorem 6. The eulerian graph problem requires Ω(
√

n) quantum queries to
the adjacency list and Ω(n1.5) quantum queries to the adjacency matrix.

Proof. In the adjacency matrix model, we reduce OR of n parities of length n
to the eulerian tour problem. We define

z := (x1,1 ⊕ . . .⊕ x1,n) ∨ . . . ∨ (xn,1 ⊕ . . .⊕ xn,n).

It is a well known fact, that the computation of z requires Ω(n1.5) quantum
queries [Amb02]. Then it is z = 0 iff the graph G with adjacency matrix A =
(xi,j) has an eulerian tour. In the adjacency list model, the Ω(

√
n) lower bound

follows by a simple reduction from the Grover search.

Since the upper and the lower bound match, we have determined the precise
quantum query complexity of the eulerian tour problem.

4 Hamiltonian Circuit Problem

In the hamiltonian circuit problem we have given a directed graph G, one has
to decide if G has a cycle which contains all the vertices of G exactly once. A
hamiltonian graph is one containing a hamiltonian cycle. The hamiltonian cycle
problem is analogous to the eulerian graph problem, but a simple characteriza-
tion of a hamiltonian graph does not exist. The hamiltonian circuit problem is
a well known NP-complete problem.

There is a quantum query lower bound of Ω(n1.5) for the hamiltonian cycle
problem in the matrix model, proved by Berzina et al. [BDFLS04]. We show an
upper bound for this problem by using the quantum walk search technique.

Theorem 7. The quantum query complexity of the hamiltonian cycle problem
is O(n2n/(n+1)) in the adjacency matrix model.

Proof. We use Theorem 4. To do so, we construct a Markov chain and a database
for checking if a vertex of the chain is marked.

Let G = (V,E) be a directed input graph with n vertices. Let A be a sub-
set of [n] × [n] of size r > n. We will determine r later. The database is the
edge-induced subgraph G[A] := (V,E ∩A). Our quantum walk take place on
the Johnson graph J(n2, r). The marked vertices M of J(n2, r) correspond to
subsets of [n]× [n] with size r, where G[A] contains a hamiltonian cycle in G for
all A ∈ M . In every step of the walk, we exchange one element of A.
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We determine the quantum query costs for setup, update and checking. The
setup cost for the database is O(r), the update cost is O(1), and the checking cost
is zero. The spectral gap of the walk on J(n2, r) is δ = O(1/r) for 1 ≤ r ≤ n2

2 ,
see e.g. [BS06]. If there is a hamiltonian cycle in G, then there are at least

(
n2−n
r−n

)
marked sets, since a hamilonian cycle contains n edges. Therefore it holds

ε ≥ |M |
|X|

≥
(
n2−n
r−n

)(
n2

r

) ≥ Ω
(( r

n2

)n)
.

Then the quantum query complexity of the hamiltonian cycle problem is

O(r +
(

n2

r

)n/2

·
√

r) = O(n2n/(n+1))

iff r = n2n/(n+1).

5 Travelling Salesman Problem

In this section we consider the travelling salesman problem (TSP) in graphs with
maximal degree three, four and five. Given a weighted graph G with bounded de-
gree, compute a hamiltonian cycle in G with minimum total edge weight. There
is a simple algorithm by Held and Karp [HK62] for computing a travelling sales-
man tour with running time O(2n). Today, this is the fastest known algorithm
for the TSP.

5.1 Bounded Degree Three Graphs

Eppstein [Epp03] constructed an algorithm for the TSP on graphs with bounded
degree three and running time O(2n/3). The general idea of this algorithm is the
following (see Figure 1): Let G be a directed weighted graph with maximum
degree three. Let F be the set of edges that must be used in the travelling
salesman tour, denoted as the forced edge. In every step of the algorithm, we
choose an edge (t, v) or (t, y) which are adjacent to a forced edge (s, t). If we add
(t, v) to F , we delete (t, y) from G, and add the two edges (x, y) and (y, z) to F .
Therewith the number of forced edges is increased by three. The subproblem in
which we add (t, y) to F is symmetric.

This procedure is the main subroutine of the Eppstein algorithm. It is not
difficult to see, that we can transform this deterministic algorithm with run-
ning time of O(2n/3) in a probabilistic polynomial time algorithm with success
probability of 1/2n/3.

From this classical algorithm we obtain a quantum algorithm by the following
two modifications: We use Grover search for finding the edges of the graph,
and we apply the quantum amplitude amplification [BHMT00] in oder to get
an algorithm which computes a travelling salesman tour with constant success
probability. Then we obtain the following result:

Theorem 8. There is a quantum time algorithm for the TSP on graphs with
bounded degree three and running time of O(2n/6).
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Fig. 1. Travelling salesman tour in graphs with maximal degree three

5.2 Bounded Degree Four Graphs

Now we use an idea of Eppstein [Epp03] to compute the quantum time complex-
ity for finding a travelling salesman tour in graphs with maximal degee four. In
classical computation, the fastest algorithm for this problem has running time
O(1.890n), see [Epp03].

Theorem 9. There is a quantum time algorithm for the TSP on graphs with
bounded degree four and running time of O((27/4)n/6) = O(1.375n).

Proof. Let k be the number of degree four vertices in the graph G with maximum
degree four. The algorithm consists of the following steps: For each degree four
vertex v with adjacent edges a, b, c and d, let a be the incoming edge of the
tour. We choose randomly among the three possible partitions {a, b}, {a, c} and
{a, d}. We divide the vertex v into two vertices, and connect the two vertices by
a forced edge. The new graph has maximum degree three, and therefore we can
apply the quantum algorithm of Theorem 8.

Each such divide preserves the travelling salesman tour, if the two edges of
the tour do not belong to the same set of the partition. This happens with prob-
ability 2/3. We apply the quantum amplitude amplification, and after

√
(3/2)k

invocation the algorithm finds the correct solution. In total, the quantum time
complexity of the algorithm is

O
(
1.5k/2 · 2n/6

)
= O((27/4)n/6) = O(1.375)n.

5.3 Bounded Degree Five Graphs

In this subsection we consider the travelling salesman problem in graphs with
maximal degee five. There is no classical algorithms with running time faster
than O(2n) for this problem. We present a quantum algorithm for the TSP on
graphs with maximal degree five and running time O(1.5874n). We use the same
strategy as for bounded degree four graphs.
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Theorem 10. There is a quantum time algorithm for the TSP on graphs with
bounded degree five and running time of O(1.5874n).

Proof. We use the proof of Theorem 9. Here we choose randomly among four
possible partitions, and divide a vertex with degree five into two vertices, which
we connect by a forced edge. Then the new graph has maximum degree four,
and we can apply Theorem 9. In total, the quantum time complexity of the TSP
algorithm for bounded degree five is

O
(
(4/3)k/2 · (27/4)n/6

)
= O(1.5874n).

6 Project Scheduling

A digraph model can be used to schedule projects consisting of several interre-
lated tasks. Some of these tasks can be executed simultaneously, but some tasks
cannot begin until certain others are completed. The goal is to compute the
minimal project completion time. One way to represent scheduling projects is to
use a digraph model, which is called AOA network.

Definition 1. An AOA network N = (G, c) is a digraph G = (V,E) with an
edge weight c : V × V → R+. Each edge in the digraph represents a task of the
project, the direction of the edge is the direction of progress in the project. Each
vertex in the AOA network represents an event that signifies the completion of
one or more activities and the beginning of a new one. An activity A called
predecessor of activity B, if B cannot begin until A is completed.

We compute the quantum query complexity of the project scheduling problem:
Given an AOA network N = (G, c), compute the earliest completion time for
every vertex in G. The AOA network must be an acyclic digraph, otherwise none
of the tasks corresponding to the edges on the cycle could ever begin.

We are interested on the earliest time point at which each event can occur.
Let ET (i) denote the earliest time point in which the event corresponding to
vertex i can occur. A vertex j is called immediate predecessor of a vertex i if
there is an edge from j to i. Let P (i) be the set of all immediate predecessors of
vertex i.

Lemma 1. It holds E(1) = 0 and E(i) = maxj∈P (i){ET (j) + c(j, i)}.

The earliest time ET (i) for every event i to occur is the length of the longest
directed path in the network from vertex 1 to vertex i.

Theorem 11. The quantum query complexity of the project scheduling problem
is O(n1.5) in the adjacency matrix model and O(

√
nm) in the adjacency list

model.
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Proof. We use Lemma 1 to compute the earliest time ET (i) for every vertex
i ∈ {2, 3, . . . , n} in order, since the vertices are numbered in a topological way.
We use the quantum algorithm by Dürr and Hoyer [DH96] (see Theorem 2) to
compute the maximum of ET (j)+c(j, i) for all immediate predecessors of vertex
i. The quantum query complexity for this step is O(

√
n) in the adjacency matrix

model and O(
√

d−G(i)) in the adjacency list model. The total number of quantum
queries to the adjacency matrix is O(n1.5) and

n∑
i=1

√
d−G(i) ≤

√
n

√√√√ n∑
i=1

d−G(i) = O(
√

nm)

in the adjacency list model.

Theorem 12. The quantum time complexity of the Project Scheduling al-
gorithm is O(n1.5 log2 n) in the adjacency matrix model and O(

√
nm log2 n) in

the adjacency list model.

Theorem 13. The project scheduling problem requires Ω(n1.5) quantum queries
to the adjacency matrix and Ω(

√
nm) quantum queries to the adjacency list.

Proof. The proof is a reduction from maximum finding. Let k be an integer
and M be a matrix with n rows, k columns and with N = kn positive entries.
The quantum query lower bound for finding the maximum value in every row is
Ω(
√

nN), see [DHHM04].
We construct a weighted graph G = (V,E), where the set of vertices is

V = {s, v1, . . . , vk, u1, . . . , un, t}. The edges (s, vi) and (uj , t) have the weight 0
for all i ∈ [k] and j ∈ [n]. The edges (vi, uj) get the weight Mji. The graph G
has n + k + 2 vertices and m = kn + k + n edges.

The earliest time ET (vi) is zero for all vertices vi, and the earliest time
ET (uj) is the maximal weighted edge of (v, ui) with v ∈ {v1, . . . , vk}. Then the
project scheduling problem requires Ω(

√
nm) quantum queries to the adjacency

list. Setting m = n2, the quantum query lower bound for the adjacency matrix
follows.

Conclusion and Open Problems

In this paper we presented quantum algorithms and lower bounds for graph
traversal problems. We constructed optimal quantum query algorithms for the
eulerian graph and the project scheduling problem. We showed, that the travel-
ling salesman problem in graphs with maximal degree three, four and five can
be solved quadratic faster with quantum computing.

Some questions remain open: Is there are a quantum time algorithm for
TSP with running time O(cn) for some c < 2? There is a simple algorithm
by Held and Karp [HK62] for computing a travelling salesman tour in a graph
with running time O(2n). This algorithm was published in 1962, and it yields
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the best complexity that is known today. An other interesting problem is the
improvement of the lower or upper bound for the quantum query complexity of
the hamiltonian cycle problem.
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