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Abstract The Interaction Quality paradigm has been suggested as evaluation method
for Spoken Dialogue Systems and several experiments based on the LEGO corpus
have shown its suitability. However, the corpus size was rather limited resulting in
insufficient data for some mathematical models. Hence, we present an extension to
the LEGO corpus. We validate the annotation process and further show that apply-
ing SVM estimation results in similar performance on the original, the new and the
combined data. Finally, we test previous statements about applying a Conditioned
Hidden Markov Model or Rule Induction classification using the new data set.

1 Introduction

Assessing the performance of Spoken Dialogue Systems (SDSs) is still an open
issue, although research has been conducted in this field for over a decade. The task
may be solved using objective and subjective criteria. Here, objective criteria contain
measures like dialogue length or success rate which are easily measurable and offer
a direct connection to commercial interests. Subjective criteria usually contain the
user experience or the user satisfaction. While the latter two are unarguably in the
focus of the system users, both are much harder to measure automatically.
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Interaction Quality (IQ) as defined by Schmitt et al. [6] is another subjective cri-
terion and may be regarded as a more objective version of user satisfaction. The
main difference is that instead of asking the actual users, experts rate the dialogues.
In previous work, we have shown that Interaction Quality may well be used instead
of user satisfaction [18]. A number of automatic estimation approaches have been
investigated by us [6, 11, 14, 16] and others [4]. Our focus, however, was on apply-
ing IQ for online-adaption of the dialogue [13, 17, 9, 10].

However, the size of the available data in the LEGO corpus [7] for the exper-
iments posed a critical limitation especially for experiments casting the problem
as a sequential classification task [11]. Hence, in this contribution, we present LE-
GOext, an extension of the LEGO corpus1. We compare the corpus characteristics
of both the original and the new data in order to validate the labeling process. We
analyze the performance of previously applied classification approaches on the new
extended feature set. Furthermore, we compare the classification performance on
the old and new data including cross-corpus analysis.

The outline of this work is as follows: the general idea of the Interaction Qual-
ity paradigm is presented in Section 2 including a brief description of the original
LEGO corpus. The extension of this corpus along with an extended analysis and val-
idation of the annotation process is presented in Section 3. Several different classifi-
cation methods are applied and evaluated in Section 4 followed by a short discussion
of the findings in Section 5.

2 The Interaction Quality Paradigm

The general idea of the Interaction Quality (IQ) paradigm—IQ being defined as
user satisfaction annotated by expert raters—is to derive a number of interaction
parameters from the dialogue system and use those as input variables to train a
statistical classifier targeting IQ. Interaction quality is modeled on a scale from 5
to 1 representing the ratings “satisfied” (5), “slightly unsatisfied” (4), “unsatisfied”
(3), “strongly unsatisfied” (2), and “extremely unsatisfied” (1).

The IQ paradigm originally presented by Schmitt et al. [6] is based on automati-
cally deriving interaction parameters from the SDS and feed these parameters into a
statistical classification module which predicts the IQ level of the ongoing interac-
tion at the current system-user-exchange. The interaction parameters are rendered on
three levels (see Figure 1): the exchange level, the window level, and the dialogue
level. The exchange level comprises parameters derived from SDS modules Au-
tomatic Speech Recognition (ASR), Spoken Language Understanding (SLU), and
Dialogue Management (DM) directly. Parameters on the window and the dialogue
level are sums, means, frequencies or counts of exchange level parameters. While
dialogue level parameters are computed out of all exchanges of the dialogue up to

1 LEGOext and LEGO are publicly available under http://nt.uni-ulm.de/ds-lego.
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Fig. 1: This figure originally published by Schmitt et al. [6] shows the three parameter levels con-
stituting the interaction parameters: the exchange level containing information about the current
exchange, the window level, containing information about the last three exchanges, and the dia-
logue level containing information about the complete dialogue up to the current exchange.

Table 1: Statistics of the two corpora LEGO and LEGOext and of the combined corpus LEGOv2.
Shown are the recording year, the number of calls, the number of exchanges, the average dialogue
length in number of exchanges, and the inter-rater agreement.

Corpus Year #calls #exchanges avg. Length κ

LEGO 2006 200 4,885 25.4 .54
LEGOext 2007 201 4,753 22.6 .50
LEGOv2 401 9,638 24.0 .52

the current exchange, window level parameters are only computed out of the last
three exchanges.

These interaction parameters are used as input variables to a statistical classifi-
cation module. The statistical model is trained based on annotated dialogues of the
Lets Go Bus Information System in Pittsburgh, USA [5]. For the original LEGO cor-
pus [7], 200 calls from 2006 consisting of 4,885 exchanges have been annotated by
three different raters resulting in a rating agreement of κ = 0.542. Furthermore, the
raters had to follow labeling guidelines to enable a consistent labeling process [7].

3 Corpus Statistics

In order to extend the LEGO corpus, an additional 201 calls to the Let’s Go Bus
Information System from 2007 consisting of 4,753 exchanges have been annotated
to constitute the LEGOext corpus. Three different raters being advanced students
of computer science were asked to annotate each system-user-exchange with one
out of five satisfaction labels. They used an online form (Figure 2) showing the
complete call providing system output and user input as well as audio recordings of
each user utterance and of the complete calls. Following the same rating guidelines
as in the original LEGO corpus [7], the three raters achieved an overall inter-rater
agreement of κ = 0.52. General statistics for both corpora as well as the combined
corpus LEGOv2 are depicted in Table 1.

2 UAR, κ and ρ are defined in Section 4.1
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Fig. 2: The online form used by the expert raters for annotating the LEGOext corpus.

Comparing the agreement κ and correlation ρ3 of the individual IQ ratings be-
tween the two corpora depicted in Table 2 shows that the annotation process using
the guidelines results in similar agreement.

Table 2: Agreement (κ) and correlation (ρ) in IQ ratings of the 3 raters in LEGO and LEGOext.
Expert ratings show similar correlations among each other.

LEGOext
R1/R2 R1/R3 R2/R3 Mean

κ .40 .51 .59 .50
ρ .67 .66 .73 .69

LEGO
R1/R2 R1/R3 R2/R3 Mean

κ .64 .48 .51 .54
ρ .79 .68 .70 .72

Since the aim is to model a general opinion on Interaction Quality, i.e., mirroring
the IQ score other raters (and eventually users) agree with, the final label is deter-
mined empirically. Majority voting for deriving the final IQ label is not applicable
since many exchanges are labeled with three different ratings, i.e., each of the three
raters opted for a different score, thus forming no majority for either score. There-
fore, the mean of all rater opinions is considered as possible candidate for the final
class label:

3 UAR, κ and ρ are defined in Section 4.1
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ratingmean = b

(
1
R

R

∑
r=1

IQr

)
+0.5c . (1)

Here, IQr is the Interaction Quality score provided by rater r. byc denotes the highest
integer value smaller than y. Every value IQr contributes equally to the result that is
finally rounded to the closest integer value.

Furthermore, the median is considered, which is defined as

ratingmedian = select(sort(IQr),
R+1

2
) , (2)

where sort is a function that orders the ratings IQr of all R raters ascendingly and
select(list, i) chooses the item with index i from the list list. In other words, the IQ
score separating the higher half of all ratings to the lower half is selected as final IQ
score.

Table 3 shows the agreement between the mean and median labels with the single
user ratings. Clearly, the median represents the better choice of final label given
the higher values in κ , ρ , and UAR4. This validates the findings for the original
experiments in the LEGO corpus.

Table 3: Agreement of single rater opinions to the merged label when determined by mean and
median, measured in UAR, κ , and ρ . On the left side is LEGOext, on the right side LEGO.

LEGOext
Mean Label Median Label

UAR
Rater1 .550 .648
Rater2 .410 .512
Rater3 .600 .844
Mean .520 .668
Cohen’s weighted κ

Rater1 .612 .806
Rater2 .507 .577
Rater3 .493 .601
Mean .539 .661
Spearman’s ρ

Rater1 .843 .891
Rater2 .905 .846
Rater3 .782 .799
Mean .843 .845

LEGO
Mean Label Median Label

UAR
Rater1 .623 .737
Rater2 .612 .720
Rater3 .545 .605
Mean .593 .687
Cohen’s weighted κ

Rater1 .763 .815
Rater2 .767 .814
Rater3 .657 .658
Mean .729 .762
Spearman’s ρ

Rater1 .901 .900
Rater2 .911 .907
Rater3 .841 .814
Mean .884 .874

The distribution of the final IQ label is shown in Figure 3. For the LEGOext
corpus, label “5” has been assigned much more frequently while all others have
been assigned less often compared to the LEGO corpus. This increase in overall

4 UAR, κ and ρ are defined in Section 4.1
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system performance may be a result of an improved system as the 2007 version of
Let’s Go represents an updated system.
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Fig. 3: The distribution of the final label scores along with there absolute number of occurrences
for the LEGO and the LEGOext corpus.

Naturally, this also results in a higher average IQ score for the LEGOext corpus:
it achieves an average IQ of 4.46 while the LEGO corpus achieves 3.39 averaged
over all labelled system-user exchanges.

4 IQ Modelling

For evaluating the performance of IQ with the new data set, three classification algo-
rithms have been applied. The main evaluation has been conducted using a Support
Vector Machine (SVM) [19] with linear Kernel in accordance to Schmitt et al. [6].
Furthermore, IQ recognition has been cast as a sequence recognition problem with a
Conditioned Hidden Markov Model (CHMM) [13] using the JaCHMM library [12].
A difference between a CHMM and an HMM is that a CHMM directly predicts a
class probability p(ω|x,λ ) for sequence x while a conventional HMM only provides
a probability p(x|λ ) that the given model λ represents the observation sequence x.
The CHMM was included as initial tests have resulted in bad performance which
was attributed to having not enough data [11]. Finally, experiments using Rule In-
duction (RI) [3] are conducted.

The SVM experiments were conducted using 10-fold cross-validation on the ex-
change level, i.e., the exchanges were assigned to one of ten subsets without regard-
ing the call they belong to. In each fold, one subset is selected for evaluation while
the remaining nine are used for training. By that, each sample is used for evaluation
without having it within the training set at the same time. As the CHMM is based
on the IQ value evolving over the course of the dialogue, 6-fold cross-validation on
the call-level has been applied. Here, each complete call has been assigned to one
out of six subsets.
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4.1 Evaluation Metrics

Three commonly applied evaluation metrics will be used in this contribution: un-
weighted average recall(UAR), Spearman’s Rho and Cohen’s Kappa. The latter two
also represent a measure for similarity of paired data. All measures will be briefly
described in the following:

Unweighted Average Recall The Unweighted Average Recall (UAR) is defined
as the sum of all class-wise recalls rc divided by the number of classes |C|:

UAR =
1
|C| ∑c∈C

rc . (3)

Recall rc for class c is defined as

rc =
1
|Rc|

|Rc|

∑
i=1

δhiri , (4)

where δ is the Kronecker-delta, hi and ri represent the corresponding hypothesis-
reference-pair of rating i, and |Rc| the total number of all ratings of class c. In
other words, UAR for multi-class classification problems is the accuracy cor-
rected by the effects of unbalanced data.

Cohen’s Kappa To measure the relative agreement between two corresponding
sets of ratings, the number of label agreements corrected by the chance level of
agreement divided by the maximum proportion of times the labelers could agree
is computed. κ is defined as

κ =
p0− pc

1− pc
, (5)

where p0 is the rate of agreement and pc is the chance agreement [1]. As US
and IQ are on an ordinal scale, a weighting factor w is introduced reducing the
discount of disagreements the smaller the difference is between two ratings [2]:

w =
|r1− r2|
|rmax− rmin|

. (6)

Here, r1 and r2 denote the rating pair and rmax and rmin the maximal and minimal
rating. This results in w = 0 for agreement and w = 1 if the ratings have maximal
difference.

Spearman’s Rho The correlation of two variables describes the degree by that
one variable can be expressed by the other. Spearman’s Rank Correlation Coef-
ficient is a non-parametric method assuming a monotonic function between the
two variables [8]. It is defined by

ρ =
∑i(xi− x̄)(yi− ȳ)√

∑i(xi− x̄)2 ∑i(yi− ȳ)2
, (7)
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Table 4: Results of SVM classification for all feature groups for each corpus separately.
LEGOext LEGO

# feat. UAR κ ρ UAR κ ρ

ASR 29 .378 .287 .494 .458 .535 .689
SLU 5 .221 .093 .239 .260 .219 .311
DM 17 .424 .382 .521 .477 .563 .726
AUTO 51 .463 .482 .604 .512 .614 .764

where xi and yi are corresponding ranked ratings and x̄ and ȳ the mean ranks.
Thus, two sets of ratings can have total correlation even if they never agree. This
would happen if all ratings are shifted by the same value, for example.

4.2 Support Vector Machine

Three different experiments using a Support Vector Machine have been conducted
with the new data. First, the LEGOext corpus has been analysed using different
feature groups to identify their contribution to the overall performance. The AUTO
group contains all (automatically derivable) features and subsumes the ASR, SLU,
and DM feature groups which contain features belonging to the corresponding di-
alogue system module (cf. Section 2). The features used correspond to the list of
features and their categorization of the LEGO corpus [7] and will not be restated
here.

The results of SVM experiments on the LEGOext corpus are presented in Table 4
and show an UAR of 0.46 for the AUTO feature group. Furthermore, the results are
compared with the performance of the LEGO corpus. It can be seen that, although
LEGOext achieved lower performance, both corpora result in similar performances.
Moreover, the DM feature group contributes most to the over all performance having
ASR second and SLU third. This is notable as it shows that besides the ASR pa-
rameters, the DM parameters also have a major impact on the system performance.

A second experiment has been conducted using the combined LEGOv2 corpus.
The results are depicted in Table 5. With an overall performance of UAR 0.51 for
the AUTO feature group, evaluating on the combined data achieves similar perfor-
mance compared to each corpus separately. Evaluating the different feature groups
furthermore also shows similar results compared to the performance on each corpus
separately. However, for the combined data set, the ASR feature group contributes
most to the overall performance.

Finally, the cross-corpus performance, i.e., training with one corpus and evalu-
ating with the other corpus, has been investigated for all feature groups. Hence, no
cross-validation has been applied. The results are depicted in Table 6. While perfor-
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Table 5: Results of SVM classification on the combined data set LEGOv2.
# feat. UAR κ ρ

ASR 29 .453 .483 .622
SLU 5 .257 .141 .342
DM 17 .446 .443 .538
AUTO 51 .508 .583 .694

Table 6: Results of SVM classification trained on one corpus and evaluated on the other for all
feature groups.

Train Eval UAR κ ρ

ASR .319 .357 .504
SLU LEGO LEGOext .275 .239 .372
DM .311 .330 .480
AUTO .331 .379 .554
ASR .302 .129 .441
SLU LEGOext LEGO .245 .019 .134
DM .441 .257 .474
AUTO .390 .322 .558

mance decreases, the results are clearly above the majority baseline5 for all feature
groups. The finding that the DM parameters contribute most to the overall system
performance is further emphasized as using only those yield the best cross-corpus
performance. This means that these feature groups contribute most to the general-
ization ability of the IQ paradigm.

4.3 Conditioned Hidden Markov Model

As previous studies investigating the applicability of the Conditioned Hidden Markov
Model for IQ recognition resulted in low performance presumably due to lack of
data, the LEGOv2 corpus has been used to repeat the original experiments of Ultes
et al. [11]. The results are shown in Table 7 along with the results of the original ex-
periment. Unfortunately, the performance has not increased. Two possible reasons
have been identified: either the amount of data is still not sufficient or the CHMM is
not a suitable model for IQ estimation. The latter might be attributed to the choice
of Gaussian mixture models to model the observation probability.

5 Majority baseline means that the majority class is always predicted. This would result in an UAR
of 0.2 for a five class problem.
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Table 7: Results of CHMM classification using the LEGOv2 corpus compared with previous results
of the LEGO corpus only [11].

LEGOv2 LEGO
# HS UAR κ ρ UAR κ ρ

5 .39 .399 .542 .38 .4 .56
6 .379 .405 .562 .38 .39 .57
7 .376 .402 .561 .35 .4 .59
8 .336 .27 .385 .37 .41 .59
9 .394 .406 .562 .39 .43 .6
10 .38 .412 .567 .37 .39 .55
11 .389 .417 .566 .36 .41 .58

Table 8: Performance of Rule Induction for cross-corpus evaluation.
Train Eval UAR κ ρ

LEGOext LEGO .374 .235 .513
LEGO LEGOext .293 .264 .436

4.4 Rule Induction

As Rule Induction has shown to perform better than SVMs in previous work [16], RI
has also been applied for IQ recognition. However, the claim was that RI produces a
lot of specialized rules which result in worse generalizability of the model [15]. To
investigate this, the cross-corpus experiment has been repeated using RI as classi-
fication method. Again, no cross-validation has been applied due to the experiment
characteristics. The results in Table 8 clearly show that RI achieves lower perfor-
mance on the cross-corpora task for the AUTO feature set compared to the SVM.
This confirms that using RI results in specialized models not as capable of general-
izing than the SVM.

5 Discussion and Conclusion

In this work, we have presented an extension to the LEGO corpus adding 201 calls
taken from the Let’s Go Bus Information System in Pittsburgh, PA, USA. The new
calls have been annotated with IQ labels from three different expert raters. The
annotation statistics were similar to the statistics of the original corpus thus vali-
dating the annotation procedure. This has been underpinned by the performance of
SVM classification of IQ on different feature groups achieving an UAR of 0.5 on
the combined feature set. Furthermore, cross-corpus classification experiments have
been conducted showing the transferability of IQ recognition for different system
versions. The DM feature group has been identified as having a major contribution
to IQ recognition performance both for evaluation within the corpus as well as for
cross-corpus evaluation. Finally, a Conditioned Hidden Markov Model has shown
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to not increase performance having more data and Rule Induction has shown to be
not as generalizable as Support Vector Machines thus validating claims in previous
work.
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