_abel noise robustness and learning speed In a
self-learning vocal user interface

Bart Ons, Jort F. Gemmeke and Hugo Van hamme
KULeuven — ESAT, Belgium
Bart.ons@esat.kuleuven.be

The research was funded by IWT-SBO project ALADIN contract 100049

N N

* We aim to develop a self-learning vocal user interface that learns to map
user-defined spoken commands to demonstrated actions. Keyword labels:
« We focus on two requirements: :glrgv?sl::l)n]
» fast learning, 1.e. mapping spoken commands on intended actions |
from a few learning examples
 Label noise robustness, I.e. limiting the effect of grounding
_ mcorysmtenues _ _ _ o “Turn on, the radio, euh “Turn on the radio.” “Switch off the
* We Investigated whether supervised non-negative matrix factorization no, the television.” lights!”
(NMF, see [1, 2]) Is able to deal with these requirements. -
» We tested keyword spotting for different levels of label noise and training o
- - - - - Vil turn on turn on turn on turn on
set sizes. Our Iearnlqg approach IS rob_ust against label noise but some D elevision e felevision celevision
\lmprovement regarding fast mapping Is desirable. / i wmon turn on turn on switch off
g _ radio radio lights
v, 1 g;jjjjj filler words television filler words filler words
- o filler words
2. Learning approach of the vocal user interface |
Insertion Deletion Substitution Command
\ Substituticy
/ Labels = vectors \ 5. Experiments \
Corpus
Eulm on] ] 3  ACORNS English corpus
elevissonf | ¢ ! 0\ eSS B - .
------  Utterances consist of 1 to 4 keywords and filler words
- Keywordlabels | | A N2  ~> J o 1% -
------ » Vocabulary of 50 keywords
0. ... Experimental variables
B 5  Training set sizes: 100, 200, 500, 1000, 2000, 4000 , 9821 utterances
| R ma?:?x » Label noise : 0, 10, 30, 50, 70 and 90 % of the utterances affected by
bl - \/ label noise In the training set
Please. turn on the . g » Four types of label noise, (see box 4)
television!” 3 rames: 25 ms Hammin E ------ RGSU'tS
\: ;\\:‘ lejindow, frame sift 10 ms = ] ]
A | ) Va- S Insertion Deletion
—— v | ls 100 100
[turn on] “TEEEEEE G e o e S ey 9621 —— 0821
[television] ¢ : e 2530 T ——— 400
52 abels -means: gttt | —tp—i——— i !
— Spoken Keywords \g;g_ w;i: co;/e%oloi slizgg 2};, 100, 400 J o 80 1000 50 W 1000
o |\ , | ————————— -, _ W
{5:2?36] o , N | ’ i;" 60 f % 60 f 500
- spoken Filler words B o Acoustic £ ————3 200 Z \.ﬂ\.
- input S 40t S 40} 200
i ( e Creating one feature < M < M‘
\ Mmm | .n[w Afm,;|“|0‘|m|m\% / . T vector for each utterance 20! 100 20! 100
0 - ' - - ' 0 - ' ' - -
0 20 40 60 80 100 0 20 40 60 80 100
\\ / Percentage utterances with insertions (%) Percentage utterances with deletions (%)
o Substitution o Command Substitution
\ | e c— 9821 =
80 f H“‘*‘\* =099 80
Training 1000
« AIm Is to decompose data matrix V in the product of two low- < eo-H\’\‘\‘\, . Z 6o
dimensional matrices W and H, with W latent representations for © ho\.\\ ©
keywords and H keyword occurrences g H\‘\zoo g o
20} 100 20} 2000
Vil [ Wi ] _ TV, [W] - T
\V ~ W H 1Wa ’VVI =arg rnln(H,Wa,W|) DKL H H ° 0 20 40 60 80 100 ° 0 20 40 60 80 100
- Ya | [T Ta \_Va _ _Wa iy \ Percentage utterances with substitutions (%) Percentage utterances with command substitutions (%)/

Testing :
 We only have acoustic input V. , and aim to find its corresponding label \
part V using W.,” and W,” from training h

test, | » * Improvement regarding learning speed Is desirable. In current researc
we Improved the learning speed by using more advanced acoustic

* i * * g input (at present, we are more or less at 80% accuracy for 100 learning examples).
— V =W, H S . o . .
Hieq =argmin Hiest DKL(Vtest,a W, Htest) test,| |7 Ttest * Leaning Is very robust against grounding inconsistencies that take
place in the learning environment of the user, allowing more
\ / \ humanized man-machine interactions. /
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