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C t f iliti d i• Center facilities and services

• Local sightseeingLocal sightseeing

W th f t ti C*• Weather forecast, time, news C

• Others C*• Others C

4 Experiments4 Experiments4. Experiments4. Experimentspp

• Topic classification of ASR results of spoken inquiries from children and adults.p p q

Table 1: Characteristics of the labeled datasetsTable 1: Characteristics of the labeled datasets

Amount of Samples ASR Word A

Topic Utterance Example Children Children Adults Adults Childrenp p

Training Test Training Test TrainingTraining Test Training Test Training

chat compliment You're so cool 2548 1066 766 194 63 74chat-compliment You re so cool. 2548 1066 766 194 63.74

i f i Whi h th lib i h ? 884 206 494 89 73 57info-service Which are the library service hours? 884 206 494 89 73.57

info-news Show me today’s news. 529 144 484 137 89.95

info-local Where is NAIST? 709 187 553 70 74.32

info-facility Where is the Habataki Hall? 5007 1653 1795 299 77 39info facility Where is the Habataki Hall? 5007 1653 1795 299 77.39

info city Where is Ikoma’s City Hall? 1006 317 504 93 77 13info-city Where is Ikoma s City Hall? 1006 317 504 93 77.13

i f th Whi h i t d ' th f t? 2947 1073 1099 257 81 13info-weather Which is today's weather forecast? 2947 1073 1099 257 81.13

info-time What time is it? 3911 898 984 187 56.66

info-sightseeing Where is Kurondo Pond? 647 142 668 79 80.18g g

info-access Where is the closest train station? 681 142 676 83 69 95info access Where is the closest train station? 681 142 676 83 69.95

greeting end Good bye 4535 2125 912 269 49 61greeting-end Good bye. 4535 2125 912 269 49.61

greeting-start Good morning. 6845 2629 2672 723 54.61

agent-name What’s your name? 5381 1574 1309 254 69.05

agent-likings Which is your favorite food? 4418 2260 851 194 83.88g g y

agent-age How old are you? 3446 1108 664 157 78 05agent-age How old are you? 3446 1108 664 157 78.05

43494 15524 14431 3085 72 9543494 15524 14431 3085 72.95

Table 2: Characteristics of the unlabeled datasets Table 3: Experimental ConditioTable 2: Characteristics of the unlabeled datasets Table 3: Experimental Conditio

Amount of Samples Features Character 1+2+3
U l b l d D t t

Amount of Samples

Child Ad lt

Features Character 1+2+3
li htUnlabeled Dataset Children Adults SVM, TSVM tool SVMlight 6.02 

Training Training Kernel function RBF
#1 (2005.04 to 2005.12) 119322 110537 Multi-class classification one-vs-rest
#2 (2005.04 to 2006.12) 271744 252428

Multi-class classification one-vs-rest
#2 (2005.04 to 2006.12) 271744 252428

#3 (2005 04 to 2007 12) 413144 385165#3 (2005.04 to 2007.12) 413144 385165

ConclusionsConclusions

• Most of the topics presented classification performance improvements for• Most of the topics presented classification performance improvements for 

• In particular, we found improvements in classification performance for topiIn particular, we found improvements in classification performance for topi
children and access information with 7 63% for adultschildren, and access information with 7.63% for adults.
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g the unlabeled data based on the prediction of a regular (inductive) SVM.g the unlabeled data based on the prediction of a regular (inductive) SVM.
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ResultsResultsResultsResults

Table 4: Averaged F measure results (%) (open test)Table 4: Averaged F-measure results (%) (open test)

Training Dataset Combination Children Adults
Acc. (%)

Training Dataset Combination Children Adults

Labeled only (SVM) 83 54 93 03
Adults

Labeled only (SVM) 83.54 93.03

L b l d d t t + U l b l d d t t #1 (TSVM) 83 02 91 75
Training

Labeled dataset + Unlabeled dataset #1  (TSVM) 83.02 91.75
Training

78 11
Labeled dataset + Unlabeled dataset #2  (TSVM) 84.17 92.86

78.11

91 36
Labeled dataset + Unlabeled dataset #3  (TSVM) 84.28 92.81

91.36
( )

96.19

87.47

93 24 T bl 5 F lt t i (%) ( t t)93.24

92 78
Table 5: F-measure results per topic (%) (open test)

92.78

93 8493.84
Child Child Ad lt Ad lt56.23 Topic
Children

SVM

Children

TSVM

Adults

SVM

Adults

TSVM90.65
p

SVM TSVM SVM TSVM

89 39 chat-compliment 64.24 66.91 86.35 81.6489.39

73 26 info-service 58.06 59.04 87.65 87.1273.26
info-news 88 89 92 47 95 52 96 3084.46 info news 88.89 92.47 95.52 96.30

info local 56 71 59 50 83 08 84 4487.49 info-local 56.71 59.50 83.08 84.44

93.25 info-facility 82.70 82.15 89.36 89.36

93 90 info-city 67.06 73.37 84.34 88.2793.90

88 42 info-weather 83.89 85.40 95.46 95.7488.42
info-time 89 67 90 83 95 56 96 83info-time 89.67 90.83 95.56 96.83

info sightseeing 74 74 75 34 91 39 92 21info-sightseeing 74.74 75.34 91.39 92.21

ons
info-access 44.58 44.89 84.39 92.02

ons
greeting-end 84.87 83.81 93.48 92.17

3 grams greeting-start 91.64 91.88 97.76 97.833-grams greeting start 91.64 91.88 97.76 97.83

agent-name 79 15 80 84 92 15 89 50agent-name 79.15 80.84 92.15 89.50

t liki 89 75 90 62 93 30 91 64agent-likings 89.75 90.62 93.30 91.64

agent-age 89.26 89.69 95.71 95.68

Averaged 83.54 84.28 93.03 92.81g

children and more than half of the topics in the case of adultschildren, and more than half of the topics in the case of adults.

cs such as city information with 6.30% of F-measure improvement forcs such as city information with 6.30% of F measure improvement for 


