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Abstract It is important for chat-oriented dialogue systems to be able to understand
the various information from user utterances. However, no study has yet clarified
the types of information that should be understood by such systems. With this pur-
pose in mind, we collected and clustered information that humans perceive from
each utterance (perceived information) in chat-oriented dialogue. We then clarified,
i.e., categorized, the types of perceived information. The types were evaluated on
the basis of inter-annotator agreement, which showed substantial agreement and
demonstrated the validity of our categorization. To the best of our knowledge, this
study is the first to clarify the types of information that a chat-oriented dialogue
system should understand.

1 Introduction

Dialogue systems can use preselected knowledge about a specific task for under-
standing user utterances in task-oriented dialogue [2, 11], but this framework cannot
be used in chat-oriented dialogue because it does not have (or at least seems not to
have) a clear information structure.

Current chat-oriented dialogue systems interpret a user utterance by converting it
into understanding results such as: keywords (approximating the focus or important
information of a dialogue) [4], dialogue acts (for determining user intentions) [8],
predicate argument structures (for understanding events) [4], emotions (for carrying
out an action fitting a user’s emotion) [7], and user attributes (for personalizing a
response) [6]. Although such information is used as understanding results of dia-
logue systems, it is not clear whether these types of information are sufficient for
the understanding of chat-oriented dialogue systems.
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To investigate what sorts of information chat-oriented dialogue systems must un-
derstand, we focused on the information that humans perceive from each utterance
in a dialogue. We call such information “perceived information.” Tasks that relate
to perceived information have been emerging recently; such as conversation entail-
ment [13, 14], irony detection [9, 5], and document enrichment [15, 16]. However,
they only focus on a specific type of perceived information and do not provide an
overall picture or categorization of perceived information.

In this paper, we report on the data collection and analysis of perceived infor-
mation. We collected many instances of perceived information written by multiple
annotators. We then had other annotators manually cluster the same type of instances
for analyzing what types of perceived information exist. To evaluate the clustering
results, we tested the inter-annotator agreement in annotating the types of perceived
information. Through this analysis, we clarified the kinds of information that dia-
logue systems should understand from utterances in chat-oriented dialogue.

2 Collection of perceived information

Here, we describe how we collected the perceived information in chat-oriented di-
alogue. First, we prepared dialogues for which the perceived information would be
written down. Second, we collected perceived information by having multiple an-
notators write the perceived information for each utterance in the dialogues.

2.1 Preparation of dialogues

The choice of dialogues is important because they will be the source of the per-
ceived information. For collecting general and various perceived information, we
used a Japanese chat-oriented dialogue corpus collected by Higashinaka et al. [4],
containing 3,680 dialogues between two people on various topics. We randomly
selected 30 dialogues, which totaled 1,103 utterances.

2.2 Collection procedure

We collected perceived information (hereafter, we refer to it as PerceivedInfo). We
defined PerceivedInfo as the information that humans can generally understand from
an utterance in dialogue even though the information may not be explicit.

The procedure of data collection is two-fold, as illustrated in Figure 1. It is sim-
ilar to the data-collection procedure of conversation entailment, where entailed in-
formation is collected from conversational data [13] and contradictory event pairs
from propositional data [10].
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Fig. 1 Data collection and grouping of perceived information

(Step 1) First, annotators wrote PerceivedInfo as a natural sentence with regard to
each utterance as a target in the dialogue. They wrote PerceivedInfo for all utter-
ances in the dialogue in order from first to last. They could only use the context
before the target utterance for writing PerceivedInfo; and the context after the
target could not be used. They were instructed to write one or more Perceived-
Info for each utterance. We also told them that PerceivedInfo could not be a
simple paraphrase of an utterance, complementation of omitted words, or infor-
mation that is trivial on the basis of common sense, e.g., “We eat bread” or “Bread
is made from flour.”” We made it mandatory that each PerceivedInfo had a predi-
cate and an argument so that the proposition would be meaningful. We also made
it mandatory that a PerceivedInfo should only be a single piece of information;
thus, multiple pieces of information were divided into multiple PerceivedInfo.
Six annotators worked independently in this step.

(Step 2) Second, duplicated or semantically similar PerceivedInfo for each utter-
ance were grouped for the later process of clustering. Annotators who were not
writers in Step 1 initially grouped PerceivedInfo independently and consulted one
another to come up with the final results. If the content of multiple Perceived-
Info, such as content word, modality, tense, and negation were the same, they
were grouped as the same PerceivedInfo. A representative PerceivedInfo writ-
ten with the simplest wording was selected from each group. The representative
PerceivedInfo was used in the next process of clustering.

We recruited 12 annotators for Step 1 and two for Step 2. In Step 1, six annotators
worked on half of the target dialogues, and the remaining six worked for other half.
For collecting perceived information by ordinary people, we employed non-experts
in linguistics; thus, they had different backgrounds. Their ages ranged widely from
in their twenties to in their fifties. The male-to-female ratio was about 1:1.

We collected 12,723 PerceivedInfo instances in Step 1. The instances were
grouped into 11,533 (91%) instances in Step 2. We use the grouped 11,533 in-
stances of PerceivedInfo in the next step of the analysis. Detailed information on the
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| Dialogue  PerceivedInfo

Unique sentence 1,094 8,794
Unique word 1,596 3,740
Sentence 1,257 11,533
Word 10,856 116,413

Table 1 Amount of collected perceived information

Chat-oriented dialogue used for data collection Collected list of perceived information for U,

U; [Speaker: utterance B dqesn't mind going a long way.
U; |A: Hello, nice to meet you! g (.irlve; acar.
U, |B: Nice to meet you too. B s ac 1\(/ie.
U; |A: 1 feel the autumn coming, how about you? 18 Moocy. .
U, |B: T think so too. B likes going on pleasure trips.
U: B: The cicadas have gotten quiet recently. B l?kes mountz{ins.
B likes Mt. Fuji.
Uy, |B: Do you go anywhere interesting in autumn? B hkes the autumn leaves around Mt. Fuji.
e s - B likes the outdoors.
Uiz |B: I'11 visit Mt. Fuji if I feel up to it. }7 . .
B lives in Kanto prefecture.
Usg |A: Let's talk about this next time. B lives near Mt. Fuji. .
Us, |B: Okay. B would like 4 to be surprised.
3 Mt. Fuji is famous for autumn leaves.

Fig. 2 Example of chat-oriented dialogue and perceived information for utterance

frequency of collected PerceivedInfo is shown in Table 1. We collected about ten in-
stances of PerceivedInfo for each utterance, which suggests that various information
can be perceived from an utterance. Figure 2 shows an example of a chat-oriented
dialogue and PerceivedInfo collected for an utterance in the dialogue.

3 Clustering of perceived information

To investigate what types of information constitute PerceivedInfo, we clustered the
collected PerceivedInfo by using multiple working groups. Note that the clustering
was done manually by multiple annotators to ensure high-quality clustering.

3.1 Clustering procedure

The collected PerceivedInfo were clustered in two steps, as illustrated in Figure 3.
First, multiple working groups made disjoint clusters of PerceivedInfo. Second, an-
other working group hierarchically clustered all of the created clusters. The two
steps are explained below:

(Step 1) Given instances of PerceivedInfo, multiple working groups independently
and manually clustered similar PerceivedInfo. Two instances of PerceivedInfo were
regarded as similar if both indicated the same type of information. We did not
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Fig. 3 Clustering procedure of perceived information

provide a rigid criterion of similarity; it is decided by each working group. They
labeled each cluster indicating the type of PerceivedInfo. They continued clus-
tering PerceivedInfo until all instances of PerceivedInfo were contained in some
cluster.

(Step 2) Another working group merged the clusters created in Step 1. They man-
ually organized the hierarchical clusters; that is, they found the most similar
groups of clusters that had similar instances of PerceivedInfo and merged them
into a new cluster. They repeated this process until there was only one cluster. As
in Step 1, they labeled each cluster indicating the type of PerceivedInfo contained
in the cluster.

We randomly selected 300 instances of PerceivedInfo from five dialogues and
prepared 1,500 instances of PerceivedInfo. For Step 1, we assigned 300 instances
of PerceivedInfo in each dialogue for each working group consisting of three an-
notators. For Step 2, another group consisting of three other annotators merged the
clusters. We recruited 15 annotators for Step 1 and three annotators for Step 2. They
were different from those who collected the PerceivedInfo. They had different back-
grounds, and two experts in linguistics. The male-to-female ratio was about 1:1.

3.2 Types of perceived information

Table 2 shows the results of PerceivedInfo clustering; it is hierarchical on the basis
of our clustering process. The right-most column, i.e., the fourth level, corresponds
to the bottom-most clusters, and their integration progresses from right to left.

From Table 2, we can see that PerceivedInfo is divided into the speaker’s “Thought”
and “Fact.” “Thought” consists of speaker’s “Belief” and “Desire.” “Fact” consists
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[First level [Second level [ Third level [Fourth level |

Thinking (1.6%)

The thing A is thinking (1.0%)
Belief self (30.7%) Favorite (13.9%)

Belief (35.8%) Impression and evaluation (6.7%)
Feeling (7.5%)

Impression of interlocutors (4.4%)

Thought (55.4%) Belief other (5.1%) Relation between A and B (0.7%)
A’s desire related to B (3.1%)
Desire (9.9%) Self-contained desire (3.2%)
Desire (19.3%) A’s desire 1: want to do (3.5%)
‘Wants interlocutor to do (1.1%)
Request (9.4%) Request made to B (8.3%)
. A’s characteristics (19.5%)
Atribute (20.2%) Possession (0.7%)
A’s fact (37.9%) Behavior (14.4%) A’s past and experience (8.9%)

A at present (5.5%)

Circumstance of A and around A (1.6%)
Circumstance around A (1.7%)

Fact about objects (0.7%)

. Objective fact 1: common things (0.3%)
Certain fact (3.9%) Objective fact (1.7%)

Other fact (7.0%) Other fact: society (1.1%)

Uncertain fact (1.2%)

Uncertain fact (3.1%) Fact (1.4%)

Things that can happen (0.5%)

Circumstance (3.3%)

Fact (44.9%)

Table 2 Hierarchical clustering results of perceived information in chat-oriented dialogue. A cor-
responds to speaker, and B corresponds to listener (another speaker).

of facts regarding a speaker, namely “A’s fact,” and “Other fact,” which is informa-
tion irrelevant to the speakers. These types on the second level are further divided
into the types of the third level. The details of each type on the third level are given
in Table 3. The clustering results show that PerceivedInfo has various types of infor-
mation including ones used in conventional studies, such as the BDI model (Belief,
Desire, and Intention) [12]. It is also clear that personal information is playing an
important role in dialogue.

4 Evaluation

To evaluate the clusters, three annotators different from those who created the clus-
ters annotated the labels of the PerceivedInfo. We used the first to third levels of
clustering as annotation labels. Each annotator annotated 3,000 instances of Per-
ceivedInfo that were not used in the clustering. They annotated labels by looking
solely at PerceivedInfo, without using the context information that led to the Per-
ceivedInfo in question.

Table 4 shows the inter-annotator agreement in terms of the label-wise agreement
ratio and Fleiss’ k. k values from 0.69 to 0.80 shows that there was substantial
agreement between annotators. This quite high agreement indicates that the clus-
ters cover various instances of PerceivedInfo and clearly distinguish each type of
PerceivedInfo.
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Belief self: Speaker’s beliefs about his/herself
e Opinions: “A is displeased with prices in Tokyo.” “A regards Japan as a safe country.’
e Likes and Dislikes: “A likes playing TV games.” “A hates smoking.”
e Emotions: “A is excited.” “A is happy at B’s praise.”

s

Belief other: Speaker’s belief toward the counterpart speaker
e Belief regarding utterances: “A agrees with B.” “A can’t believe B’s story.”
e Belief regarding counterparts: “A is worried about B.” “A thinks B is great.”

Desire: Speaker’s desire mainly relative to his/herself
o Desires of speakers: “A wants to go to Mt. Fuji.” “A hopes summer ends soon.”
e Desires relative to counterparts: “A wants to change the topic.” “A wants to talk about his
hobby.”

Request: Speaker’s requests to the counterpart
e Requests to counterparts: “A wants to be praised by B.” “A wants to know about his hobby.”
e Goals achieved with counterparts: “A wants to favor B’s opinion.” “A wants for B to know
what is interesting about the movie.”

Attribute: User-modeling information of speakers
e Knowledge and Capability: “A knows a lot about cars.” “A can drink.”
e Social attributes: “A is woman.” “A is married.” “A lives in Kyoto.”
e Personality: ”A is earnest.” “A is a determined person.”

Behavior: Speaker’s actions
e Habits: “A usually watches TV.” “A hardly goes out.” “A drives a car.”
e Past and Experience: “A talked with his parents.” “A has travelled abroad.”
e State during dialogue: “A is trying to change the topic.” “A seems proud.” “A is thinking
of what to say next.”

Circumstance: Environment around speakers
e Relationships: “A is close with his parents.” “A’s husband often watches TV.”
e Living environment: “There are a lot of transfers in A’s job.” “A’s parent’s home is in Kanto
prefecture.”

Certain fact: Certain facts irrelevant to speakers
e Certain facts: “This summer is very humid.” “Mt. Fuji is famous for autumn leaves.”

Uncertain fact: Uncertain facts irrelevant to speakers
e Uncertain facts: “The rice crop may fail.” “The economic depression is coming to an end.”

Table 3 Descriptions and representative examples of perceived information in third level

Figure 4 shows the confusion matrices and numbers of labels as the annotation
results. The confusion matrices indicated that every pair of annotators disagreed
about the “Belief self” and “Attribute” types. A representative example of this dis-
agreement is “A prefers natural food.” The annotators also disagreed about the “Be-
lief self” and “Behavior” types; sometimes, belief and behavior were difficult to
separate as in the case of “A is blushing.” Our brief analysis indicates the possible
need to use a combination of labels in some cases.

The table on the bottom right shows the number of labels; the distributions of
each annotator’s results were mostly the same as in Table 2. This result suggests that
the annotation is reliable and that different dialogues may share the same distribution
of PerceivedInfo.
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|First level Secondlevel Third level

Label-wise agreement 0.90 0.86 0.75
Fleiss’ K 0.80 0.79 0.69

Table 4 Inter-annotator agreement as to types of perceived information from first level to third
level in clusters of perceived information
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sl el 8|28 8|E|c IR R
al/a2 | w|<| 5| 2| 2| 2| Bl £| € al/a3 |[%|<| 3| 3|2 3| E|S|E
T 2 & glE|ol3|t|lg S| 2|l e|Elo|l 3| t| o
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Desire 37| 9l252[ 72| 1] 13[ of 2| 0 Tpesire 60| 19215 77 of 14| o of 1
Request 2| 7] 14]137 2l ol o 0 Request 2[ 17] 18[123] o] 2 of o o
Attribute 29| 3] Of 0Of466| 39| 16 1] 0 Attribute 89| 6| O] o0f410[ 29 15 4| 1
Behavior 35| 24] 3[ 1] 36/499] 12| 5| 0 ‘Behavior 64 35| 1] of 75[419] 15[ 5| 1
Circumstance 2] 0 o o 3 2[ 39 1 0 Circumstance 3] 0o of of 2 1f 40f 1] O
Certain fact O O O Of of 1] 15[ 75 23 Certain fact 2 0 Oof of of 2f 11| 79| 20
Uncertainfactf 1] Of Of Of Of Of 3| 14 68 Uncertainfact| 3| 0 ©Of 0 0 o0f 2| 40 41
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N — ©
2/a3 185\ &l | S| 2| E| 5| £ eliefselt | 878] 0.29] 803[ 0.27] 943] 0.31]2624] 0.29
@8 =] =] = g S § Belief other | 158| 0.05| 236| 0.08| 273| 0.09| 667 0.07
Beliefself gl 21l 22| 3| 3al 31] a 2| 2 Desire 386 0.13| 280| 0.09| 247| 0.08| 913| 0.10
Belief other 9/194 5| 2| 1| 25| of of 0 Request 162| 0.05| 212| 0.07| 201| 0.07| 575| 0.06
Desire 45| 12]166] 52 4 o o 1 Attribute 554 0.18| 573| 0.19| 531/ 0.181658| 0.18
Request 2| 18) 48/144] 0 Ol O] 0 Behavior 615| 0.20| 616| 0.21| 522| 0.17/1753| 0.19
Attribute  |115| 4) 0| 0]426] 19 4 4 1 "o ngance | 47] 0.02] 89] 0.03| 85| 0.03] 221 0.02
Behavior 76 23 4 O 601432 14 6 1 - infact | 114 0.04] 10| 0.03| 132] 0.04] 346 0.04
Circumstance | 9| of of of 8| 6 0] 6 o =EraNTac : : : d
Certain fact o 1 o o 2| 5| 3| 72| 16 Uncertainfact| 86| 0.03] 91| 0.03] 66| 0.02| 243| 0.03
Uncertainfact] 3| 0] 0 o o o o 43 45 total 3000| 1.00/3000| 1.00|3000| 1.00|9000| 1.00

Fig. 4 Confusion matrices and number of labels used to annotate third-level types of perceived
information. Symbols from “al” to “a3” denote each annotator.

5 Conclusion

We investigated the types of information that humans understand in chat-oriented
dialogue. To reveal what types of information constitute the perceived information,
we collected a large amount of perceived information in chat-oriented dialogue and
clustered it. The types of perceived information were evaluated on the basis of inter-
annotator agreement, and their validity was verified. To the best of our knowledge,
this study is the first to clarify the types of information that a system would require
to understand in chat-oriented dialogue systems.

In the future, we intend to develop methods for automatically extracting per-
ceived information from dialogue and build dialogue agents that can understand
users better and take appropriate actions based on the estimated perceived informa-
tion. As we now have categorical perceived information, we believe that we can
initiate work on estimating perceived information. Another interesting future work
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will be to discuss our results in terms of conventional dialogue theories, such as
the cooperative principle [3], plan-based approaches to dialogue [2], and dialogue
games [1].
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