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Abstract

Many experiments in the biomedical field generate vast amounts of data. This is especially true for microarray experiments which measure the expression levels of thousands of genes simultaneously. In this context the display of functional information attributed to the individual gene is important to obtain an overview of the major processes involved. This set data can be displayed as Euler/Venn diagrams in which the circle size corresponds to the cardinality of the set. Efficient algorithms for the calculation of intersections of circles and their resulting boundary have not been published so far. We present two algorithms (one optimal) for intersecting these different sized circles to display set relationships.

1 Introduction

Microarray technologies are increasingly being found in biological and medical sciences for high-throughput analysis of genetic information on the genome, transcriptome and proteome level. This type of analysis generates vast amounts of data, usually hundreds or thousands of genes, leaving the researcher with the task of identifying the functional relevance. Many functional attributes (terms) may have been assigned to e.g. each gene. Getting an overview over these sets of attributes is often a difficult task. Standard tree representations are in many cases an improper choice for this issue, especially in representing intersections. A Euler/Venn diagram representation of gene sets could reveal more valuable information to the researcher (see Figure 1). Full containment of one set into the other, partial intersection and disjunctness can be seen at a glance with Euler/Venn diagrams [7].

As the intersection area calculation together with its boundary is an important step in constructing an Euler/Venn diagram (if that is possible for a certain configuration in the plane), we present two algorithms (one optimal) for intersecting these different sized circles to display set relationships.
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2 Methods

2.1 Intersecting multiple circles

Given a family of intersecting circles \( C_i = \{(x, y) \mid (x-a_i)^2 + (y-b_i)^2 = r_i^2\}, \ i = 1 \ldots n \) with center \((a_i, b_i)\) and radius \(r_i > 0\) find a description of the intersection set 
\( U = D_1 \cap D_2 \cap \ldots D_n \) of the corresponding disks 
\( D_i = \{(x, y) \mid (x-a_i)^2 + (x-b_i)^2 \leq r_i^2\} \) and compute the area 
\( A(U) = \int_U d(x, y) \).

The border \( \partial U \) should be described with a finite set 
\( R = \{\gamma_1, \ldots \gamma_K\} \) of non-overlapping x-monotone (i.e. each vertical line has at most one intersection point with the segment) circle segments \( \gamma \subset \mathbb{R}^2, k = 1 \ldots K \) defined with 6-tuples \((a_k, b_k, r_k, x_{k0}, x_{k1}, u_k)\) with center \((a_k, b_k)\), radius \(r_k > 0\), start and stop x-coordinate \(a_k - r_k \leq x_{k0} < x_{k1} \leq a_k + r_k\), and a flag \( u_k \in \{+1, -1\} \) determining if \( \gamma_k \) is an upper \((u_k = +1)\) or a lower segment \((u_k = -1)\).

A segment is then defined as:
\[
\gamma_k = \{(x, y) \in \mathbb{R}^2 \mid y = b_k + u_k \sqrt{r_k^2 - (a_k - x)^2}, \ x \in [x_{k0}, x_{k1}]\} . \quad (1)
\]

For a nonempty intersection \( U \) the circles necessarily intersect each other (or are fully contained in another circle - in this case the outer circle can be left away without changing the result), resulting in a maximum of \( n(n-1) \) intersection points.

Algorithm I: A straightforward algorithm for this problem is: Intersect each circle \( C_i, \ i = 1 \ldots n \) iteratively with all other circles \( C_j, \ j \neq i \) and join the resulting segments in the result set \( R \). Hereto each circle \( C_i = (a_i, b_i, r_i) \) is split into two x-monotone segments (half-circles) \( \gamma_{2i-1} : (a_i, b_i, a_i - r_i, a_i + r_i, +1) \) and \( \gamma_{2i} : (a_i, b_i, a_i - r_i, a_i + r_i, -1) \) (so \( C_i = \gamma_{2i-1} \cup \gamma_{2i} \)). These segments are restricted to all other disks to obtain the resulting (probably empty) segment set.

The complexity of the algorithm is \( O(n^2 K) \). Since the result set contains at most \( K = 2n \) segments - each additional circle adds at most two segments to the result - the algorithm runs in the worst case with \( \Theta(n^3) \) (although in practice for non-degenerate problems the number of steps will be much smaller).
The result set can be written as union of set differences

$$\partial U = \bigcup_{i=1}^{n} \left( \gamma_{2i-1} \cup \gamma_{2i} \right) - \bigcup_{j \neq i} D_j$$

where each difference term is the contribution of circle $C_i$ ($i = 1 \ldots n$) to the resulting set. The intersection points of the corresponding circle $\Gamma : (a, b, r)$ of a segment $\gamma$ with a circle $C : (\hat{a}, \hat{b}, \hat{r})$ can be computed by subtracting the two equalities

$$\begin{align*}
(x - a)^2 + (y - b)^2 &= r^2 \quad (2) \\
(x - \hat{a})^2 + (y - \hat{b})^2 &= \hat{r}^2 \quad (3)
\end{align*}$$

leading to the chordal line

$$H : \frac{2(\hat{a} - a)}{A} x + \frac{2(\hat{b} - b)}{B} y + \left( \frac{a^2 + b^2 - r^2}{A} \right) - \left( \frac{\hat{a}^2 + \hat{b}^2 - \hat{r}^2}{A} \right) = 0 \quad , \quad (4)$$

see figure 2.

![Figure 2: A circle segment $\gamma$ is restricted with a circle $C$. The corresponding circle $\Gamma$ of $\gamma$ must intersect $C$ (or has to be fully contained in $C$). If the left and the right endpoints $A$ and $B$ are on different sides of the chordal line $H$ the segment contains one of the intersection points $(x_1, y_1)$ or $(x_2, y_2)$.

Inserting (2) into (4) leads to

$$\underbrace{[A^2 + B^2]}_{= A} x^2 + \underbrace{2[AC + ABb - B^2a]}_{= B} x + \underbrace{[C^2 + 2BCb + B^2(a^2 + b^2 - r^2)]}_{= C} = 0$$

with the solution

$$\begin{align*}
x_{1,2} &= -\frac{B}{2A} \pm \sqrt{\frac{(\frac{B}{2A})^2}{A} - \frac{C}{A}} \\
y_{1,2} &= -\frac{C + Ax_{1,2}}{B}
\end{align*}$$
For the case $B = 0, A \neq 0$ (vertical chordal line) the two solutions

\[
x_{1,2} = \frac{C}{A} \\
y_{1,2} = b \mp \sqrt{r^2 - (x_{1,2} - a)^2}
\]

exist.

**Case I:** ($|\gamma \cap C| = 0$) If there is no intersection of the circles $\Gamma$ and $C$ it can be decided by testing if one of the endpoints of $\gamma$ lies in $C$ (in this case the whole segment is contained in $C$) or not (in this case the empty set is returned).

**Case II:** ($|\gamma \cap C| = 1$) If the two endpoints $A$ and $B$ of the segment $\gamma$ lie on different sides of the chordal line $H$ (or alternatively one of the endpoints is inside $C$ and the other outside $C$) the segment has exactly one intersection with $C$ and it must be decided which of the two intersection points is contained in the segment. For an upper segment $\gamma$ choose the intersection point $(x_1, y_1)$ if the left endpoint $A$ is below the chordal line ($A < y_H$) and $(x_2, y_2)$ if $A$ is above $H$. The decision is similar for lower segments. The predicate $p < y_H$ can be evaluated using the parametrization (4) and is true iff $|B|y < -(Ax + C)\text{sign}(B)$ with $\text{sign}(v) = 1$ for $v \geq 0$ and $-1$ otherwise (so for vertical lines the predicate evaluates true if the point $p$ is on the left of $H$). This predicate has algebraic degree 3 (compare [5]).

**Case III:** If both endpoints of the segment $\gamma$ lie on the same side of the chordal line $[1]$ proposed predicates based on an orientation test for the decision if there are two intersection points $|\gamma \cap C| = 2$ or none (see figure 3).

**Algorithm II:** Split the $n$ circles into two sets of $x$-monotone segments (half-circles) $\Gamma^L$ (lower segments) and $\Gamma^U$ (upper segments). Each lower segment restricts the result set $U$ from the bottom and each upper segment from the top. The intersection area $U$ can therefore be found by intersecting the upper envelope of the lower segments with the lower envelope of the upper segments.

The intersection area $U$ is fully contained in the interval of interest $I = [x_0, x_1] = [\max_i a_i - r_i, \min_i a_i + r_i]$. If $x_0 > x_1$ no intersection is possible and $U = \emptyset$. In the following we assume $U \neq \emptyset$. The lower and upper segments are well defined continuous, univariate functions $f_1 \ldots f_n : I \mapsto \mathbb{R}$ and $g_1 \ldots g_n : I \mapsto \mathbb{R}$ with the property, that two functions $f_i$ and $f_j$ intersect at most $s = 2$ points for all $i \neq j$. The lower envelope of the upper segments $G = \{g_1 \ldots g_n\}$ is defined as

\[
E_G(x) = \min_{1 \leq i \leq n} g_i(x) \quad x \in I
\]

and the upper envelope of the lower segments $F = \{f_1 \ldots f_n\}$ as

\[
E_F^*(x) = \max_{1 \leq i \leq n} f_i(x) \quad x \in I.
\]

The complexity of the lower/upper envelope of a set of functions, which intersect in at most $s$ points, can be described with Davenport-Schinzel (DS) sequences. A $DS(n, s)$ sequence is defined as a sequence $< u_1 \ldots u_m >$ of integers with the following properties:
Figure 3: If C with center $(\hat{a}, \hat{b})$ and Γ build a non-empty intersection and the two endpoints of the segment $\gamma$ lie on one side of the chordal line $H$ the four cases must be distinguished: 

a) $|\gamma \cap D| = \emptyset$ if $(\hat{a}, \hat{b}) \not\in \omega(\gamma) \cup \overline{\omega}(\gamma)$ and $A, B \not\in D$, 

b) $\gamma \cap D = \gamma$ if $(\hat{a}, \hat{b}) \not\in \omega(\gamma) \cup \overline{\omega}(\gamma)$ and $A, B \in D$, 

c) $|\gamma \cap C| = 2$ and two segments result from $\gamma \cap D$ if $A, B \in D$ and $(\hat{a}, \hat{b}) \in \overline{\omega}(\gamma)$, 

d) $|\gamma \cap C| = 2$ and one segment results from $\gamma \cap D$ if $A, B \not\in D$ and $(\hat{a}, \hat{b}) \in \omega(\gamma)$. The two wedges $\omega(\gamma)$ and $\overline{\omega}(\gamma)$ divide the plane in four regions. The test $p \in \omega(\gamma)$ and $p \in \overline{\omega}(\gamma)$ can easily be solved with orientation tests.

1. $1 \leq u_i \leq n$ for each $i$

2. $u_i \neq u_{i+1}$ for each $i < m$

3. There do not exist $s + 2$ indices $1 \leq i_1 < i_2 < \ldots < i_{s+2} \leq m$ such that $u_{i_1} = u_{i_4} = \ldots = a$ and $u_{i_2} = u_{i_4} = \ldots = b$ for $a \neq b$

The maximum length of a $DS(n, s)$ sequence is defined as $\lambda_s(n)$.

Following [10] (chapter 6.2) the two envelopes can be computed in $O(\gamma_s(n) \log n)$ steps via a divide-and-conquer algorithm where $\gamma_s(n)$ is the maximum length of a $DS(s, n)$ sequence. For this $F$ is partitioned into two sets $F_\infty, F_\epsilon$, each of at most size $[n/2]$. Upper envelopes $E^*_F$ and $E^*_F_\epsilon$ are constructed recursively. $E^*_F$ can be constructed from $E^*_F_\infty$ and $E^*_F_\epsilon$ in $O(\gamma_s(n))$ steps. The same holds for $G$. It is required that two functions can be intersected in $O(1)$ to achieve the given complexity. In the case of circles $s = 2$ and therefore $\gamma_s(n) = 2n - 1$. Merging the two envelopes $E^*_G$ and $E^*_F$ to get the intersection region

$$\Pi_{F,G} = \{(x, y) \mid E^*_F(x) \leq y \leq E^*_G(x), y \in I\}$$

requires further $O(\gamma_s(n)) = O(n)$ steps via an iterative search. The region $\Pi_{F,G}$ is identical to the intersection set $U$ of all $n$ circular disks. The total runtime of the algorithm is $O(n \log n)$ if the intersection of two functions can be computed in $O(1)$. 

5
2.2 Calculating the area

Let $U \subset \mathbb{R}^2$ be a connected set with the boundary $\partial U = \bigcup_{i=1}^{K} \gamma_i$ consisting of non-overlapping segments. Using the Gaussian integration theorem (see e.g. [6]) and integrating along the border $\partial U$ with the parametrization (1) the area $A(U) = \int_{\gamma_i} d(x,y)$ can be reformulated to

$$\frac{1}{2} \sum_{k=1}^{K} \left[ 2a_kb_kx + (x-a_k)^2 + r_k^2 \arcsin \left( \frac{x-a_k}{r_k} \right) \right]_{x=x_{k,0}}^{x=x_{k,1}}.$$  \hspace{1cm} (5)

3 Lower bounds

In this section we discuss the minimum number of operations needed to compute the boundary $\partial U$ of the intersection $D_1 \cap \cdots \cap D_n$ of $n$ disks $D_i$. Actually our lower bounds already apply to the special case where all disks have the same radius. We demonstrate a linear time reduction from sorting and provide an $\Omega(n \log n)$ lower bound in the algebraic computation tree model (which is introduced in Section 3.2).

Notice that Algorithm II above produces the segments in a certain order, such that consecutive segments on $\partial U$ are listed consecutively. This is however not necessary for the computation of the area with Formula (5). Algorithm I just guaranties the maximility of the segments. It is therefore sensible to consider two problems taking into account these differences.

1. Computing the boundary of the intersection of discs (BID): The input is a list of $n$ centers $(a_j, b_j) \in \mathbb{R}^2$, $1 \leq j \leq n$ and a radius $r > 0$, representing $n$ discs $D_1, \ldots, D_n$ of radius $r$. The output is a list $(\gamma_1, \ldots, \gamma_K)$ with $\gamma_i = (a_j, b_j, x_i, x_i', u_i)$, $1 \leq i \leq K$, representing $x$-monotone circle segments of the circles $\partial D_i$ that yield the boundary of $U = D_1 \cap \cdots \cap D_n$ without overlap.

   For convinience, we further assume that lower and upper segments are listed separately: for some $J$ with $1 \leq J < K$ we have $u_i = +1$ for $1 \leq i \leq J$ and $u_i = -1$ for $J + 1 \leq i \leq K$.

2. Computing the ordered boundary of the intersection of discs (OBID): Additionally to the specification of BID it holds here that consecutive segments are listed consecutively in the output, i.e. $x_i' = x_{i+1}'$ for $i \neq J$, $1 \leq i \leq K$.

Notice that we do not require here that the output segments are maximal (which is the case if $(a_j, b_j, u_{j_i}) = (a_{j_i}, b_{j_i}, u_l)$ implies $x_i' \neq x_i$ for $i, l \in \{1, \ldots, J\}$). In contrast, both algorithms above provide maximality since the endpoints of the circle segments are determined by an intersection with one of the other circles or as endpoint of the input half circles. In fact, for OBID we can obtain maximality easily in linear time by joining all non-maximal consecutive segments $(a_{j_i}, b_{j_i}, x_i, x_i', u_{j_i})$, $(a_{j_i+1}, b_{j_i+1}, x_{i+1}, x_{i+1}', u_{j_i+1})$ with $x_i' = x_{i+1}$ and $(a_{j_i}, b_{j_i}) = (a_{j_i+1}, b_{j_i+1})$ together to $(a_j, b_j, x_i, x_{i+1}, u_{j_i})$.

Clearly OBID, as a special case of BID, reduces to BID in linear time. For a reduction from BID to OBID notice that that any segment $\gamma = (a, b, x, x', u)$ in...
some sense links the segment before and after it. I.e., let \( \gamma' = (a', b', z, z', u') \) and \( u = u' \) then \( \gamma' \) is connected with \( \gamma \) iff \( x' = z \) or \( z' = x \). One can use this observation for ordering the segments bounding \( \partial U \) in linear time by storing segments at addresses determined by their endpoints. This is possible on computational models that allow indirect addressing with real numbers like some of the RAM-models in [3] or just by using hashing (with high probability). However since the known lower bounds for sorting do not allow the use of such techniques, and also the algebraic computation tree model does not allow to use computed values as addresses, we have to distinguish the two problems.

We will now first consider OBID and show that it is at least as hard as sorting. Moreover, OBID reduces to the convex hull problem in linear time. Then we consider BID and provide lower bounds in the algebraic computation tree model.

### 3.1 Computing the ordered list of boundary segments

We now provide a linear time reduction of the sorting problem to OBID.

**Theorem 1** The task to sort \( n \) distinct real numbers can be reduced in \( O(n) \) time to the task to compute the ordered boundary of the intersection of \( n \) disks.

**Proof.** The idea is to place the numbers which we want to sort on the upper half of a circle as centers of the disks. The ordered list of the lower segments bounding the intersection then gives the centers of the disks in counterclockwise order which represents the reversed sorting of the input. See Figure 4 for an illustration.

Formally the reduction is done as follows: Let \( z_1, \ldots, z_n \in \mathbb{R} \) the numbers to be sorted. First in \( O(n) \) steps determine \( c = \max_{1 \leq i \leq n} |z_i| \). For \( i = 1, \ldots, n \) let \( D_i \) be the disk with center \((z_i, b_i)\) on the upper halfcircle \( C \) with center 0 and radius \( c \), i.e. \( b_i := \sqrt{c^2 - z_i^2} \) and let \( r > c \) be arbitrary.

Let now \((\gamma'_1, \ldots, \gamma'_K)\) be an ordered list of segments bounding \( D_1 \cap \cdots \cap D_n \). First in \( O(K) \) steps join successive segments belonging to the same circle. We obtain an ordered list of maximal segments \((\gamma_1, \gamma_2, \gamma_3, \ldots, \gamma_{n+2})\) with \( \gamma_i = (a'_i, b'_i, x_i, x'_i, u_i) \) for \( 1 \leq i \leq n+2 \). Moreover \( \gamma_1, \gamma_2 \) are upper bounds (\( u_i = 1 \)) and \( \gamma_i \) for \( 2 \leq i \leq n + 2 \) is a lower bound (\( u_i = -1 \)). The sorted ordering of \( z_1, \ldots, z_n \) is now given by \( a'_{n+2}, \ldots, a'_3 \).

To see that the reduction is valid the essential observation is that here the clockwise ordering of the boundary of \( \partial U \) yields a clockwise ordering of the centers of the discs on \( C \). This follows from the results in Lemma 2 below. Notice that here all centers are vertices of the convex hull of the centers, and that all the input circles contribute to the boundary, i.e., using notation from Lemma 2 \( H_r \) consists of all centers.

Due to the \( \Omega(n \log n) \) lower bound for sorting, we obtain an \( \Omega(n \log n) \) lower bound for the problem to determine the ordered boundary of the intersection of \( n \) disks in the same computational models, when the operations used in the proof (jumps on comparisons, multiplication and square root) are possible in that model.
The reduction in the proof of the above theorem is quite similar to Shamos’ reduction from sorting to the ordered convex hull problem of a point set (cf. [9]). This is no surprise, since, as we will see in the following Lemma, the convex hull problem and the problem to determine the boundary of intersecting disks of equal radius are closely related. Let in the following $d(p_1, p_2)$ denote the Euclidian distance.

**Lemma 2** Let $S$ be a point set and let $H \subseteq S$ be the set of vertices of the convex hull of $S$. Let $r > 0$ be a radius, and let $D_p$ be the disk with radius $r$ and center $p$ with corresponding circle $\partial D_p$. Let $U = \bigcap_{p \in S} D_p$ with boundary $\partial U$.

Let $h^{+}_{pp'}$ for $p, p' \in S$, $p \neq p'$, be the halfspace of points $q \in \mathbb{R}^2$ with $d(p, q) \leq d(p', q)$, and let $h^{+}_{pp'} = \partial h^{+}_{pp'} = \{p \mid d(p, q) = d(p', q)\}$. Let $F_p = \bigcap_{p' \in S \setminus \{p\}} h^{+}_{pp'}$ be the set of points $q$ for which $p$ is a farthest point in $S$. Let $r_p = \min\{d(p, q) \mid q \in F_p\}$, and let $H_r = \{p \in H \mid r_p \leq r\}$.

Then the following holds:

1. $\partial D_p \cap \partial U = \partial U \cap F_p$ for $p \in S$.
2. $\partial U = \bigcup_{p \in S} F_p \cap \partial D_p = \bigcup_{p \in H} F_p \cap \partial D_p = \bigcup_{p \in H_r} F_p \cap \partial D_p$
3. $U = \bigcap_{p \in H} D_p = \bigcap_{p \in H_r} D_p$.
4. Let $p_0, \ldots, p_{K-1}$ be a clockwise ordering of $H_r$. Then $\partial D_{p_0} \cap F_{p_0}, \ldots, \partial D_{p_{K-1}} \cap F_{p_{K-1}}$ is $\partial U$ in clockwise ordering.

**Proof.**

1. Assume $q \in \partial D_p \cap \partial U$ then $d(q, p) = r$ and $d(q, p') \leq r$ for $p' \in S$, since otherwise $q \notin U$. Hence $q \in F_p$.

   Assume now $q \in \partial U \cap F_p$. By $q \in U \cap F_p$ we have $d(q, p') \leq d(q, p) \leq r$. Hence, since $q$ is on the boundary of $U$, $d(q, p) = r$ and $q \in \partial D_p$. 

2. \( \partial U \subseteq \bigcup_{p \in S} F_p \cap \partial D_p \) since every \( q \in \partial U \) must be on \( \partial D_p \) for some \( p \in S \). Hence \( d(p, q) = r \) and \( d(p', q) \leq r \) for \( p' \in S \), which shows \( q \in F_p \).

On the other hand, \( F_p \cap \partial D_p \subseteq \partial U \) for \( p \in S \) since \( q \in F_p \cap \partial D_p \) implies \( d(q, p) = r \) and \( d(q, p') \leq r \) for \( p' \in S \). Hence \( q \in \partial U \).

\( \bigcup_{p \in S} F_p \cap \partial D_p = \bigcup_{p \in H} F_p \cap \partial D_p \) since \( F_p = \emptyset \) for \( p \in S \setminus H \).

3. Clearly, \( U \subseteq \bigcap_{p \in H} D_p \subseteq \bigcap_{p \in H_r} D_p \).

\( \bigcap_{p \in H_r} D_p \subseteq U \): Observe that the boundary of \( \bigcap_{p \in H_r} D_p \) is obviously equal to \( \bigcup_{p \in H_r} F_p \cap \partial D_p \). By 2, we have that the boundary of \( \bigcap_{p \in H_r} D_p \) is equal to \( \partial U \). This implies also that \( \bigcap_{p \in H_r} D_p = U \).

4. Consider three consecutive segments \( \gamma_a, \gamma_b, \gamma_c \) which are in clockwise order on \( \partial U \), and let \( P_a, P_b, P_c \) denote the centers of the according circles \( D_a, D_b, D_c \) with radius \( r \). We will show that \( 0 \leq \angle P_c P_b P_a \leq \pi \), so that there is right turn when one passes in straight lines from \( P_a \) to \( P_b \) to \( P_c \).

The statement then follows by induction. See Figure 5 for an illustration of the notions used in the proof.

Let \( I_{ab} (I_{bc}) \) be the common point of \( \gamma_a \) with \( \gamma_b \) (resp. \( \gamma_c \)), respectively, and let \( D_{ab} (D_{bc}) \) be a circle of radius \( r \) with center \( I_{ab} \) (resp. \( I_{bc} \)). Since \( I_{ab} \) is in distance \( r \) of both points \( P_a \) and \( P_b \), \( P_a \) and \( P_b \) are on \( \partial D_{ab} \). Further we know that \( P_a \) is in \( D_{bc} \), since \( I_{bc} \) is in \( U \subseteq D_a \), and we know that \( P_b \) is an intersection point of \( \partial D_{ab} \) with \( \partial D_{bc} \). Let \( \gamma_{ab} \) denote the segment of \( \partial D_{ab} \) that passes from \( P_a \) to \( P_b \) in clockwise direction. We now show that \( \gamma_{ab} \) is in \( D_{bc} \), i.e. \( \gamma_{ab} \subseteq \partial D_{ab} \cap D_{bc} \).

First observe that the angle \( \angle P_b I_{ab} P_a \) is less than \( \pi \) since \( U \) is convex. Further it is clear that the segment \( \partial D_{ab} \setminus D_{bc} \) stretches more than a halfcircle. Since \( P_b, P_a \in D_{bc} \) it follows \( \gamma_{ab} \subseteq D_{bc} \).

Similarly, let \( \gamma_{bc} \) denote the segment of \( \partial D_{bc} \) that passes from \( P_b \) to \( P_c \) in clockwise direction. Here we obtain similarly \( \gamma_{bc} \subseteq D_{ab} \). So if one traverses \( \partial (D_{ab} \cap D_{bc}) \) from \( P_c \) to \( P_a \) counterclockwise, one encounters \( P_b \) along the way, which shows that \( 0 \leq \angle P_c P_b P_a \leq \pi \) since \( D_{ab} \cap D_{bc} \) is convex.

Figure 5: Illustration for the proof of Lemma 2 Item 4.
In the reduction in the proof of Theorem 1 we used the observation due to Lemma 2 that in case all points in $S$ are on a circle of radius $c$ then $r_p = c$ for any $p \in S$. Then choosing $r > c$ implies $H_r = S$ and that a sorted description of $\partial U$ gives a clockwise ordering of $S$.

Since every segment of $\partial U$ belongs to a circle whose center is a vertex of the boundary of the convex hull of $S$ (Lemma 2.3) one can use the output sensitive algorithm from [8] for the convex hull problem to obtain an algorithm for the computation of $\partial U$ that is faster in case the convex hull is small. Using the algorithm of [8] that produces the convex hull of a set of $n$ points in time $O(n \log K')$ where $K'$ is the complexity of the convex hull one obtains an algorithm for the intersection of equal sized disks with time bound $O(n \log K') + O(K' \log K') = O(n \log K')$.

In fact, from Lemma 2 Item 4 one can derive a linear time reduction that from the vertices of the convex hull (i.e. the set $H$) when given in clockwise order computes the ordered boundary of $U$. To see this, assume first that we already know $H_r = \{q_0, \ldots, q_{k-1}\}$ listed in clockwise order. Lemma 2.4 then implies that $\partial D_{q_0} \cap \partial U = \partial D_{q_k} \cap h_{q_{k-1}q_k} \cap h_{q_{k+1}q_k}$ with $i \in \mathbb{Z}_k$ (i.e. the operations are modulo $k$). So if we know $H_r$ the ordered boundary of $U$ can be computed in linear time.

Let now $H = \{p_1, \ldots, p_n\}$ listed in clockwise order. For $i = 1$ to $n$ we build a doubly linked list $H_r^{(i)}$ by considering only the intersection of the disks for $p_1, \ldots, p_i$, such that $H_r^{(i)} = H_r^{(n)}$. Initially, $H_r^{(0)} = \emptyset$. For the $i$th step let $H_r^{(i-1)} = \{q_1, \ldots, q_l\} \subseteq \{p_1, \ldots, p_{i-1}\}$ be already computed, and listed in clockwise order. Now $p_i$ is eventually added in between $q_1$ and $q_l$. If $\partial D_{q_k} \cap h_{q_kp_i} \cap h_{q_{k-1}p_i} = \emptyset$ then $H_r^{(i)} := H_r^{(i-1)}$ and $p_i$ is not added. Otherwise $p_i$ will be added but some neighbouring points may be removed from $H_r^{(i-1)}$: let $j = 1, 2, 3 \ldots$ until $\partial D_{q_l} \cap h_{q_{l+1}q_l} \cap h_{q_{l+1}q_j} \neq \emptyset$, which means that the circles around $q_1, \ldots, q_{j-1}$ do not contribute to $\partial U$. Similarly let $k = l, l-1, l-2, \ldots$ until $\partial D_{q_k} \cap h_{q_{k+1}q_k} \cap h_{q_{k+1}q_{k-1}} = \emptyset$.

Now set $H_r^{(i)} := \{q_j, \ldots, q_k, p_i\}$.

Clearly the update in the $i$th step needs linear time in the number of removed or added elements when $H_r^{(i)}$ is organized as a doubly linked list. Since every point of $H$ is added and removed at most once this give overall linear time complexity.

**Theorem 3** OBID reduces in linear time to the ordered convex hull problem.

It is not clear whether a similar efficient reduction in the reverse direction is possible. Though if the radius $r$ is big enough then $H_r = H$ and therefore the centers of the circles involved in the boundary of $U$ are exactly the vertices of the convex hull of $S$, however the exact value when $r$ is “big enough” will depend on the input values.

### 3.2 Computing the set of boundary segments

We now prove a lower bound for BID in the algebraic computation tree model using the approach of [4]. Let us briefly introduce the model. An algebraic computation tree is a tree consisting of branching nodes, computation nodes and
Each computation node \( v \) has only one child and is associated to a variable \( f_v \) and an operation

\[
f_v := y \circ z \text{ or } f_v := c \text{ or } f_v := \sqrt{y}
\]

where \( y, z \) are either input variables from \( \{x_1, \ldots, x_n\} \) or variables associated to ancestors of \( v \) in the tree, the operation \( \circ \in \{+, -, \times, /\} \), and \( c \in \mathbb{R} \) is a constant.

A branching node \( v \) is associated to a test

\[
y > 0 \text{ or } y \geq 0 \text{ or } y = 0
\]

where \( y \) is a variable associated to an ancestor of \( v \). A leaf node specifies a list of output variables \( \{y_1, \ldots, y_l\} \) which are all associated to some ancestor node. In case the computation tree is used for some decision problem it suffices to label the leaves with yes or no.

A computation proceeds along a path in the tree. So the worst case time complexity of an algorithm specified by a computation tree \( T \) is given by the height \( h(T) \) of the tree. Observe that one can unroll Algorithm II to obtain an algebraic computation tree \( T_n \) of height \( h(T_n) = O(n \log n) \) that on input of \( (a_1, b_1, r_1, \ldots, a_n, b_n, r_n) \) computes the boundary of the intersection of the associated disks.

The results in [4] apply to decision problems so it is necessary to define an appropriate decision problem that easily reduces to the functional problem. Let us consider the following problem.

**regular-\( n \)-gon** = \( \{(s, a_1, b_1, \ldots, a_n, b_n) \mid (a_i, b_i) \text{ are the vertices of a regular } n \text{-gon}

\& a_i^2 + b_i^2 = s^2 \text{ for } 1 \leq i \leq n \} \)

So \( (a_1, b_1, \ldots, a_n, b_n) \in \text{regular-}\( n \)-gon iff every } p_i := (a_i, b_i) \text{ lies on the circle centered at the origin with radius } s \text{ and for some permutation } \sigma \text{ } d(p_{\sigma(i)}, p_{\sigma(i+1)}) = 2 \sin \frac{\pi}{\sigma} \text{ for } 1 \leq i < n \text{ (} \sigma \text{ puts the points in a clockwise or a counter-clockwise ordering).}

For some \( w = (r, a_1, b_1, \ldots, a_n, b_n) \in \mathbb{R}^{2n+1}, n \geq 2 \text{ with } r > s > 0 \text{ let } D_i \text{ be the disk of radius } r \text{ with center } (a_i, b_i) \text{ and let } U_w = D_1 \cap \ldots \cap D_n. \text{ Observe that } (s, a_1, b_1, \ldots, a_n, b_n) \in \text{regular-}\( n \)-gon iff } a_i^2 + b_i^2 = s^2 \text{ for } 1 \leq i \leq n \text{ and } U_w \text{ is contained in a disk } D \text{ centered at the origin } (0,0) \text{ with radius}

\[
r' = s \sqrt{c^2 + \frac{r^2}{s^2}} - 1 - c \text{ where } c = \cos \frac{\pi}{n}.
\]

In fact, as basic geometric considerations show, \( (s, p_1, \ldots, p_n) \) forms a regular \( n \)-gon iff all the vertices \( q \) of \( \partial U_w \) are at distance \( r' \) from the origin.

A circle segment \( \gamma_k = (a'_k, b'_k, x_{k0}, x_{k1}, u_k) \) has the endpoints \( q_{k0} = (x_{k0}, y_{k0}) \) and \( q_{k1} = (x'_{k1}, y'_{k1}) \) with \( y_{ki} = b'_k + u_k \sqrt{r^2 - (a'_k - x_{ki})^2} \) for \( i = 0, 1 \). Hence, if \( (\gamma_1, \ldots, \gamma_K) \) is a description of the boundary of \( U_w \) where \( \gamma_k = (a'_k, b'_k, x_{k0}, x'_{k1}, u_k) \) for \( 1 \leq k \leq K \) then \( (s, a_1, b_1, \ldots, a_n, b_n) \in \text{regular-}\( n \)-gon iff } a_i^2 + b_i^2 = s^2 \text{ for } 1 \leq i \leq n \text{, and the endpoints } q_{k0}, q_{k1} \text{ are at most at distance } r' \text{ from the origin for } 1 \leq k \leq K. \text{ This consideration shows that an algebraic computation tree for}
the problem to determine the boundary of $U_w$ can be transformed to an algebraic computation tree for regular-$n$-gon such that the depth is increased by $O(n)$.

Now we use the main result from [4] to prove a lower bound for regular-$n$-gon. Let us first introduce the following notation. For some set $W \in \mathbb{R}^n$ let $\# W$ denote the number of connected components $W$ consists of.

**Lemma 4 ([4])** Let $W \in \mathbb{R}^n$ and let $T$ be an algebraic computation tree deciding $W$ with height $h(T)$. Then

$$h(T) \geq \log_6 \# W - n \log_6 3$$

Observe that regular-$n$-gon consists of $n!$ connected components: In fact, for any permutation $\sigma : \{1, \ldots, n\} \to \{1, \ldots, n\}$ there is a different connected component $V_{\sigma}$ given by all the rotations of the $\sigma$-permuted $n$-gons. I.e.

$$V_{\sigma} = \left\{ (s, a_1, b_1, \ldots, a_n, b_n) \left| \begin{array}{c} (a_i) \\
(b_i) \end{array} = \begin{pmatrix} s \cos\left(\frac{\pi}{n}\sigma(i) + \beta\right) \\
\sin\left(\frac{\pi}{n}\sigma(i) + \beta\right) \end{pmatrix} \right. \right\} \quad \text{for} \quad 1 \leq i \leq n, \quad 0 \leq \beta < \frac{2\pi}{n}, \quad s > 0.$$

This proves the lower bound.

**Theorem 5** Let $T$ be an algebraic computation tree of height $h(T)$ deciding regular-$n$-gon. Then $h(T) \in \Omega(n \log n)$.

And due to the above reduction:

**Theorem 6** Let $T$ be an algebraic computation tree of height $h(T)$ that on input $w = (r, a_1, b_1, \ldots, a_n, b_n)$ computes the boundary of $U_w$. Then $h(T) \in \Omega(n \log n)$.

This allows us to state the optimality of Algorithm II.

## 4 Summary and Discussion

To visualize functional categories of interesting genes GoMiner [11] can be used to annotate genes with functional terms. Due to the fact that one gene may belong to multiple functional categories, this analysis usually reveals a complex pattern of terms. To identify the major functional categories differentiating cell types, Euler/Venn diagramms approximated by polygons proved to be useful [7].

Here, the Euler/Venn diagram application served as a motivation for investigating the complexity of finding the intersection of multiple circles. We have described two algorithms (one trivial and one optimal) for this task. To find the intersection of $n$ circles a running time of $O(n \log n)$ is needed. If on the other hand all combinations of circles are intersected the overall running time of computing all areas would lead to $\sum_{i=1}^{n} \binom{n}{k} O(k \log k)$ by directly applying our optimal algorithm to every circle combination. This can further be reduced to $\sum_{i=1}^{n} \binom{n}{k} O(k)$ by reusing already intersected circle segments.
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