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Abstract—One of the most common ways to ensure the quality of industry specifications is technical review, as the documents are typically written in natural language. Unfortunately, review activities tends to be less effective because of the increasing size and complexity of the specifications. For example at Mercedes-Benz, a specification and its referenced documents often sums up to 3,000 pages. Given such large specifications, reviewers have major problems in finding defects, especially consistency or completeness defects, between requirements with related information that are spread over large or even different documents.

The classification of each requirement according to related topics is one possibility to improve the review efficiency. The reviewers can filter the overall document set according to particular topics to check consistency and completeness between the requirements within one topic.

In this paper, we investigate whether this approach really can help to improve the review situation by presenting an experiment with students reviewing specifications originating from Mercedes-Benz with and without such a classification.

In addition, we research the experiment participants’ acceptance of an automatic classification derived from text classification algorithms compared to a manual classification and how much manual effort is needed to improve the automatic classification.

The results of this experiment, combined with the results of previous research, lead us to the conclusion that an automatic pre-classification is an useful aid in review tasks for finding consistency and completeness defects.
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I. INTRODUCTION

Current industry specifications get more and more complex and voluminous, and it is still common that they are written in natural language (NL) [1]. For example in the automotive industry, in this case by Mercedes-Benz, a natural language specification and their referenced supplementary specifications, often have more than 3,000 pages [2]. Supplementary specifications can be, for example, internal or external standards. A typical specification at Mercedes-Benz refers to 30-300 of these documents [2]. The information related to one requirement can be spread across many documents. The common way to ensure the quality in these specifications is technical review, but because of the above reasons, it is difficult or nearly impossible for a reviewer to find consistency and completeness defects in the specification and between the specification and referenced supplementary specifications. This is also reported in a recent analysis of the defect distribution in current Mercedes-Benz specifications [3].

Considering the huge amount of requirements, it is obvious that the identification of topics and the classification of requirements to these topics must be done automatically to be of practical use. In this paper, we present a tool-supported approach to automatically classify requirements with related information and to visualize the resulting requirement classes. The classification is done by applying text classification algorithms like Support Vector Machines (details see Section II-B), which use experience from previously classified requirement documents. The framework for this automatic classification and visualisation of requirements from various documents is called ReCaRe standing for “Review with Categorized Requirements”.

In previous work [4], we evaluated text classification algorithms in ReCaRe on two large Mercedes-Benz specifications and investigated possible improvements. The results of this evaluation showed that an automatic classification to various topics is feasible with high accuracy.

In the current work, we investigate, whether or not a manual classification of requirements actually helps reviewers to find special kinds of defects. We further research, if an automatic classification is acceptable for reviewers, because it will not necessarily find all relevant requirements, but will almost always add additional, not relevant requirements. Finally, we will investigate, how accurate the results of an automatic classification really need to be to aid in review tasks and if these results can be strongly adjusted with little manual efforts during the review. We investigate these points in an experiment with ten students reviewing three automotive specifications originating from real Mercedes-Benz specifications.

Section II provides an overview of the approach of collecting requirements of related information into classes - we
call this concept “topic landscape”. We also present the tool ReCaRe, which realizes the topic landscape, and its concepts e.g. the classification algorithms. Section III presents experiment goals, structure and results. These results are discussed in Section IV. In Section V we discuss related work and finally, in Section VI we conclude with a summary of the contents of this work and describe our planned next steps.

II. THE TOPIC LANDSCAPE APPROACH

The topic landscape aims at supporting the review process by classifying the requirements of the inspected specification and its additional documents into topics. A topic is defined by one or more keywords. For instance, the topic “temperature” is defined by key words like “hot”, “cold”, “heat”, “°C”, “Kelvin” or the word “temperature” itself.

All requirements classified into a particular topic can be grouped for a specific review session. Due to this separation of the specification and its additional documents into smaller parts with content related requirements, a human inspector can more easily check these requirements for content quality criteria like consistency or completeness, without searching every single relevant document.

Figure 1: Illustration of the Topic Landscape Approach

Figure 1 illustrates the individual steps in order to use topic landscape:

1) The user/author creates the topic landscape as a container of relevant topics for this particular specification. Each topic is described by one or more keywords.
2) Each requirement of the specification and the requirements/constraints of the additional documents are classified into individual topics.
3) The inspector chooses one topic from the topic landscape and checks all requirements assigned to the chosen topic for defects.

In this work, we research the needed performance of classifiers to automatically perform Step 2. Step 1 could also be performed semi-automatically by a sophisticated algorithm, but this remains future work.

The content of a topic may not be considered disjoint from other topics since a requirement normally includes information on different topics and thus will be assigned to several of them. For instance, the requirement “The vehicle doors must be unlocked when the accident detection system is not available.” highlights many topics including, but not limited to, accident detection, accident, detection, availability, locking, vehicle door, door, security, door control, and functionality.

A. ReCaRe

The tool ReCaRe (Review with Categorized Requirements) is the realization of the topic landscape approach. Since ReCaRe is still a prototype, we focused ReCaRe on the basic use case of classifying text. Currently, ReCaRe cannot extract information from figures or tables. Our later investigated specifications contain some requirements, which consist only of figures or tables (see also Section III-B), so these requirements cannot be classified correctly with the current version of ReCaRe.

The general user interaction options available with ReCaRe are described in Section II-C.

Figure 2 shows the individual processing steps of ReCaRe. The chosen pre-processing, post-processing and classification steps have many alternatives, but after a comparison, we got the best results in previous work [4] with the illustrated setting for German natural-language specifications from Mercedes-Benz. We reuse this setting in the current work, since the evaluated specifications in the experiment have the same characteristics.

In ReCaRe we assume that a requirement can be classified to multiple topics. Therefore, we train a binary classifier for each topic, which decides if a requirement is relevant or not for a certain topic. The used classification algorithm called support vector machines is described in Section II-B. The classifier is based on the work of Witten et al. [5] and more details to the classifier can be found there.

As shown in Figure 2, we consider the following pre- and post-processing steps to improve the classification results:

Hollink et al. [6] describe k-gram indexing in detail. In short, each word of the requirement is separated in each ongoing combination of k letters and the classifier is then
trained with these k-grams instead of the whole words. For example, a k-gram indexing with \( k = 4 \) separates the word “require” to “requ”, “equi”, “quir”, “uire”. For the evaluated specifications in [4], \( k = 4 \) led to the best results.

The first post-processing step called “topic generalization” takes the structure of Mercedes-Benz specifications into account. All specifications at Mercedes-Benz are written using a template, which provides a generic structure and general requirements, and are later filled with system specific contents. Because of this structure, we assume that if a heading was assigned to a topic, then we can also assign each requirement and subheading under the heading to this topic. This is also the only way, besides the thereafter following “Recall+” approach, to correctly assign requirements to topics, which only consist of a figure or table, because ReCaRe has currently no potential to get information out of figures or tables.

Finally, there is also a possible review or ReCaRe specific enhancement: As part of the of topic visualisation, we also need to provide the ReCaRe-user with the context around of each requirement in each topic, so that the reviewer understands where in the document the specific requirement comes from. This is done by linking the requirement of the topic to the full document. So, the reader has also an awareness of the surrounding requirements during the review. Because of this, we assume that if in a later stage of the analyses an unclassified requirement is within a certain structural distance to correctly classified requirements, we can also count this requirement as classified. We call this assumption “Recall+” because it influences only this specific measure later in the evaluation. Until now, Recall+ is not proven in experiments with ReCaRe-users, therefore we also want to evaluate this thesis in the current experiment. As explained, this post-processing step is only an enhancement to the performance analysis of the ReCaRe classification and doesn’t improve the classification algorithms itself as, for example, the topic generalization.

B. Support Vector Machines (SVM)

The support vector machine approach works in ReCaRe as follows (based on [5], [7]): A nonlinear mapping is used to transform the training data into a higher dimension. Within this new dimension, the classifier searches for the optimal separating hyperplane, which separates the class of topic relevant and topic irrelevant requirements. If a sufficiently high dimension is used, data from two classes can always be separated by a hyperplane. The SVM finds the maximum-margin hyperplane using support vectors and margins. The maximum-margin hyperplane is the one with the greatest separation between the two classes.

The maximum-margin hyperplane can be written as [5]:

\[
x = b + \sum_{i \text{ is support vector}} \alpha_i \cdot y_i \cdot a(i) \cdot a
\]

Here, \( y_i \) is the class value of training instance \( a(i) \), while \( b \) and \( \alpha_i \) are numeric parameters that have to be determined by the SVM. \( a(i) \) and \( a \) are vectors. The vector \( a \) represents a test instance, which shall be classified by the SVM.

C. User Interaction with ReCaRe

After the start of ReCaRe, the user chooses the documents to review and defines a list of topics. Thereafter, these documents are loaded and their objects (requirements or headings) are automatically classified to topics using the previous described mechanisms. Then, the user gets a statistic table of all topics, with their number of objects, considered documents and later annotated defects. In the next working step, the user chooses an interesting topic to review and gets a new view, called “topic view” (see Figure 3), including a table with all assigned requirements (1). In the topic view, he can fade in the whole document to an interesting requirement in an additional view, called “context view” (3) and can also document defects (2) concerning one or more requirements.

![Figure 3: Illustration of Topic View](image)

III. EVALUATION

After the introduction of the topic landscape and the tool ReCaRe this section describes an evaluation of the method and the tool. This evaluation was conducted with ten students. We were able to use original specifications of Mercedes-Benz, which were only little modified due to reasons of confidentiality. Based on three questions that should be answered by this evaluation and environmental constraints, we designed several experiments as explained in Section III-B.

A. Evaluation Questions

We define the following three evaluation questions for our experiment:

- (Q1) What is the benefit of using the topic landscape for review activities?
- (Q2) Is the typical accuracy of an automatic classification acceptable and what is the at least needed recall for reviewers?
(Q3) What is the influence of additional manual efforts to the results of an automatic classification?

In a previous experiment with students [9] we also evaluated Q1, but without the tool ReCaRe. Instead, we used the IBM Rational DOORS filter mechanism to show only requirements related to a specific topic. Unfortunately, this first experiment got us no statistically significant evidence for or against the benefit of the topic landscape approach (see [9]). Reasons are the insufficient tool-support with DOORS and other problems, like motivation loss of participants during the review. Nevertheless, we could extract many improvement ideas and lessons learned of this first experiment, which are now included in the current.

### B. Evaluation Design

The evaluation of the evaluation questions mentioned in the previous Section III-A was organized with ten students at the University of Ulm. During a time period of ten weeks, four different experiments were conducted. Each of these experiments included review tasks with and without the topic landscape. Table I gives an overview of the conducted experiments, which are explained in detail in this section.

All reviews are done on three data sets based on real specifications of Mercedes-Benz. The original specifications have to be altered due to confidentiality reasons such that the description of the functionality and the interfaces is still similar but contains dummy parameters and values, and the specifications are of reduced size. Each data set consists of a component specification (C-SP), two supplementary specifications and a reduced system specification (S-SP). The systems specified by the three data sets are a door control unit (DCU), an instrument cluster (IC) and a parctronic warn element (PWE). Table II shows some statistics on these data sets.

The student group was a mixture of three master students and seven last-year bachelor students. For the master students, the participation was a relevant course achievement, the bachelor students were reimbursed with money for their work. After the review tasks, the students have to model parts of the specifications with statecharts. These executable models are exchanged between student groups and mutually tested. This was another incentive for a good review performance, in order to find all noticeable problems in advance. Thus, although the participation was voluntary, the motivation was (also) driven by an external source.

In previous work [3], the distribution of different defect types is investigated based on many original review protocols of Mercedes-Benz. According to this distribution of defect types we injected 100 defects of different types into each data set described in Table II. The categorization in defect types is done using a quality model. This quality model is described in detail in [3]. Nevertheless, in this evaluation we concentrate on correctness, consistency, and completeness defects.

In contrast to the last experiment, where the students did the classification, we define the topics for each data set on our own and classify all documents manually. The identification of topics is done by two persons independently and then is merged into one list of topics for each data set. The classification of the requirements is done in a similar way. The two classifications are synchronized in a review session using Cohen’s Kappa [10] as a help. Cohen’s Kappa is a statistical measure to calculate the inter-rater agreement between two raters who each classify n items to x categories.

The results of the manual classification are also described in Table II in the last five rows. For example, for the DCU C-SP we categorized 880 of the 901 DOORS objects to topics. Since an object can be categorized to multiple topics, we made 5947 topic assignments to objects and we identified 141 topics for the whole DCU data set. The last two lines describe the number of objects with figures and tables and how manual annotations are concerned by these objects. This information is particularly interesting for experiment three and four, because ReCaRe can hardly classify these objects correct to topics, as described in Section II-A.

The evaluation of the topic landscape approach is done in the current. The results and lessons learned are summarized in Section III-B. Further experiments are planned in the future to gain more insights into the influence of additional manual efforts to the results of automatic classifications.

### Table I: Overview of Conducted Experiments

<table>
<thead>
<tr>
<th>experiment</th>
<th>task</th>
<th>data set(s)</th>
<th>classification</th>
<th>duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>conventional technical review</td>
<td>PWE, DCU</td>
<td>—</td>
<td>20 hours</td>
</tr>
<tr>
<td>2</td>
<td>review with topic landscape using ReCaRe</td>
<td>DCU, PWE</td>
<td>manual</td>
<td>20 hours</td>
</tr>
<tr>
<td>3</td>
<td>review in consideration of particular questions</td>
<td>IC</td>
<td>basic &amp; best practice automatic</td>
<td>2 hours</td>
</tr>
<tr>
<td>4</td>
<td>review in consideration of particular questions with the possibility to improve classification</td>
<td>IC</td>
<td>basic &amp; best practice automatic</td>
<td>4 hours</td>
</tr>
</tbody>
</table>
The quality of the machine learning algorithm is measured by the k-fold cross validation, which is a well known validation technique in data mining [11], [5], [12], [7]. The manually classified data sets are shuffled and split into k parts of equal size. k-1 of the parts are then used for training the classifier algorithm. With the trained classifier algorithm the remaining part of the data set is classified for evaluation.

This procedure is executed k times each time with a different part being held back for classification. After that, the complete process is repeated k times. The classification performance averaged over all k parts in k iterations characterizes the classifier. As shown by Witten et al. [5], using a value of 10 for k is common in research, so this value is used in this paper, too.

Since the main focus in the following experiments is on the performance and acceptance of the automatic classifying algorithm, the reviews are not carried out with the complete specification, but only with parts of it.

In addition, the students are again separated into two groups: One group gets the data set classified with the basic SVM algorithm (without pre- and post-processing), the other group gets the data set classified with SVM using also the k-gram indexing and topic generalization as described in II-A. We call the first setting the “basic” and the second setting the “best practices” approach. We identified this setting as the “best practices” approach. We identified this setting as best practices in previous work [4]. We used the third (so far unknown) data set IC for these last experiments.

The third experiment is a short review focused on specific questions like "Is the communication interface between the instrument cluster and other components in the component specification and the system specification consistently documented?". The review is done using the tool ReCaRe with the described automatic classification. For this part of the experiment the students meet in one room reviewing simultaneously for two hours.

The fourth and last experiment is similar to the previous one: The students get new specific questions to focus on during review. This time, the students have four hours of

<table>
<thead>
<tr>
<th>data set</th>
<th>Door Control Unit (DCU)</th>
<th>Instrument Cluster (IC)</th>
<th>Parctronic Warning Element (PWE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>requirements</td>
<td>C-SP 728</td>
<td>C-SP 580</td>
<td>C-SP 569</td>
</tr>
<tr>
<td></td>
<td>AVR 70</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>CTR 71</td>
<td>71</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>S-SP 346</td>
<td>349</td>
<td>115</td>
</tr>
<tr>
<td>words / requirement</td>
<td>13.0</td>
<td>13.3</td>
<td>12.9</td>
</tr>
<tr>
<td>headings</td>
<td>121</td>
<td>176</td>
<td>179</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>173</td>
<td>164</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>2.2</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>1.9</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>2.2</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>123</td>
<td>513</td>
<td>746</td>
</tr>
<tr>
<td></td>
<td>89</td>
<td>513</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>519</td>
<td>513</td>
<td>89</td>
</tr>
<tr>
<td>DOORS objects</td>
<td>901</td>
<td>754</td>
<td>746</td>
</tr>
<tr>
<td></td>
<td>83</td>
<td>123</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>89</td>
<td>89</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>519</td>
<td>513</td>
<td>513</td>
</tr>
<tr>
<td></td>
<td>192</td>
<td>192</td>
<td>192</td>
</tr>
<tr>
<td>objects to topics</td>
<td>880</td>
<td>472</td>
<td>524</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>89</td>
<td>71</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>419</td>
<td>340</td>
<td>115</td>
</tr>
<tr>
<td>topic assignments</td>
<td>5947</td>
<td>1975</td>
<td>2092</td>
</tr>
<tr>
<td></td>
<td>438</td>
<td>357</td>
<td>225</td>
</tr>
<tr>
<td></td>
<td>444</td>
<td>254</td>
<td>244</td>
</tr>
<tr>
<td></td>
<td>1930</td>
<td>1198</td>
<td>513</td>
</tr>
<tr>
<td>number of topics</td>
<td>141</td>
<td>99</td>
<td>94</td>
</tr>
<tr>
<td>figures and tables</td>
<td>34</td>
<td>38</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>influenced topic assignments</td>
<td>612</td>
<td>288</td>
<td>225</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>36</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>7</td>
<td>11</td>
</tr>
</tbody>
</table>

Table II: Data Set Statistics

The f-measure is calculated as follows:

\[
\text{f-measure} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}}
\]

a detailed description of each defect type. The training phase is necessary to reduce learning effects during the following experiments, to ensure a minimum level of experience with ReCaRe and the quality model, and to answer questions before the experiment starts.

The first experiment is a conventional technical review using ReCaRe to document the defects but without using the topic landscape. The students are divided into two groups and each student reviews one of the two systems DCU or PWE on his own for 20 hours within fourteen days. All defects are gathered in review meetings, one for each data set.

The second experiment is a review using ReCaRe and the topic landscape. The data sets are exchanged between the student groups. Again, each student reviews for 20 hours within fourteen days the documents of one data set accordingly to our quality model. After the conclusive review meeting, the students have to fill out a questionnaire about their assessment of normal reviews compared to a topic landscape review.

The fixed duration of 20 hours is requested in order to allow for an easier comparison of the students’ results, because otherwise the time and effort of the students differ too much and it is quite difficult to define reliable metrics like found defects per hour.

In the last two experiments, we evaluate the quality of an automatic categorization derived with the text classification mechanisms of ReCaRe described in Section II. In order to measure the performance of ReCaRe, the standard metrics from data mining and information retrieval research are used: recall and precision [5], [7], [8]. In this context, a perfect precision score of 1.0 means that every requirement that a classifier algorithm labeled with a topic does indeed belong to this topic. A perfect recall score of 1.0 means that for every topic, all requirements related to this topic are assigned with this topic. We will also use the f-measure (for example introduced by Witten et al. [5]) in these experiments, to have a single measure that characterizes the performance changes in the classification. The f-measure is calculated as follows:

\[
\text{f-measure} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}}
\]
time within one week and they are allowed to improve the classification manually by removing or adding new requirements to a topic. After a modification, the classification algorithm is run again for these topics to incorporate the changes. After this phase, the students filled out a second questionnaire for the last two experiments.

All four experiments are used to answer evaluation question Q1. Q2 is answered by experiment 3 and 4. The evaluation question Q3 can be answered by the last experiment. In the following subsection the gained results for each evaluation question are described in detail.

C. Evaluation Results

In the following subsections each evaluation question is answered by proving or disproving several hypotheses presented in each subsection.

1) Q1 - What is the benefit of using the topic landscape at review activities?: The evaluation question about the benefit of the topic landscape compared to normal reviews is answered by the following hypotheses:

- (H1) Reviews employing only the topic landscape are a full replacement for normal reviews.
- (H2) Reviews employing only the topic landscape achieve better results than normal reviews.
- (H3) The topic landscape is an useful aid for normal reviews.

The students answered to a question “The normal review can be replaced by a review with topic landscape” using a six-point Likert item (1 - totally agree, 6 - totally disagree) with an average value of 3.6. That means, they do slightly disagree. A closer look to the corresponding free text answer shows their objections: With foreign specifications, it is quite difficult to recognize the context of the requirements filtered by a topic which is important to avoid any misunderstandings. By using the “context view” (see Section II-C), this issue can be improved.

Defects that occur only in one requirement and are not related to other requirements can be found by a review with and without a topic landscape. Defects affecting a wider part of the specification (e.g. consistency defects), tend to be found more easily with the topic landscape (again according to the students’ answers).

Some kinds of defects might be easier to find without the topic landscape (e.g. unambiguity). Other kinds like traceability are expected to be much easier found with the topic landscape. Unfortunately, no traces are included in the investigated three data sets.

Hypothesis 2 has to be refuted. We are not able to find a significant performance improvement of reviews with topic landscape. Table III shows the number of found completeness, consistency and correctness defects. Again, one can see a wide range of found defects in each group and data set. Group 2 achieves better results with the topic landscape, group 1 doesn’t. Overall, group 1 found less defects compared to group 2 in both data sets. Both groups found at least in the PWE data set more defects than in the DCU data set.

This result is not very surprising. Because of our earlier experiment [9], we expected this result and therefore added another hypothesis, whether the topic landscape can be used as additional help beside normal reviews. According to the students’ answers, this hypothesis can be accepted. The students rated the question “Is it reasonable to use topic landscape as a supplement of a normal review for selective topics with regards to content?” with 2.7 average, again on a six-point Likert scale. They mentioned a more comfortable review experience for not too large topics with less than 70 requirements assigned and a better review performance when looking at requirements from different points of view dependent of the current topic. In addition, the students mention the inspection of requirements from different views depending on the topic and the clustering of relevant requirements on one spot as further benefits.

2) Q2 - Is the typical accuracy of an automatic classification acceptable and what is the at least needed recall for reviewers?: Question Q2 evaluates the automatic classification algorithm for a topic landscape. Since it is hardly possible to achieve 100% recall and/or precision.

The hypotheses regarding to the evaluation question Q2 are the following:

- (H4) A recall of 100% is not necessary because of the context in “Recall++”.
- (H5) Typical recall and precision values of 80% and 60% are sufficient to be accepted by the users.

As described earlier (in Section III-B), the automatic classification of the data set IC using SVM is done in two different ways: a basic and a best-practices approach. The overall recall and precision of the basic approach is 0.68 and 0.73. For the best-practices approach it is 0.80 and 0.50.

After the two-hour review, the students declared they used in average ten topics for the review. Five students complained that they did not find the necessary requirements in the supposed topics (lack of recall). This problem is absorbed by using the context view of each requirement, which supports hypothesis H4. The students indicate they needed 6 to 22 requirements in average around a requirement to understand it and to review its context. In previous work

| Table III: Found (and accepted) defects per participant of normal review (NR) and review with topic landscape (RTL). |
|-------------------------------------------------|-------|-------|-------|-------|
| data set | Group 1 | Group 2 |
| review kind | NR | RTL | NR | RTL |
| completeness | 4.25 | 7.75 | 11.33 | 13.67 |
| correctness | 6.5 | 6 | 3.33 | 3.67 |
| consistency | 15.75 | 8.5 | 16.67 | 23.83 |
| defects | 26.5 | 22.25 | 31.33 | 41.17 |
| varying from ... to ... | 14–48 | 11–40 | 24–41 | 12–61 |
with similar data sets [4], we calculated that including only three requirements using the described “Recall+” mechanism (see Section II-A) already improves the recall by over 10%. Indeed, recalculating the basic and best practices results with Recall+ for the participants’ minimum of 6, the recall improves for the basic approach to 0.87 and for the best practices to 0.91. If we also consider the objects containing figures and tables, which are difficult to impossible to categorize with ReCaRe (see Table II in Section III-B for details), at least the best practices approach includes almost all needed requirements to topics.

The low precision especially of the best-practices classification results in five statements about too many useless (wrong classified) requirements in the topics. Altogether, the participants are comfortable with the automatic classification, although it could be improved at several points (H5).

3) Q3 - What is the influence of additional manual efforts to the results of an automatic classification?: These possible improvements lead us to the last evaluation question Q3. The corresponding hypothesis is as follows:

- (H6) The manual topic modification by adding to or removing requirements from topics improves the classification algorithm.

The students added and removed several requirements to and from topics during their review activity. After each modification, the classification algorithm was started again. All participants added 290 requirements to and removed 96 requirements from 47 topics. Out of these 47 modified topics, recall and precision are improved for 29 topics with an average increase of 32.3% for the f-measure (details to the f-measure see Section III-B). For nine topics, the modifications caused only very little changes (f-measure changes less then 1%) and nine modified topics result in a worsening of recall and precision (with an average decrease of 14.5% for the f-measure).

IV. DISCUSSION

In this chapter we discuss the results of our experiment, the applicability in industrial practices of the topic landscape approach and threats to validity to our experiment.

A. Interpretation of Results

As with many software engineering topics, it is obvious that it is not possible to gain statistically significant results with ten participants. The results depend heavily on the individual performance of each person. Table IV shows the found (and by us accepted) defects of experiment 3 (two hour review). Since this experiment was done in one room at the same time while we observed the students, we are sure no student reviewed shorter or longer than expected. Nevertheless, the results vary from 5 to 20 defects which is a difference of factor four. By chance, the averages are comparable which is obviously not generalizable. E.g., for the four hour review (results see Table V), the average number of found defects of group 2 is again 11, but of group 1 it is only 6.8.

Another issue is that the problems treated by the topic landscape only occur in reviews of voluminous specifications. Therefore, it takes much longer to review such a specification. Thus, it is not possible to conduct many small inexpensive experiments instead of a few large experiments in the research area of review improvements (see also [9]).

In consequence, we did not (only) focus on the obtained numbers but we emphasized on the two questionnaires filled out by the students (See Section III-B).

Table IV: Found (and accepted) defects per participant of third experiment (two hour review).

<table>
<thead>
<tr>
<th>setting</th>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>participant</td>
<td>P1</td>
<td>P2</td>
</tr>
<tr>
<td>completeness</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>correctness</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>consistency</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>sum</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>average</td>
<td>10.8</td>
<td>11</td>
</tr>
</tbody>
</table>

Concerning Q1 we got the results that with some advantages and disadvantages for some defect types the topic landscape can replace the normal review. Unfortunately, there is no evidence for enough benefit to do a complete replacement. This is not surprising, since for many defect types, like unambiguity, correctness, testability, atomicity, a linear reading of the documents and searching for defects is the best choice. On the opposite, we got evidence from the experiment that a linear review with a mechanism, where you stop at one requirement and search the whole document for a particular topic related to the actual requirement helps to find certain defect types, like inconsistencies, easier.

We are aware that this evidence is not really strong, but this is due to the experiment environment with students not surprising. As we have already discussed before and will discuss in the threats to validity, this experiment setting leads to certain disadvantages. One of the main problem is that the topic landscape approach is developed for far bigger document sets with many documents. In the experiment data sets, which are rather small and contain only four documents to not overburden the students, it is still possible for the students to remember most of the requirements by linear
reading and find inconsistencies and incompleteness between them. In a real industrial setting with up to 3.000 pages this is not possible for the reviewer. This circumstance could not be simulated in the experiment.

Nevertheless, we believe, that the current experiment justifies further experiments with the topic landscape, especially in industrial environments.

B. Applicability in Industrial Practice

Questions Q2 and Q3 addressed the applicability of our approach in industrial practice: To use the topic landscape in real world projects, it is necessary that the classification of requirements to topics is done automatically. In a previous work [4] we showed that such an automatic classification is possible with ReCaRe with sufficient results, at least in comparison to other research concerning text classification and information retrieval. This evaluation now indicates that the automatic classification is also sufficient for review tasks. Although this evidence is biased by the above discussed problems of the comparability between the experiment and industrial environment, we believe that ReCaRe can be applied in industry. Especially, because we also got the result that the topic classification can be strongly improved with only minor manual changes.

C. Threats to Validity

In this section, the threats to validity are discussed. Therefore, we use the classification of validity aspects from Runeson et al. [13] on construction validity, internal validity, external validity, and reliability.

Construction & Internal Validity. One obvious threat is the manual classification. It is questionable - there is no unique classification and it is reviewer dependent - which requirements must be considered as belonging to a topic. We mitigated this threat, by introducing a process using Cohen’s Cappa for the manual classification tasks (See Section II-A) for details

Furthermore, the students’ efficiency and performance depend on each individual within a broad range. Some people perform 10–20 times better than others. This discrepancy can be best equalized with many participants. According to our experience, it is difficult to find a large amount of students for a voluntary course.

Also, the participants might have different experiences with the review process itself. We preceded the experiment with a short introduction phase to face this problem. The students had to pass a review of a small example specification document in order to get used to ReCaRe, our quality model and the review process itself.

Concerning also the experience, during the empirical study, the students certainly gain experience during the multiple review tasks in the experiment. In order to avoid a too large learning effect, we prepared three different data sets and exchanged these sets among the students after each phase. Nevertheless, there will be a small learning effect, because e.g. all three data sets are within the same domain and describe a component in a similar structure.

Another point, is the missing quality information about the data sets, since it is not possible to avoid mistakes in such large textual documents during the writing phase. And indeed, the students found a lot of defects not injected by us. We do not see, how to avoid this aspect when using real documents without spending a tremendous amount of time in a pre quality check. A similar problem is, that we can only do a subjective estimation, whether all three data sets and the injected defects are equal difficult and complex. This circumstance results in a more realistic study but also introduces some uncontrollable variables.

Last, ReCaRe is still considered as a prototype. Therefore, some helpful additional features are missing, for example a search function. This resulted in some motivation losses for the participants, but didn’t considerably bias the results.

External Validity. There are limitations in the transferability of our results on German, natural language specifications drawn from the Mercedes-Benz passenger car development to specifications from other industries because of different specification structures, the content and complexity of the specifications, and other company specific factors.

Reliability. The topic landscape and the manual classification is person dependent. So a replication of the experiment would result in a slightly different number of topics and classification of requirements to them.

V. RELATED WORK

In this section, we discuss research on reviews and approaches to support or improve the review process. Afterwards, we present existing research on the classification of requirements and talk about the different use cases and benefits to do these classifications.

The initial work about reviews was done by Fagan [14]. Since then, there have been many further developments of the review process. Aurum et al. [15] give an overview of the progress in the review process from Fagan’s initial work until 2002. Gilb and Graham [16] provide a thorough discussion about reviews, including case studies from organizations using reviews in practice.

As stated before, the benefit of the review of natural language specifications becomes limited because of the increasing size and complexity of the documents to be checked. To overcome these obstacles, much research has been done until now to automatically search for special kinds of defects in the natural language specification or to support the review process with preliminary analyses. Some examples are listed below:

The ARM tool by Wilson et al. [17] automatically measures and analyzes indicators to predict the quality of the documents. These indicators are separated in categories for
individual specification statements (e.g. imperatives, directives, weak phrases) and categories for the entire specification (e.g. size, readability, specification depth).

The tool QuARS by Gnesi et al. [18] automatically detects linguistic defects like ambiguities, using an initial parsing of the requirements.

The tool CARL from Gervasi and Zowghi [19] automatically identifies and analyzes inconsistencies of specifications in controlled natural language. This is done by automatic parsing of natural language sentences into propositional logic formulae. The approach is limited by the controlled language and the set of defined consistency rules.

Similar to Gervasi and Zowghi, Moser et al. [20] automatically inspect requirements with rule-based checks for inconsistencies. Unfortunately, in their approach the specifications must be written in controlled natural language.

The following research focuses on the classification of requirements for multiple purposes:

Moser et al. [20] are using a classification of requirements as an intermediate step during the check of requirements with regard to inconsistencies.

Gnesi et al. [18] create a categorization of requirements to topics as a byproduct during the detection of linguistic defects.

Hussain et al. [21] developed the tool LASR that supports users in annotation tasks. To do this, LASR automatically classifies requirements to certain annotations and presents the candidates to the user for the final decision.

Song and Hwong [22] report about their experiences with manual categorizations of requirements in a contract-based system integration project. The contract for this project contains over 4,000 clauses, which are mostly contract requirements. They state the need of categorization of these requirements for the following purposes: The identification of requirements of different kinds (e.g. technical requirements) and to have specific guidelines for developing and analyzing these requirement types. The identification of non-functional requirements for architectural decisions and to identify the needed equipment, its quantity and permitted suppliers. To identify dependencies among requirements, especially to detect risks and for scheduling needs during the project.

In addition, Knauss et al. [11] report the importance for many specifications nowadays, to classify the security-related requirements early in the project, to prevent substantial security problems later. Therefore, they automatically classify security relevant requirements in specifications with Naive Bayesian Classifiers. They got the results that using the same specification as training and testing leads to satisfying results. The problem is getting sufficient training data for a new specification from other/older specifications in order to get useful results in practice.

One probably feasible way to get sufficient training data is the approach of Ko et al. [23]. They use Naive Bayesian Classifiers to automatically classify requirements to topics, but they also automatically create the training data to do that. The idea is to define each topic with a few keywords and then use a cluster algorithm for each topic to get resulting requirements, which are then used to train the classifiers. The evaluation results of this approach are promising, but the evaluation was only done by small English and Korean specifications (less than 200 sentences).

VI. SUMMARY & FUTURE WORK

During this work, we showed the essential problem of ensuring the quality in large and complex natural language requirement specifications with reviews and, with the topic landscape, we presented (realized in ReCaRe) a promising solution to mitigate this problem. ReCaRe automatically classifies requirements to topics and therefore supports the reviewer by finding defects, especially completeness and consistency defects.

In an experiment with ten students investigating three data sets originating from Mercedes-Benz, we evaluated first, if the topic landscape has benefits for reviewing tasks. There, we got evidence that the topic landscape is an useful aid to normal review activities. Further, we investigated the usability of this approach in practice: Is the performance of an automatic classification, as commonly derived with ReCaRe, acceptable for reviewers’ tasks? This is a valid question, because an automatic classification does not necessary assign each relevant requirement to each topic and will always assign additionally not relevant requirements. We also got positive results to this thesis.

Consequently, we got enough positive indicators from this work to justify a pilot study with ReCaRe in an industrial environment and will therefore conduct an experiment in cooperation with Mercedes-Benz with developers reviewing real specification in the near future.
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