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Abstract

A challenge for any enterprise is to ensure conformance of its business processes with imposed compliance rules. Usually, the latter may constrain multiple perspectives of a business process, including control flow, data, time, resources, and interactions with business partners. Like for process modeling, intuitive visual languages have been proposed for specifying compliance rules. However, business process compliance cannot completely be decided at design time, but needs to be monitored during run time as well. In previous work we introduced the extended Compliance Rule Graph (eCRG) language that enables the visual monitoring of business process compliance regarding the control flow, data, time, and resource perspectives as well as the interactions a process has with business partners. This technical report introduces an operational semantics of the eCRG language. In particular, the state of a visual compliance rule is reflected through markings and annotations of an eCRG. The proposed operational semantics not only allows detecting compliance violations at run-time, but visually highlights their causes as well. Finally, it allows providing recommendations to users in order to proactively ensure for a compliant continuation of a running business process.

This work was done within the research project C³Pro funded by the German Research Foundation (DFG) under project number RE 1402/2-1.
1 Introduction

The correctness of business process models has been intensively discussed in literature for more than a decade [1–3]. While earlier work focused on syntactical correctness and soundness constraints (e.g., absence of deadlocks and lifelocks), the compliance of business processes with semantic constraints has been increasingly considered during the last years [4, 5]. Usually, compliance rules stem from domain-specific constraints, e.g., referring to corporate standards, legal regulations or evidenced best practices [6, 7], and need to be ensured in all phases of the process life cycle [8, 9].

Approaches dealing with the compliance of business processes during their execution are covered by the notion of compliance monitoring. In order to detect and report run-time violations of compliance rules, events of running business process instances need to be considered (cf. Fig. 1). Note that two kinds of monitoring need to be distinguished: reactive and proactive monitoring. Regarding reactive monitoring, the process-aware information system only reports a compliance violation once it has occurred. In turn, proactive monitoring aims to proactively prevent potential compliance violations that might occur during the further course of process execution; e.g. by suggesting appropriate tasks that still need to be executed to meet the compliance rule.

A multitude of approaches focusing on compliance monitoring at run-time were introduced during the last years [11–13]. While early suggestions focused on the control flow perspective, later proposals for monitoring compliance considered additional process perspectives as well [14, 15]. In particular, the data, resource, and time perspectives have been addressed. Other approaches, in turn, have focused on the traceability of compliance violations [10, 16]. Furthermore, [5] proposed 10 fundamental compliance monitoring functionalities (CMFs) that may be used to compare existing approaches for monitoring business process compliance. In this context, the authors stated that existing approaches do not provide a satisfactory solution that combines an expressive language with full traceability capabilities [5].

To close this gap, this report introduces an operational semantics for the extended Compliance Rule Graph (eCRG) language. The latter has been introduced in [17, 18] and enables...
the visual monitoring of business process compliance. In particular, the operational semantics annotates eCRGs with text, colors and symbols. In order to deal with compliance rules, which are triggered multiple times during the execution of a business process instance, the operational semantic creates and annotates multiple instances of an eCRG in parallel. The annotated instances of an eCRG not only indicate compliance violations, but may be also utilized for recommending the next process steps (i.e. activities), whose execution will ensure compliance. Furthermore, they provide a suitable basis for compliance metrics. Note that the eCRG language is a powerful visual notation for compliance rules that adequately supports the control flow, data, time, and resource perspectives as well as interactions with business partners. Consequently, this report not only provides the operational basis for monitoring control flow constraints, but enables the monitoring of the latter perspectives as well. Altogether the provided operational semantics provides the basis for

– utilizing the eCRG language for monitoring business process compliance during process execution.
– monitoring the conformance with compliance rules related to any process perspective; i.e., the control flow, data, time, resource perspectives as well as the interactions a process has with business partners.
– dealing with compliance rules, which are are triggered multiple times.
– reasoning about the violation of compliance rules – reactively & proactively.
– specifying compliance metrics and measures.

The remainder of this report is structured as follows: Section 2 discusses related work. Section 3 provides a motivating example. Backgrounds on the extended Compliance Rule Graph (eCRG) language are introduced in Section 4. Section 5 provides an operational semantics for the eCRG language. In particular this operational semantics formally specifies the transitions between the states of compliance rules. In turn, Section 6 evaluates and classifies the compliance of an eCRG. Furthermore, the specification of compliance metrics and measures is introduced as well as the provision of recommendations to users. Finally, Section 7 concludes the paper and provides an outlook on future research.
2 Related Work

For a decade, business process compliance has increasingly gained attention and several surveys have been published in the meantime (e.g., [19, 8, 20, 21, 5]). Along this trend, interest in compliance monitoring and continuous auditing [12] has grown as well. For example, [11] enriches process models with a semantic layer of internal controls. In [13, 22], in turn, the detailed architectures of an online auditing tools (OLAT) are described. An OLAT allows monitoring the operations of an organization in detective, corrective and preventive modes. The spectrum of techniques applied for compliance monitoring is wide spread: Behavioural profiles [23] utilize ordering relations in this context, whereas Supervisory Control Theory [24] prevents users from performing actions leading to compliance violations. Furthermore, visual declarative constraints [25], which are transformed into Event Calculus and Linear Temporal Logic (LTL), have shown increasing popularity. Fuzzy conformance checking [26] calculates an evaluation score that indicates how much the observed process instance complies instead of providing a simple yes/no answer.

In order to enable fine-grained compliance diagnostics at run-time, Compliance Rule Graphs [10] and colored automata [16] have been suggested. However, both mainly focus on control flow perspective. In turn, [5] compares approaches for monitoring business process compliance based on 10 compliance monitoring functionalities (CMF). In particular, it is emphasized that existing approaches do not provide a satisfactorily solution that combines an expressive language (CMF 1-5) with full compliance traceability (CMF 8+9). Table 1 summarizes the results from [5].

<table>
<thead>
<tr>
<th>Approach</th>
<th>CMF 1 time</th>
<th>CMF 2 data</th>
<th>CMF 3 resources</th>
<th>CMF 4 non-atomic</th>
<th>CMF 5 life-cycle</th>
<th>CMF 6 multi-instance</th>
<th>CMF 7 reactive mgmt</th>
<th>CMF 8 proactive mgmt</th>
<th>CMF 9 root cause</th>
<th>CMF 10 compl. degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mubicon LTL [16]</td>
<td>+/-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+/-</td>
</tr>
<tr>
<td>Mubicon EC [25, 15]</td>
<td>+</td>
<td>+/-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+/-</td>
<td>+/-</td>
</tr>
<tr>
<td>ECE Rules [26]</td>
<td>+</td>
<td>+/-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+/-</td>
<td>+/-</td>
</tr>
<tr>
<td>SCT [24]</td>
<td>+/-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SeaFlows [10]</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+/-</td>
<td>+/-</td>
</tr>
</tbody>
</table>

As opposed to the approaches described above, [27] monitors performance measures in the context of artifact-centric process models. In turn, [28, 14, 29] provide techniques to a posteriori verify the compliance of execution logs with a set of constraints. Some of these approaches not only focus on the control flow perspective, but take the time perspective [14] or resource perspective [28] into account as well.

A priori or design time compliance checking has been addressed by a multitude of approaches for a long time. Most of them apply model checking techniques (e.g., [30–33]). In addition, some of these design time approaches use visual compliance rules and not only consider the control flow perspective, but the data, interaction or time perspectives as well. Other compliance checking approaches, in turn, are based on Petri-Nets [34] and Mixed-Integer Programming [35].

Finally, there are few frameworks, which address the integration of business process compliance throughout the entire process lifecycle [9, 36, 8, 37, 38].
3 Motivating Example

This section introduces a motivating example, which refers to the event log from Fig. 2 and deals with an order-to-delivery process. The latter is subject to three compliance rules, which stem from internal guidelines.

Note that compliance rule $c_1$ is satisfied in one case, but violated in another. In particular, the depicted log refers to two different request items related to customers Mr. Smith and Mrs. John. These items, in turn, trigger two different instances of compliance rule $c_1$. In both cases, the amount is greater than 10,000€ and hence a solvency check is required. However, the latter was only performed for the request item of Mr. Smith, but not for the one of Mrs. John (i.e., $c_1$ is violated in the latter case). Besides the violation of $c_1$, compliance rule $c_2$ is violated twice as well. While the violated instance of rule $c_1$ will never be successfully completed, the violations of $c_2$ still may be healed by informing the agent, who sent the requests, about the results of the approvals.

The compliance rule examples further indicate that solely monitoring control flow dependencies between tasks is not sufficient in order to ensure compliance at run-time. In addition, constraints in respect to the data, time and resource perspectives of a business process as well as the interactions this process has with partner processes must be monitored [39, 21, 17, 18]. For example, the data perspective of compliance rule $c_1$ is addressed by the request item and its amount. In turn, receiving the request item (cf. $c_1$) represents an interaction with a business partner. The phrase ”by different staff members” deals with the resource perspective, whereas the condition ”at max three days” refers to the time perspective. To meet practical demand, compliance monitoring must not abstract from these process perspectives.

<table>
<thead>
<tr>
<th>#</th>
<th>date</th>
<th>time</th>
<th>type</th>
<th>id</th>
<th>details</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>1/7/2013</td>
<td>15:27</td>
<td>receive</td>
<td>124</td>
<td>Request</td>
</tr>
<tr>
<td>38</td>
<td>1/7/2013</td>
<td>15:27</td>
<td>write</td>
<td>124</td>
<td>customer = Mr. Smith</td>
</tr>
<tr>
<td>39</td>
<td>1/7/2013</td>
<td>15:27</td>
<td>write</td>
<td>124</td>
<td>amount = 15.000€</td>
</tr>
<tr>
<td>40</td>
<td>1/7/2013</td>
<td>15:27</td>
<td>end</td>
<td>124</td>
<td>Request</td>
</tr>
<tr>
<td>55</td>
<td>1/7/2013</td>
<td>16:03</td>
<td>receive</td>
<td>592</td>
<td>Request</td>
</tr>
<tr>
<td>56</td>
<td>1/7/2013</td>
<td>16:03</td>
<td>write</td>
<td>592</td>
<td>customer = Mrs. John</td>
</tr>
<tr>
<td>57</td>
<td>1/7/2013</td>
<td>16:03</td>
<td>write</td>
<td>592</td>
<td>amount = 27.000€</td>
</tr>
<tr>
<td>67</td>
<td>1/7/2013</td>
<td>18:03</td>
<td>end</td>
<td>592</td>
<td>Request</td>
</tr>
<tr>
<td>77</td>
<td>2/7/2013</td>
<td>15:43</td>
<td>start</td>
<td>234</td>
<td>SolvencyCheck (Mrs. Brown)</td>
</tr>
<tr>
<td>78</td>
<td>2/7/2013</td>
<td>15:43</td>
<td>read</td>
<td>234</td>
<td>customer = Mr. Smith</td>
</tr>
<tr>
<td>79</td>
<td>2/7/2013</td>
<td>15:54</td>
<td>write</td>
<td>234</td>
<td>rating = high</td>
</tr>
<tr>
<td>80</td>
<td>2/7/2013</td>
<td>15:55</td>
<td>end</td>
<td>234</td>
<td>SolvencyCheck</td>
</tr>
<tr>
<td>91</td>
<td>2/7/2013</td>
<td>18:13</td>
<td>start</td>
<td>453</td>
<td>Approval (Mr. Muller)</td>
</tr>
<tr>
<td>92</td>
<td>2/7/2013</td>
<td>18:14</td>
<td>read</td>
<td>453</td>
<td>customer = Mr. Smith</td>
</tr>
<tr>
<td>93</td>
<td>2/7/2013</td>
<td>18:14</td>
<td>read</td>
<td>453</td>
<td>rating = high</td>
</tr>
<tr>
<td>94</td>
<td>2/7/2013</td>
<td>18:17</td>
<td>write</td>
<td>453</td>
<td>result = granted</td>
</tr>
<tr>
<td>95</td>
<td>2/7/2013</td>
<td>18:18</td>
<td>end</td>
<td>453</td>
<td>Approval</td>
</tr>
<tr>
<td>96</td>
<td>2/7/2013</td>
<td>18:19</td>
<td>start</td>
<td>642</td>
<td>Approval (Mrs. Brown)</td>
</tr>
<tr>
<td>97</td>
<td>2/7/2013</td>
<td>18:20</td>
<td>read</td>
<td>642</td>
<td>customer = Mrs. John</td>
</tr>
<tr>
<td>98</td>
<td>2/7/2013</td>
<td>18:23</td>
<td>write</td>
<td>642</td>
<td>result = granted</td>
</tr>
<tr>
<td>99</td>
<td>2/7/2013</td>
<td>18:23</td>
<td>end</td>
<td>642</td>
<td>Approval</td>
</tr>
</tbody>
</table>

Compliance rules

- $c_1$: When a request item with an amount greater than 10,000€ is received from an agent, the request must not be approved unless the solvency of the respective customer was checked. The latter task must be started at max three days after the receipt. Further, task approval and task solvency check must be performed by different staff members.

- $c_2$: After approval of a request item, the agent must be informed about the result within one days.

- $c_3$: After starting the production related to a particular order the latter may only be changed by the head of production.

Fig. 2: Event log of order-to-delivery processes and compliance rules
4 Fundamentals of Extended Compliance Rule Graphs

This paper utilizes the extended Compliance Rule Graph (eCRG) language for compliance monitoring. Since this language is based on the Compliance Rule Graph (CRG) language, we first introduce CRGs before presenting eCRG fundamentals.

4.1 Compliance Rule Graphs

The Compliance Rule Graph (CRG) language was introduced in [40, 10, 41]. It allows for the visual modeling of compliance rules that focus on the control flow perspective (i.e., sequence flow) of business processes. A CRG corresponds to an acyclic graph that consists of an antecedence pattern as well as one or multiple related consequence patterns. Both kinds of patterns are modeled using occurrence and absence nodes, which either express the occurrence or absence of events (e.g. events related to the execution of a particular task). Furthermore, the edges connecting these nodes express control flow dependencies.

As illustrated in Fig. 3, an event trace (i.e., a finite sequence of events related to the same process instance) is considered as compliant with a CRG iff for each match of the antecedence pattern there is at least one corresponding match for one of the consequence patterns. In turn, a trace is considered as trivially compliant iff there is no match of the antecedence pattern at all. As example consider the CRG from Fig. 3. It expresses that for each B not preceded by an A, a D must occur. Further, there must be no C that precedes B and D.

![Fig. 3: CRG example and semantics [8]](image)

4.2 Extended Compliance Rule Graph

The CRG language focuses on the control flow perspective of compliance rules, but ignores other perspectives. In [17, 18], therefore, we introduced the extended Compliance Rule Graph (eCRG) as a visual language for modeling compliance rules not only covering the control flow perspective, but providing integrated support for the resource, data and time perspectives as well as for interactions with business partners. To cover these various perspectives, the eCRG language allows for attachments in addition to nodes and connectors (i.e. edges). Thereby, nodes refer to entities (e.g. a data object) or events, whereas edges and attachments are used to refine the nodes or edges they are affiliated to. Furthermore, an eCRG may contain instance nodes referring to particular objects, which exist independently from the respective rule (e.g. Mr. Smith, postnatal ward, physician). Hence, instance nodes are neither part of...
the antecedence nor the consequence pattern, but constitute the instance pattern. Fig. 4 gives an overview of the elements of the eCRG language.

The elements of the eCRG language are partitioned into the control flow, data, time, resource and interaction perspectives that will be described in the following in more detail (cf. Fig. 4).

Control flow perspective. Modeling the control flow perspective of compliance rules is supported through four kinds of task nodes, i.e., antecedence occurrence, antecedence absence, consequence occurrence, and consequence absence task nodes. Based on these nodes it can be expressed whether or not particular tasks shall be executed. In addition, two kinds of sequence flow connectors are provided that allow constraining the execution sequence of tasks. Note that the absence of a sequence flow indicates parallel flow. Furthermore, exclusive connectors express mutual exclusion of the tasks they refer to. Finally, alternative connectors express that at least one of the connected tasks must occur.

Interaction perspective. The interaction perspective supports the exchange of messages with business partners. According to task nodes, four kinds of sending and four kinds of receiving message nodes are provided, i.e., antecedence occurrence, antecedence absence, consequence occurrence, and consequence absence nodes.

Time perspective. The eCRG language offers the following elements for modeling the time perspective: point-in-time nodes, time condition attachments, and time distance connectors. Point-in-time nodes express a particular date or point-in-time (e.g. 26th October 2014). Time conditions, in turn, may be attached to task nodes and sequence flow connectors to constrain the duration of a task or the time distance between task nodes, message nodes and point-in-time nodes. Finally, time distance connectors allow constraining the time distance without implying a particular sequence.
Data perspective. Data container nodes and data object nodes support the modeling of the data perspective in eCRGs. Furthermore, data flow connectors, data relation connectors and data condition attachments are provided. Data container nodes refer to process data elements or global data stores. By contrast, data object nodes refer to particular data values and data object instances. Both kinds of data nodes may be part of the antecedence or consequence pattern, or represent a particular data container and data object, respectively. Data flow connectors define which process tasks read or write which data objects or data containers. To constrain data containers, data objects and data flow, data conditions may be attached. In turn, data relation connectors allow comparing data objects.

Resource perspective. For modeling the resource perspective of compliance rules, resource nodes are provided, i.e., staff member, role, group, and organizational unit nodes. Similar to task nodes, resource nodes may be part of the antecedence or consequence pattern. Alternatively, they may represent a particular resource instance (e.g. Mr. Smith, postnatal ward, physician). To specify dependencies among resources, resource relation connectors are provided. In turn, resource condition attachments constrain a particular resource node. Finally, the performing relation indicates the performer of a task node.

Fig. 5 applies the eCRG language in order to model the compliance rules from our motivating example in Section 3, which have been presented in verbalized form in Fig. 2. In particular, Fig. 2(c1) addresses all process perspectives, i.e., the control flow, data, time and resource perspectives as well as interactions with business partners. In turn, Fig. 2(c2) does not refer to the resource perspective, whereas time and interaction perspectives are not addressed in Fig. 2(c3).
A formal specification of an eCRG is provided in Def. 1 (for a more detailed definition of eCRGs including a formal definition of $\phi$ see [42]).

**Definition 1 (Extended Compliance Rule Graph (eCRG)).**

Let $T$ be the set of points in time, $R$ be the set of human resources, and $\Omega$ be the set of all data objects. Then: An extended Compliance Rule Graph (eCRG) is a tuple $\Psi = (N, E, \phi, \text{type}, \text{src}, \text{tgt}, \text{at}, \text{pt})$ with

- $N := T \cup MN \cup O \cup C \cup R \cup P$ being the set of nodes that may be partitioned into the sets of task nodes $T$, message nodes $MN$, data object nodes $O$, data container nodes $C$, resource nodes $R$, and point-in-time nodes $P \subset T$.
- $E := s^f \cup d^f \cup p^m \cup r^r$ being the set of edges that may be partitioned into the sets of sequence flow edges $s^f$, data flow edges $d^f$, performing relations $p^m$, and resource relations $r^r$.
- $\phi := d^c \cup t^c \cup r^r$ being the set of attachments that may be partitioned into the sets of data conditions $d^c$, time conditions $t^c$, and resource conditions $r^r$.
- $\text{type} : T \cup MN \cup d^f \rightarrow T$ mapping each task node (message node, data flow edge) to a task type (message type, parameter name),
- $\text{src} : E \rightarrow N$ (tgt : $E \rightarrow N$) mapping each edge to its source (target) node,
- $\text{at} : \phi \rightarrow N \cup E$ mapping each attachment to the underlying node or edge it is attached to, and
- $\text{pt} : N \cup E \cup \phi \rightarrow \{AO, AA, CO, CA, I\}$ mapping each element of an eCRG to the corresponding pattern.

Further:

- $\Lambda_{\Psi} := N \cup E \cup \phi$ is the set of all elements,
- $\Gamma_{\Psi} := T \cup MN$ is the set of task and message nodes,
- $\phi_{\Psi} : \Lambda_{\Psi} \rightarrow \Lambda_{\Psi}$ maps each element to its affiliation; i.e., the element to which it is affiliated$^3$.
- For each set $X \subset \Lambda_{\Psi}$ of elements of an eCRG and each pattern $y \in \{AO, AA, CO, CA, I\}$, we define $X^y := \{x \in X | pt(x) = y\}$ as the pattern $y$ of $X$.

Function $pt$ partitions the elements of an eCRG in five patterns, which are the instance pattern ($I$) as well as the antecedence occurrence ($AO$), antecedence absence ($AA$), consequence occurrence ($CO$), and consequence absence ($CA$) patterns. Dependencies among these patterns are shown in Fig. 6, whereas the lower ones depend on the upper ones they

![Diagram](image-url)
are connected to. Based on the latter, Def. 2 formally specifies how connected elements constrain and depend on each other. In particular, a node, edge or attachment $\lambda_1$ depends on another element $\lambda_2$, if they are connected and the pattern of $\lambda_1$ depends on the one of $\lambda_2$. For example, task node production depends on its outgoing sequence flow edge in Fig. 5(c3). In turn, in Fig. 5(c3), message node request does not depend on both outgoing sequence flows. Instead, the latter depend on the message node.

**Definition 2 (Pattern Dependency Order).**

Let $\Psi = (N, E, \circ, \text{type}, \text{src}, \text{tgt}, \text{at}, \text{pt})$ be an eCRG and let $\lambda_1, \lambda_2 \in \Lambda_\Psi$ be two elements of the eCRG. Then:

- $\triangleright$ defines the partial dependency order over the set of patterns as specified in Fig. 6 (e.g. $I \triangleright AA$),
- We say $\lambda_1$ has a higher dependency level than $\lambda$ (i.e., $\lambda_1 \triangleright \lambda_2$), iff the pattern of $\lambda_1$ is greater than the one of $\lambda_2$ according to the dependency order $\triangleright$, i.e.,
  \[ \lambda_1 \triangleright \lambda_2 \Leftrightarrow \text{pat}(\lambda_1) \triangleright \text{pat}(\lambda_2) \]
- and $\preceq$, $\succeq$, $\triangleleft$ and $\trianglerighteq$ are defined accordingly.
5 eCRG Operational Semantics

This section introduces the operational semantics of the eCRG language that enables visually monitoring business process compliance at run-time. As discussed in Section 1, the latter is based on event streams that occur during the execution of business processes. In particular, compliance monitoring shall detect or, if possible, prevent compliance violations. For this purpose, first of all, Section 5.1 introduces the different events that are supported. Second, the fundamental states of a compliance rule are introduced in Section 5.2. Third, Section 5.3 specifies markings that annotate the elements of an eCRG with text, colors and symbols. Finally, Section 5.4 specifies the processing of events and discusses how the latter evolve and unfold markings of an eCRG (cf. Section 5.4).

5.1 Events

As this report addresses compliance monitoring in respect to multiple process perspectives, we not only monitor events that refer to the start and end of tasks. In addition, we consider events that correspond to the sending and receiving of messages as well as data flow events that log how activities read from and write to data sources. Furthermore, events may include temporal information as well as information about involved resources.

Table 2 summarizes the event types supported by our approach. Note that each event includes the time it occurs as well as a unique id. The latter enables us to identify correlations between the start, end and data flow events related to the same task or message.

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task events</td>
<td>start(time, id, tasktype, performer)</td>
</tr>
<tr>
<td></td>
<td>end(time, id, tasktype, performer)</td>
</tr>
<tr>
<td>Message events</td>
<td>send(time, id, message)</td>
</tr>
<tr>
<td></td>
<td>receive(time, id, message)</td>
</tr>
<tr>
<td></td>
<td>end(time, id, message)</td>
</tr>
<tr>
<td>Data flow events</td>
<td>write(time, id, value → source)</td>
</tr>
<tr>
<td></td>
<td>read(time, id, value ← source)</td>
</tr>
</tbody>
</table>

Based on the events from Table 2, Def. 3 formally specifies event logs and streams.

**Definition 3 (Event Log or Event Stream).** Let $\mathcal{E}$ be the set of events (cf. Table 2) and let $\mathcal{T}$ be the discrete set of points in time. Then:

- $\mathcal{L} : \mathbb{N} \rightarrow \mathcal{E} \cup \{\varnothing\}$ is an event stream or event log.
- $\text{time} : \mathcal{E} \rightarrow \mathcal{T} : \text{time}(\text{event}(\vartheta, \ldots)) := \vartheta$ maps each event to the corresponding point-in-time.

Note that we assume that event streams are correct; i.e., they do not deviate (cf. [43]) from the real process, ids are unique, and events are provided in an ascending order (i.e., $\forall i, j \in [1..\text{pos}_\mathcal{L}] : i < j \Rightarrow \text{time}(\mathcal{L}(i)) \leq \text{time}(\mathcal{L}(j))$).

5.2 States of Compliance Rules

When monitoring the compliance of running process instances, compliance rules take varying states [10, 8]. Fig. 7 outlines the states that are supported by our approach. The most
fundamental state is \texttt{NOTActivated}, i.e., the compliance rule does not concern the running process instances until now. The opposite state \texttt{Activated} means that the compliance rule affects the process instance and includes the sub-states \texttt{TempSatisfied} and \texttt{TempViolated}. \texttt{TempSatisfied} is further partitioned into \texttt{Violable} and \texttt{Satisfied}, whereas \texttt{TempViolated} includes the sub-states \texttt{Pending} and \texttt{Violated}. As explained by our motivating example in Section 3, business process can multiply trigger (i.e. activate) compliance rule. Hence, a compliance rule can be in state \texttt{Activated} multiple times as indicated by superscript "+". Note that each of these activations of a compliance rule can take a different sub-state. For instance, the event log of our motivating example activates compliance rule $c_1$ twice (cf. Fig. 2). The first activation is \texttt{Satisfied}, whereas the second activation remains in state \texttt{Violated}.

![Fig. 7: States of compliance rules](image)

5.3 eCRG Markings

To monitor the state of a compliance rule, we annotate and mark the elements of an eCRG (cf. Section 4, [17, 18]) with symbols, colors and text (cf. Figs. 8). Such a marking of an eCRG (i.e., annotated eCRG) highlights whether or not the events corresponding to a node have occurred so far. Further, it describes whether conditions corresponding to edges and attachments are satisfied, violated, or still will be evaluated (cf. Figs. 8). Since there may be different activations and instantiations of a particular compliance rule, Def. 4 defines the state of an eCRG in terms of a set of markings, which, in turn, can be utilized to calculate the corresponding states of compliance as introduced in Section 5.2.

![Fig. 8: Annotations of eCRG elements](image)
Def. 4 (Markings and State of an eCRG).

Let $I$ be a set of unique identifiers. Let further $\Sigma$ be the set of points in time, $R$ be the set of human resources, and $\Omega$ be the set of all data objects, whereas $\epsilon$ is the empty value, i.e., the placeholder for not yet set identifiers, points in time, human resources, and data objects. Furthermore, let $\Psi = (N, E, o, type, src, tgt, at, pt)$ be an eCRG. Then: A marking $M$ of $\Psi$ is a tuple $M = (m, res, val, id, t_s, t_e)$ where

- $m : A_{\Psi} \rightarrow \{\Box, \triangle, \triangleright, \checkmark, \times\}$ marks each element of the eCRG with either NOT_ACTIVATED/NOT_MARKED ($\Box$), Activated ($\triangle$), Running ($\triangleright$), Completed/ Satisfied ($\checkmark$), or Skipped ($\times$).
- $res : O \cup R \cup pm \rightarrow \{\epsilon\} \cup R$ assigns a resource to each task node, resource node and performing relation edge,
- $val : O \cup df \rightarrow \{\epsilon\} \cup \Omega$ assigns a value to each data object node and data flow edge,
- $id : T \cup MN \cup C \cup df \rightarrow \{\epsilon\} \cup \Sigma$ assigns an unique identifier to each task node, message node, data container node, or data flow edge,
- $t_s : T \cup MN \cup P \rightarrow \{\epsilon\} \cup \Sigma$ (and $t_e : T \cup MN \cup P \rightarrow \{\epsilon\} \cup \Sigma$ respectively) assigns a starting (ending) time to each task node, message node, and point-in-time node.

Further, we define

- $M_{\Psi}^{in} := (m, res, val, id, t_s, t_e)$ as the initial marking of eCRG $\Psi$, where
  - $m(x) = \Box$ marks every element $x$ with $\Box$,
  - $t_s(x) := t_e(x) := \epsilon$ sets starting and ending times to $\epsilon$, and
  - $res(x) := \epsilon$, if $x \notin I$ val($x$) := $\begin{cases} \epsilon, & \text{if } x \notin I \\ x, & \text{else} \end{cases}$ id($x$) := $\begin{cases} \epsilon, & \text{if } x \notin I \\ x, & \text{else} \end{cases}$
    - only assign resources, values and identifiers to elements of the instance pattern.
- $M_{\Psi}$ as the set of all markings of $\Psi$,
- $M_{\Psi}^{\xi} \subseteq M_{\Psi}$ as the state of eCRG $\Psi$ after processing event stream $\xi$ until entry $i \in \mathbb{N}$, and
- $M_{\Psi}^{in} := \{M_{\Psi}^{in}\}$ as the initial state of $\Psi$.

5.4 Operational Semantics

In order to enable the processing of events in the context of the extended Compliance Rule Graph (eCRG) language, this section introduces the eCRG operational semantics. In particular Defs. 5-10 specify how the different event types are processed (cf. Fig. 9). First, all markings must be updated to the point-in-time of the event occurred (cf. Def. 5). Second, effects of the update (i.e., the updated annotations) are propagated to adjacent elements (cf. Def. 10). Third, Defs. 6-9 specify the actual handling of an event based on its type. Finally, annotations are propagated once again before completing the processing of an event. Note that the first two steps may be skipped if time does not differ from the one of the event directly processed before. In turn, these two steps may be applied without the subsequent ones in order to calculate the current state of a compliance rule at any point-in-time between two events.

5.4.1 Update Marking

Def. 5 specifies the update of a marking to the current point-in-time. In particular, the annotation of point-in-time nodes changes from NOT_MARKED $\Box$ to Completed $\checkmark$, if the
Fig. 9: Processing of start, message, data and end events

points in time to which the nodes refer have passed (t1). Furthermore, time conditions on running task nodes or sequence flow edges will be SKIPPED (×) if they are no longer satis-
fiable (t2).

Definition 5 (Update Marking).
Let $M := (m, res, val, id, ts, te) \in M_{\Psi}$ be a marking of eCRG $\Psi$ and let $\vartheta \in T$ be a point-in-time. Then: $\text{upd}^\vartheta : M_{\Psi} \rightarrow M_{\Psi}$ with $\text{upd}^\vartheta(M) := (m', res, val, id, ts, te)$ calculates the update of marking $M$ to point-in-time $\vartheta$, where

$$m'(\lambda) := \begin{cases} \checkmark, & \text{if } \lambda \in P \land m(\lambda) = \varnothing \land \lambda \leq \vartheta, \\ \times, & \text{if } \lambda \in \varsigma t c \land m(\lambda) = \varnothing \land (t := \text{at}(\mu t c) \in T) \\ \land (\forall \varsigma \in T : (\varsigma \geq \vartheta) \Rightarrow \neg \text{at}(t_{\varsigma}(t), \varsigma)), \\ \times, & \text{if } \lambda \in \varsigma t c \land m(\lambda) = \varnothing \land (\nu(1, n_{2}) := \text{at}(\mu t c) \in \Psi f) \\ \land (\forall \varsigma \in T : (\varsigma \geq \vartheta) \Rightarrow \neg \text{at}(t_{\varsigma}(n_{1}), \varsigma)), \\ m(\lambda), & \text{else} \end{cases}$$

(t1)

(t2)

Fig. 10 updates marking $B$ of compliance rule $c_{1}$ from our motivating example (cf. Fig. 2) to the point in time 4/7/2013 16:05. According to Def. 5(t2), the time condition on the sequence flow edge from message node is marked as skipped, because it can not be satisfied any more.

Fig. 10: Update of markings
5.4.2 Start and Message Event Handling

Def. 6 (Def. 7) non-deterministically handles start events (message events), in order to deal with different instantiations of a compliance rule. In particular, the set of matching and activated task nodes (message nodes) is determined first. Then, for each subset a new marking is instantiated, which solely changes the marking of the selected nodes from ACTIVATED (Δ) to RUNNING (■), and, accordingly, sets the identifiers, resources and starting times (cf. Fig. 11). Node that the empty set is among the subsets and the result hence includes the unchanged original marking as well.

Definition 6 (Start Event Handling).
Let \( M = (m, res, val, id, t_s, t_e) \in \mathcal{M}_\varPsi \) be a marking of eCRG \( \varPsi \) and \( \sigma = \text{start}(\vartheta, \iota, \tau, \rho) \) be a start event. Then:

\[ \Delta^\sigma(M) := \{ \lambda \in T | m(\lambda) = \Delta \wedge \text{type}(\lambda) = \tau \} \]

is the set of matching and activated task nodes,

\[ \text{For each subset } \delta \subseteq \Delta^\sigma(M), hdl^\sigma_\vardelta : \mathcal{M}_\varPsi \rightarrow \mathcal{M}_\varPsi \text{ with } hdl^\sigma_\vardelta(M) := (m^\delta, res^\delta, val^\delta, id^\delta, t_s^\delta, t_e) \]

calculates the handling of start event \( \sigma \) by node set \( \delta \) and marking \( M \):

\[ m^\delta(\lambda) := \begin{cases} \vartheta, & \text{iff } \lambda \in \delta \\ m(\lambda), & \text{else} \end{cases} \]

\[ id^\delta(\lambda) := \begin{cases} \iota, & \text{iff } \lambda \in \delta \\ id(\lambda), & \text{else} \end{cases} \]

\[ res^\delta(\lambda) := \begin{cases} \rho, & \text{iff } \lambda \in \delta \\ res(\lambda), & \text{else} \end{cases} \]

\[ t_s^\delta(\lambda) := \begin{cases} \vartheta, & \text{iff } \lambda \in \delta \\ t_s(\lambda), & \text{else} \end{cases} \]

\[ t_e^\delta(\lambda) := \begin{cases} \iota, & \text{iff } \lambda \in \delta \\ id(\lambda), & \text{else} \end{cases} \]

\[ hdl^\sigma : \mathcal{M}_\varPsi \rightarrow 2^{\mathcal{M}_\varPsi} \text{ with } hdl^\sigma(M) = \{hdl^\sigma_\vardelta(M) | \delta \in \Delta^\sigma(M)\} \]

calculates all handlings of \( \sigma \) by \( M \).

Definition 7 (Message Event Handling).
Let \( M = (m, res, val, id, t_s, t_e) \in \mathcal{M}_\varPsi \) be a marking of eCRG \( \varPsi \) and let \( \sigma = \text{send}(\vartheta, \iota, \tau) \) (and \( \text{receive}(\vartheta, \iota, \tau) \) respectively) be a message event. Then:

\[ \Delta^\sigma(M) := \{ \lambda \in MN | m(\lambda) = \Delta \wedge \text{type}(\lambda) = \tau \} \]

is the set of matching and activated message nodes,

\[ \text{For each subset } \delta \subseteq \Delta^\sigma(M), hdl^\sigma_\vardelta : \mathcal{M}_\varPsi \rightarrow \mathcal{M}_\varPsi \text{ with } hdl^\sigma_\vardelta(M) := (m^\delta, res^\delta, val^\delta, id^\delta, t_s^\delta, t_e) \]

calculates the handling of message event \( \sigma \) by node set \( \delta \) and marking \( M \):

\[ m^\delta(\lambda) := \begin{cases} \vartheta, & \text{iff } \lambda \in \delta \\ m(\lambda), & \text{else} \end{cases} \]

\[ id^\delta(\lambda) := \begin{cases} \iota, & \text{iff } \lambda \in \delta \\ id(\lambda), & \text{else} \end{cases} \]

\[ res^\delta(\lambda) := \begin{cases} \vartheta, & \text{iff } \lambda \in \delta \\ res(\lambda), & \text{else} \end{cases} \]

\[ t_s^\delta(\lambda) := \begin{cases} \iota, & \text{iff } \lambda \in \delta \\ id(\lambda), & \text{else} \end{cases} \]

\[ t_e^\delta(\lambda) := \begin{cases} \vartheta, & \text{iff } \lambda \in \delta \\ t_e(\lambda), & \text{else} \end{cases} \]

\[ hdl^\sigma : \mathcal{M}_\varPsi \rightarrow 2^{\mathcal{M}_\varPsi} \text{ with } hdl^\sigma(M) = \{hdl^\sigma_\vardelta(M) | \delta \in \Delta^\sigma(M)\} \]

calculates all handlings of \( \sigma \) by \( M \).

Fig. 11 illustrates the handling of a start and message events. In particular, the receipt of the message \textit{request} starts the corresponding message node of marking \( \vartheta \) in the upper example; i.e., the node is marked as RUNNING (■) and labeled with the receive time of the message. The lower example handles the start-event of task solvency check. The corresponding task node is marked as RUNNING. Furthermore, its the start time and performer of the task are specified.
5.4.3 End Event Handling

Since we use unique identifiers for start, message and end events, the latter can be processed deterministically (cf. Def. 8). In particular, the annotations of all nodes assigned to the identifier of the end event and marked with RUNNING (✓), are changed to COMPLETED (√) and their ending time is set accordingly (cf. Fig. 12).

**Definition 8 (End Event Handling).**

Let \( M = (m, res, val, id, t_s, t_e) \in \mathcal{M}_{\varphi} \) be a marking of eCRG \( \Psi \) and \( \sigma = \text{end}(\vartheta, \iota, \tau, \rho) \) (and \( \text{end}(\vartheta, \iota, \tau) \)) respectively be an end event. Then: \( \text{hdl}^\sigma : \mathcal{M}_{\varphi} \rightarrow 2^{\mathcal{M}_{\varphi}} \) with \( \text{hdl}^\sigma(M) := \{(m', res, val, id, t_s, t'_e)\} \) calculates the handling of end event \( \sigma \) by marking \( M \):

\[
m' := \begin{cases} 
  \sqrt{\cdot}, & \text{iff } id(\lambda) = \iota \\
  m(\lambda), & \text{else}
\end{cases}

\[
t'_e(\lambda) := \begin{cases} 
  \vartheta, & \text{iff } id(\lambda) = \iota \\
  id(\lambda), & \text{else}
\end{cases}
\]

Fig. 12 shows the handling of an end event. In particular, the processing of the message request is finished and the the corresponding message node of marking a5 is marked as COMPLETED (√).
5.4.4 Data Event Handling

We can also process data events deterministically, since the combination of the used unique identifiers and the used parameter names clearly refers to the data flow edges concerned (cf. Def. 9). In particular, the latter is marked as Satisfied (√) and annotated with the data value and the identifier of the data source or data target; i.e., the identifier of a data container (cf. Fig. 13).

Definition 9 (Data Event Handling).
Let \( M := (m, res, val, id, t_s, t_e) \in \mathcal{M}_\Psi \) be a marking of eCRG \( \Psi \). Further, let \( \sigma = \text{write}(\vartheta, \iota, \upsilon \par \omega) \) (and \( \text{read}(\vartheta, \iota, \upsilon \par \omega) \)) respectively be a data event. Then: \( \text{hdl}^\sigma : \mathcal{M}_\Psi \to 2^{\mathcal{M}_\Psi} \), with \( \text{hdl}^\sigma(M) := \{(m', res, val', id', t_s, t_e)\} \) calculates the handling of data event \( \sigma \) by marking \( M \):

\[
\begin{align*}
m'(\lambda) &:= \begin{cases} 
\vartheta, & \text{if } \lambda = (n, t) \in d_f^\top \wedge m(\lambda) = \varnothing \wedge id(n) = \iota \wedge m(n) = \top \wedge \text{type}(\lambda) = \text{par} \\
m(\lambda), & \text{else}
\end{cases} \\
val'(\lambda) &:= \begin{cases} 
\upsilon, & \text{if } \lambda = (n, t) \in d_f^\top \wedge m(\lambda) = \varnothing \wedge id(n) = \iota \wedge m(n) = \top \wedge \text{type}(\lambda) = \text{par} \\
val(\lambda), & \text{else}
\end{cases} \\
id'(\lambda) &:= \begin{cases} 
\omega, & \text{if } \lambda = (n, t) \in d_f^\top \wedge m(\lambda) = \varnothing \wedge id(n) = \iota \wedge m(n) = \top \wedge \text{type}(\lambda) = \text{par} \\
id(\lambda), & \text{else}
\end{cases}
\end{align*}
\]

Fig. 13 illustrates the handling of a data events. The writing data flow event amount of the message request is handled in the upper example. In particular, the corresponding outgoing data flow edge of message node request is marked as Satisfied (√) and annotated with the amount of 15.000. The lower example handles the reading data flow event customer that marks the incoming data flow edge of task solvency check as Satisfied (√) and annotates it with the customer Mr. Smith. Note that the latter annotation Mr. Smith does not meet the value Mrs. John of the data object customer; i.e., the handling of data flow events allows for conflicts. Furthermore, note that we omit the identifiers of data sources (i.e., data containers) in our examples for the sake of simplicity.
5.4.5 Propagation of effects

After each update or event handling, we propagate the corresponding effects (i.e., changes to annotations) on adjacent nodes and edges in order to ensure correct annotations (e.g., activation of subsequent task nodes). Further, we detect contradictory annotations related to the data and resource perspectives (cf. Def. 10).

In particular, resources are propagated from task nodes to Not_MARKED (□), dependent resource nodes (x2) by following resource edges (r1). In turn, data values and the identifiers of data containers are propagated from data flow edges to Not_MARKED (□), dependent data object nodes (d1) as well as data container nodes (d2). Next, the edge and its target node are marked with Satisfied (√) (x3).

Note that the aforementioned propagation steps are not performed, if resources, data values or identifiers of target resource nodes, data objects or data containers were already set to another value before. To highlight such conflicts, the corresponding data flow and resource edges will be marked with Skipped (×) (x4). Not_MARKED (□) data flow edges will be also marked with Skipped (×) if the corresponding task or message node is completed (d5). Afterwards, all conditions (x6) and relations are reevaluated (x7). If any element of the eCRG, affiliated to a dependent task or message node, is now Skipped (×), the corresponding task or message node will be marked with Skipped (×) as well (x8).

Next, the outgoing sequence flows of completed nodes are marked with Satisfied (√) (cf1). In turn, Not_MARKED (□), incoming sequence flow edges of already started nodes are marked with Skipped (×). Further, sequence flow edges from and to Skipped (×) nodes

Fig. 13: Handling of data events
are marked with SKIPPED (⊥) as well (cf2). Task and message nodes become ACTIVATED (△) when all incoming sequence flows, on which it depends, are marked as SATISFIED (✓) satisfied (cf3). In turn, task or message nodes will be marked with SKIPPED (⊥) when they depend on incoming sequence flows being SKIPPED (⊥) before (cf4). Note that the latter might trigger (cf2) again.

**Definition 10 (Effect Propagation).**

Let \( M := (m, \text{res}, \text{val}, \text{id}, t_s, t_e) \in \mathbb{M}_\Psi \) be a marking of eCRG \( \Psi \). Then: \( \text{prop} : \mathbb{M}_\Psi \rightarrow \mathbb{M}_\Psi \), \( \text{prop}(M) := (m^{(\ast)}, \text{res}^{(1)}, \text{val}^{(1)}, \text{id}^{(1)}, t_s, t_e) \) propagates effects on \( M \), whereby

\[
\begin{align*}
\text{res}^{(1)}(\lambda) := & \begin{cases} 
\rho, \text{ if } (\lambda = (t, r) \in pfm \land m(\lambda) = \square \land \text{res}(t) = \rho) \\
\vee (\lambda \in R \land \text{res}(\lambda) = \epsilon \land (\exists e := (t, \lambda) \in pfm \land \lambda \neq e \land \text{res}(e) = \rho)) 
\end{cases} \quad (r1) \\
\text{val}^{(1)}(\lambda) := & \begin{cases} 
\nu, \text{ if } \lambda \in O \land \text{val}(\lambda) = \epsilon \land (\exists e := (n, \lambda) \in df : \lambda \neq e \land \text{res}(e) = \nu) \\
\text{val}(\lambda), \text{ else}, 
\end{cases} \quad (d1) \\
\text{id}^{(1)}(\lambda) := & \begin{cases} 
\omega, \text{ if } \lambda \in C \land \text{id}(\lambda) = \epsilon \land (\exists e := (n, \lambda) \in df : \lambda \neq e \land \text{id}(e) = \omega) \\
\text{id}(\lambda), \text{ else}, 
\end{cases} \quad (d2) \\
\end{align*}
\]

\[
\begin{align*}
m^{(1)}(\lambda) := & \begin{cases} 
\checkmark, \text{ if } (\lambda \in R \land m(\lambda) = \square \land \text{res}^{(1)}(\lambda) \neq \epsilon) \\
\vee (\lambda \in O \land m(\lambda) = \square \land \text{val}^{(1)}(\lambda) \neq \epsilon) \\
\vee (\lambda \in C \land m(\lambda) = \square \land \text{id}^{(1)}(\lambda) \neq \epsilon) \\
\vee (\lambda = (t, r) \in pfm \land m(\lambda) = \square \land \text{res}^{(1)}(r) = \text{res}^{(1)}(\lambda)) \\
\vee (\lambda = (n, o) \in df \land o \in O \land m(\lambda) = \square \land \text{val}^{(1)}(o) = \text{val}^{(1)}(\lambda)) \\
\vee (\lambda = (n, c) \in df \land c \in C \land m(\lambda) = \square \land \text{id}^{(1)}(c) = \text{id}^{(1)}(\lambda)) \\
\end{cases} \quad (x3) \\
m^{(2)}(\lambda) := & \begin{cases} 
\checkmark, \text{ if } (\lambda \in o \land m^{(1)}(\text{at}(\lambda)) = \checkmark \land \lambda(\text{at}(\lambda))) \\
\vee (\lambda = (r_1, r_2) \in \Psi R \land m^{(1)}(r_1) = \checkmark \land m^{(1)}(r_2) = \checkmark \land \lambda(r_1, r_2)) \\
\vee (\lambda = (o_1, o_2) \in df \land \text{val}(\lambda) = \checkmark \land m^{(1)}(o_2) = \checkmark \land \lambda(o_1, o_2)) \\
\end{cases} \quad (x7) \\
m^{(3)}(\lambda) := & \begin{cases} 
\checkmark, \text{ if } (\lambda = (r_1, r_2) \in \Psi R \land m^{(1)}(r_1) = \checkmark \land m^{(1)}(r_2) = \checkmark \land \lambda(r_1, r_2)) \\
\vee (\lambda = (o_1, o_2) \in df \land \text{val}(\lambda) = \checkmark \land m^{(1)}(o_2) = \checkmark \land \lambda(o_1, o_2)) \\
\end{cases} \quad (x7) \\
m^{(4)}(\lambda) := & \begin{cases} 
\checkmark, \text{ if } (\lambda = (n_1, n_2) \in df \land m(\lambda) = \square \land m^{(3)}(n_1) = \checkmark \land \lambda(n_1, n_2)) \\
\text{id}(\lambda), \text{ else}, 
\end{cases} \quad (c f 1) \\
m^{(5)}(\lambda) := & \begin{cases} 
\Delta, \text{ if } \lambda \in T \cup MN \land m^{(4)}(\lambda) = \square \\
\land (\forall e := (n, \lambda) \in df : e \neq \lambda \Rightarrow m^{(4)}(e) = \checkmark) \\
\end{cases} \quad (c f 3)
\end{align*}
\]
Figs. 14-17 highlight the propagation after updates as well as after the handling of start, message, end, and data events. In particular, Fig. 14 transfers the annotation **Skipped** (×) of the time condition on the corresponding sequence flow edge that was marked with **Satisfied** (√) before. Based on this change, the subsequent task node **solvency check** is marked with **Skipped** (×) as well and its **Non_Marked** (□), incoming and outgoing sequence flow edges. Finally, the annotation **Skipped** (×) is propagated to the consequence absence task node **approval** as well as the consequence occurrence task node **approval**. Hence, the final marking Fig. 14(B′′) shows a temporal conflict.

In Fig. 15, the effects of a start event are propagated. In particular, the adjacent resource edge and resource node become **Completed** (√) and are annotated with resource **Mrs. Brown**. Further, the **Non_Marked** (□), incoming sequence flow edge of the just started task node **solvency check** is marked with **Skipped** (×). Finally, the consequence absence task node **approval** becomes also **Skipped** (×).

Fig. 16 propagates the effects of an end event. In particular, the outgoing sequence flow edges of the just completed message node **request** are marked with **Satisfied** (√). Furthermore, the subsequent task nodes **solvency check** and **approval** become **Activated** (∆).

The effects of data events are propagated in Fig. 17. In the upper example, the value 15,000 of the data flow edge used is written on the target data object **amount** that also becomes **Satisfied** (√). Further, the antecedence data condition the respective data flow is successfully evaluated and hence also marked as satisfied. As opposed to this, the comparison of the data object **customer** and its just written outgoing data flow edge fails. Hence, the latter data flow edge changes from **Satisfied** (√) to **Skipped** (×). Due to this change, the subsequent task node **solvency check** is marked with **Skipped** (×) as well and its outgoing
sequence flow edge. Finally, the annotation Skipped (✓) is also propagated on the following consequence occurrence task node approval. Hence, Fig. 14(D) highlights a data conflict.

Finally, Def. 11 formally specifies the update of the state of an eCRG to the current point in time as well as the processing of a particular event based on Defs. 5-10 and Fig. 9.

**Definition 11 (Event processing procedure).**

Let $\mathcal{M}_{\psi}^{i,\vartheta}$ be the state of an eCRG $\Psi$ after processing event stream $\mathcal{L}$ until the $i$th position ($i \in \mathbb{N}$), and let $\sigma := \mathcal{L}(i + 1)$ be the upcoming event on the following position of $\mathcal{L}$ and $\vartheta := \text{time}(\sigma) \in \Sigma$ be the current point in time. Then:

- $\mathcal{M}_{\psi}^{i,\vartheta} := \{M'|M' = \text{prop}(\text{upd}^\vartheta(M)) \land M \in \mathcal{M}_{\psi}^{i-1}\}$ is the state of $\Psi$ after processing event stream $\mathcal{L}$ until position $i$ and after the update to the current point in time $\vartheta$ and
- $\mathcal{M}_{\psi}^{i+1,\vartheta} := \{\text{prop}(M'|M' \in \text{hdl}^\vartheta(M) \land M \in \mathcal{M}_{\psi}^{i,\vartheta})\}$ is the state of $\Psi$ after processing $\sigma$, i.e. after processing event stream $\mathcal{L}$ until position $i + 1$.

Table 3 outlines the set of markings that results when completely processing the event stream from Fig. 1 for compliance rule $c_1$. Note that marking $F$ ensures that $c_1$ is satisfied for the request of Mr. Smith as highlighted in Fig. 18. In turn, Figs. 14(B′′′), 17(D), 18(I), and 18(J) highlight conflicts regarding the data, control flow, time, and resource perspectives.
Fig. 17: Effect propagation after handling data events and data conflict

Note that such conflicts only indicate why the considered events do not constitute a solution of a particular compliance rule. However, there might be another set of events that provide a satisfaction. In turn, Fig. 15(d2) indicates, which data values shall be read by task \textit{solvency check} and how task \textit{approval} shall be performed afterwards in order to satisfy $c_1$. Hence, Fig. 15(d2) may be utilized as recommendation to users in order to proactively ensure compliance.

<table>
<thead>
<tr>
<th>#</th>
<th>Request</th>
<th>Approval</th>
<th>Solvency</th>
<th>Approval</th>
<th>Customer</th>
<th>Amount</th>
<th>Rating</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>124</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>592</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>C</td>
<td>124</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>D</td>
<td>592</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>E</td>
<td>124</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>F</td>
<td>592</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>G</td>
<td>124</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>H</td>
<td>124</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>I</td>
<td>592</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>J</td>
<td>124</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
Fig. 18: Fulfilling marking as well as control-flow and resource conflicts
6 Compliance Analytics

Another fundamental requirement of any compliance monitoring approach is to provide detailed user feedback. In this context, Section 6.1 introduces well-defined compliance assessments that not only highlight compliance violations, but also identify their causes. In addition, Section 6.2 shows how compliance metrics can be specified and how corresponding measurements can be obtained. Finally, Section 6.3 provide recommendations that support users in selecting the next process steps, whose execution will ensure compliance.

6.1 Compliance Assessments

Providing compliance assessments requires the analysis of the state of an eCRG and the markings it contains in order to clearly determine the corresponding states of compliance; i.e., either Not_Activated, Violable, Satisfied, Pending, or Violated (cf. Section 5.2). For this purpose, first of all, Def. 12 introduces a partial order over markings. The latter allows clustering the markings that correspond to each other as well as to specify and distinguish between different activations of an eCRG in Def. 13. Based on the latter, Def.14 finally provides compliance assessments; i.e., calculates the state of compliance (cf. Section 5.2) in order to enable simple and intuitive classifications.

**Definition 12 (Extensions of Markings).**

Let $\Psi = (N, E, \circ, \text{src}, \text{tgt}, \text{at}, \text{pt})$ be an eCRG and $M_\Psi$ the current state of compliance of $\Psi$. Further, let $M = (m, \text{res}, \text{val}, \text{id}, t_s, t_e)$ and $M' = (m', \text{res}', \text{val}', \text{id}', t'_s, t'_e)$ be two markings of $\Psi$; i.e., $M, M' \in M$. Then: We say

- $M$ is extended by $M'$ and write $M \mathbin{\text{extends}} M'$, iff $M'$ only differs from $M$ in markings that are neither Running ($\triangleright$) nor Completed ($\checkmark$) in $M$, i.e.,

$$M \mathbin{\subseteq} M' \Leftrightarrow \forall n \in T \cup M : m(n) \not\in \{\triangleright, \checkmark\} \lor \text{id}(n) = \text{id}'(n)$$

**Definition 13 (Activated Markings).**

Let $\Psi = (N, E, \circ, \text{type}, \text{src}, \text{tgt}, \text{at}, \text{pt})$ be an eCRG and $M_\Psi$ be the current state of compliance of $\Psi$. Further, let $M = (m, \text{res}, \text{val}, \text{id}, t_s, t_e)$ be a marking of $\Psi$; i.e., $M, M' \in M$. Then: We say

- $M$ is activated or an activation of $\Psi$ (written as $\text{Activated}(M)$), iff $M$ marks each element of the antecedence occurrence pattern as satisfied, but does not satisfy any element of the antecedence absence pattern. Furthermore, neither extends $M$ another activated marking nor exists a marking in $M$ that extends $M$ and satisfies a condition of the antecedence absence pattern.

$$\text{Activated}(M) \Leftrightarrow \left( \forall \lambda \in A^\circ : m(\lambda) = \checkmark \right) \land \left( \forall \alpha \in I^\circ_{\Psi} : m(\alpha) \in \{\square, \bigtriangleup, \times\} \land \text{id}(\alpha) = \epsilon \right) \land \left( \forall M_2 \in M \text{ with } M \mathbin{\subseteq} M_2 : \forall \alpha \in I^\circ_{\Psi} : m_2(\alpha) \neq \checkmark \right) \land \left( \forall M_3 \in M \text{ with } M_3 \mathbin{\subseteq} M : \lnot \text{Activated}(M_3) \right)$$
Definition 14 (Compliance Assessments).

Let $\Psi = (N,E,\phi,\text{type},\text{src},\text{tgt},\text{at},\text{pt})$ be an eCRG and $M_\phi$ be the current state of $\Psi$. Further, let $M \in M$ be an activated marking; i.e. $\text{Activated}(M)$.

Then: We say

- $M$ is **temporally satisfied** (written as $\text{TempSatisfied}(M)$), iff there exists a marking $M_2$ that extends $M$ and satisfies the consequence; i.e. $M_2$ marks each element of the consequence occurrence pattern with $\text{Satisfied}(\checkmark)$ and does not satisfy any element of the consequence absence pattern. Further, there exists no marking in $M$ that extends $M_2$ and satisfies a condition of the consequence absence pattern.

\[
\text{TempSatisfied}(M) :\Leftrightarrow \left( \exists M_2 \in M \text{ with } M \leq M_2 : (\forall \lambda \in A^CO_\phi : m_2(\lambda) = \checkmark) \land \left( \forall \alpha \in IG^A_\phi : m_2(\alpha) \in \{\square, \triangle, \times\} \land \text{id}(\alpha) = \epsilon \right) \land \left( \forall M_3 \in M \text{ with } M \leq M_2 \leq M_3 : \forall \alpha \in IG^A_\phi : m_3(\alpha) \neq \checkmark \right) \right)
\]

- $M$ is **violable (violably satisfied)** (written as $\text{Violable}(M)$), iff $M$ is temporarily satisfied, but for each $M_2$ extending $M$ and satisfying the consequence pattern, there remains at least one consequence absence node that has not been marked with $\text{Skipped}(\times)$ yet; i.e. that node might be executed in the following steps.

\[
\text{Violable} :\Leftrightarrow \text{TempSatisfied}(M) \land \left( \forall M_2 \in M \text{ with } M \leq M_2 : (\forall \lambda \in A^CO_\phi : m_2(\lambda) = \checkmark) \land \left( \forall \alpha \in IG^A_\phi : m_2(\alpha) \in \{\square, \triangle, \times\} \land \text{id}(\alpha) = \epsilon \right) \land \left( \forall M_3 \in M \text{ with } M \leq M_2 \leq M_3 : \forall \alpha \in IG^A_\phi : m_3(\alpha) \neq \checkmark \right) \land \left( \exists \alpha \in IG^A_\phi : m_2(\alpha) \in \{\square, \triangle\} \right) \right)
\]

- $M$ is **(permanently) satisfied** (written as $\text{Satisfied}(M)$), iff $M$ is temporally satisfied, but not violable; i.e.,

\[
\text{Satisfied}(M) :\Leftrightarrow \text{TempSatisfied}(M) \land \neg \text{Violable}(M)
\]

- $M$ is **(permanently) violated** (written as $\text{Violated}(M)$), iff each marking $M_2$ extending $M$ marks an element of the consequence occurrence pattern with $\text{Skipped}(\times)$ or there exists a marking $M_3$ extending $M_2$ and satisfying a condition of the consequence absence pattern.

\[
\text{Violated}(M) :\Leftrightarrow \left( \forall M_2 \in M \text{ with } M \leq M_2 : (\exists \lambda \in A^CO_\phi : m_2(\lambda) = \times) \lor \left( \exists M_3 \in M \text{ with } M \leq M_2 \leq M_3 : \exists \alpha \in IG^A_\phi : m_3(\alpha) = \checkmark \right) \right)
\]

- $M$ is **pending** (written as $\text{Pending}(M)$), iff $M$ is neither (temporally) satisfied nor violated yet.

\[
\text{Pending}(M) :\Leftrightarrow \neg \text{TempSatisfied}(M) \land \neg \text{Violated}(M)
\]

Table 4 applies Def. 14 to markings $A$ and $B$ from Table 3. Note that $A$ and $B$ are the only activations of $c_1$ in $M_1^{<99}$, since all other markings extend either marking $A$ or $B$ (except the initial marking 0). In particular, Table 4 shows that $c_1$ is activated twice; once satisfied and once violated. Further, Table 4 emphasises the events that complete the activations (39+58), the fulfillment (95), and the violation (99).
Table 4: Compliance assessments and metrics

<table>
<thead>
<tr>
<th>ID</th>
<th>Extensions</th>
<th>Activated</th>
<th>TempSatisfied</th>
<th>Violable</th>
<th>Satisfied</th>
<th>Violated</th>
<th>Pending</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>{A, C, F, G}</td>
<td>39...</td>
<td>95...</td>
<td>95...</td>
<td>39-95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>{B, D, E, H}</td>
<td>58...</td>
<td>99...</td>
<td>58-99</td>
<td>00...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.2 Compliance Metrics and Measures

In the context of multiple instances and activations of compliance rules, providing compliance assessments for single activations is no longer sufficient. In turn, additional summaries on an higher level are required. For this purpose, compliance assessments (cf. Sec. 6.1) are combined to realize more sophisticated compliance metrics and measures. First of all, this section formally specifies the cardinality of properties in Def. 15 and, then, shows how the latter can be utilized for calculating compliance metrics and measures.

Definition 15 (Cardinality of a Property).
Let \( \Psi = (N, E, \circ, \text{type}, \text{src}, \text{tgt}, \text{at}, \text{pt}) \) be an eCRG and \( \mathcal{M}_\Psi \) be the current state of compliance of compliance rule \( \Psi \). Then:

\[
\#_{\Psi}^{\text{Prop}} := |\{M \in \mathcal{M}_\Psi | \text{Prop}(M)\}| \text{ is the cardinality of property Prop; i.e., the number of markings with property Prop} \in \{ \text{Activated, TempSatisfied, Violable, Satisfied, Violated, Pending} \}.
\]

Note that it is easy to specify metrics based on Def. 15. As example consider Table 5, which refers to 3 metrics. In particular, the compliance rate \( \mu_1 \), the critical rate \( \mu_2 \), and the violation rate \( \mu_3 \) are defined and calculated with respect to the motivating example from Section 3. (cf. Fig. 2 and Table 4).

Table 5: Compliance assessments and metrics

<table>
<thead>
<tr>
<th>#</th>
<th>Date</th>
<th>Time</th>
<th>( \mu_1(c_1) )</th>
<th>( \mu_2(c_1) )</th>
<th>( \mu_3(c_1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1/7/2013</td>
<td>15:00</td>
<td>n.d.</td>
<td>n.d.</td>
<td>n.d.</td>
</tr>
<tr>
<td>1</td>
<td>1/7/2013</td>
<td>17:00</td>
<td>( \frac{2}{4} \times 0.00 )</td>
<td>( \frac{2+1}{4} = 1.00 )</td>
<td>( \frac{2}{4} = 0.00 )</td>
</tr>
<tr>
<td>2</td>
<td>1/7/2013</td>
<td>19:00</td>
<td>( \frac{2}{4} = 0.00 )</td>
<td>( \frac{2+1}{4} = 1.00 )</td>
<td>( \frac{2}{4} = 0.00 )</td>
</tr>
<tr>
<td>3</td>
<td>2/7/2013</td>
<td>17:00</td>
<td>( \frac{2}{4} = 0.00 )</td>
<td>( \frac{2+2}{4} = 1.00 )</td>
<td>( \frac{4}{2} = 0.00 )</td>
</tr>
<tr>
<td>4</td>
<td>2/7/2013</td>
<td>18:18</td>
<td>( \frac{2}{4} = 0.50 )</td>
<td>( \frac{2+1}{4} = 0.50 )</td>
<td>( \frac{4}{4} = 0.00 )</td>
</tr>
<tr>
<td>5</td>
<td>2/7/2013</td>
<td>19:00</td>
<td>( \frac{2}{4} = 0.50 )</td>
<td>( \frac{2+2}{4} = 1.00 )</td>
<td>( \frac{4}{4} = 0.00 )</td>
</tr>
</tbody>
</table>

Table 5 shows the progress of the compliance rate \( \mu_1(c_1) \), critical rate \( \mu_2(c_1) \) and violation rate \( \mu_3(c_1) \) for compliance rule \( c_1 \) over time and along the event log from Fig. 2. As long as no request is received, there is no activation of \( c_1 \) and hence all rates are not yet defined (cf. line 0). Due the request from Mr. Smith at 1/7/2013 – 15:27 compliance rule \( c_1 \).
is activated once in state Pending. Therefore, the critical rate $\mu_2(c_1)$ becomes 1.00, but the compliance rate $\mu_1(c_1)$ as well as violation rate $\mu_3(c_1)$ become 0.00 (cf. line 1). In turn, the values of $\mu_1(c_1)$, $\mu_2(c_1)$ and $\mu_3(c_1)$ are neither changed by the request from Mrs. John at 1/7/2013 – 18:03, which activates $c_2$ the second time, nor by the solvency check at 2/7/2013 – 15:43 (cf. line 2+3). This is due to the fact that the second activation of $c_1$ starts also in state pending as well as the first activation remains pending even after the solvency check. However, when the request of Mr. Smith is approved at 2/7/2013 – 18:13, the corresponding activation is Satisfied. Hence, the compliance rate $\mu_1(c_1)$ increases to 0.50 and critical rate $\mu_2(c_1)$ decreases to 0.50 as well, whereas the violation rate $\mu_3(c_1)$ stagnates at 0.00 (cf. line 4). Finally, the second activation of $c_1$ becomes Violated by the approval at 2/7/2013 – 18:19. Accordingly, no activation remains Pending and the critical rate $\mu_2(c_1)$ drops to 0.00. In turn, the violation rate $\mu_3(c_1)$ increases to 0.50 as the compliance rate $\mu_1(c_1)$ did before.

### 6.3 Recommendations

Section 5.4 argues that steps ensuring the compliant continuation of business process instances can be recommend based on markings. However, this requires the selection of appropriate markings. Note that the simple approach taking the marking that provides the most extensive extension of an activation does not always fit. Consider Table 6, which provides the set of markings $\mathcal{M}_s^{\psi}$ after processing the event log from Fig. 2 up to event 95. For both activations $A$ and $B$ there is an extending marking ($\mu \leq C$ and $B \leq D$). However, in the first case, $C$ provides the adequate recommendation, whereas in the second case the recommendation is not $D$, but $B$.

<table>
<thead>
<tr>
<th>#</th>
<th>Request</th>
<th>Approved (CA)</th>
<th>Solvency Check</th>
<th>Approved (CO)</th>
<th>Denied</th>
<th>Amount</th>
<th>Rating</th>
<th>Activated</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mrs. John</td>
<td>592</td>
<td>smith</td>
<td>592</td>
<td>Smith</td>
<td>27,000</td>
<td>Satisfied</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>Mr. Smith</td>
<td>592</td>
<td>smith</td>
<td>592</td>
<td>Smith</td>
<td>27,000</td>
<td>Satisfied</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>Mr. Smith</td>
<td>592</td>
<td>smith</td>
<td>592</td>
<td>Smith</td>
<td>27,000</td>
<td>Satisfied</td>
<td>–</td>
</tr>
</tbody>
</table>

Def. 16 provides a more advanced and proper selection of markings that may then be used as recommendation.

**Definition 16 (Recommendations).**

Let $\Psi = (N, E, \phi, type, src, tgt, at, pt)$ be an eCRG and $\mathcal{M}_\Psi$ be the current state of compliance rule $\Psi$. Further, let $M \in \mathcal{M}_\Psi$ be an activated and not violated marking; i.e., it holds: $\text{Activated}(M) \land \neg \text{Violated}(M)$. Then: We say $M_2 \in \mathcal{M}_\Psi$ is a simple recommendation for activation $M$ of compliance rule $\Psi$ (written as $M \preceq M_2$), if $M_2$ extends $M$ and $M_2$ neither skips any part of the consequence occurrence pattern nor satisfies any part of the consequence absence pattern nor if there is another marking $M_3 \in \mathcal{M}_\Psi$ further extending $M_2$, i.e.,

$$M \preceq M_2 \iff M \preceq M_2$$

$$\land \left( \exists \alpha \in \Gamma_\Psi^{CO} : m_2(\alpha) = \top \right)$$

$$\land \left( \exists M_3 \in \mathcal{M} \text{ with } M \preceq M_2 \preceq M_3 : \exists \alpha \in \Gamma_\Psi^{CA} : m_3(\phi(\alpha)) = \top \right)$$
- $M_2 \in \mathcal{M}_\Psi$ is a (real) recommendation for the activation of $\Psi$ through marking $M$ (written as $M \rightarrow_\mathcal{R} M_2$), iff $M_2$ is a simple recommendation for $M$ and there is no other recommendation $M_3 \in \mathcal{M}_\Psi$ for $M$ extending $M_2$, i.e.,

$$M \rightarrow_\mathcal{R} M_2 \iff M \subseteq M_2 \land \exists M_3 \in \mathcal{M} \text{ with } M \subseteq M_3 : M_2 < M_3 \text{ (i.e., } M_2 \leq M_3 \land M_2 \neq M_3 \).$$

- $\mathcal{R} : \mathcal{M}_\Psi \rightarrow 2^{\mathcal{M}_\Psi} : \mathcal{R}(M) := \{ M' \in \mathcal{M}_\Psi | M \rightarrow_\mathcal{R} M' \}$ is the set of all recommendations for $M$.

Note that each marking $M$, which is activated and not violated, must have at least one simple and, hence, also one real recommendation. Otherwise, it would match the definition of violated (cf. Def. 14).

The application of Def. 16 on our example results in $\mathcal{R}(A) = \{ C \}$ and $\mathcal{R}(B) = \{ B \}$. Note that the application of $\mathcal{R}$ to an activation might still result in more than one recommendation. In this case, each recommendation corresponds to another, already started solution approach ensuring compliance with the respective rule. However, if only a single recommendation is desired, the most advanced recommendation (i.e., satisfying most consequence occurrence nodes) or the latest one can easily be selected.
7 Summary and Outlook

This report introduces an operational semantics for the extended compliance rule graph (eCRG) language [17, 18]. Beyond the control flow perspective, the latter supports the monitoring of the data, time, and resource perspectives as well as the monitoring of the interactions with partners. In particular, eCRGs are annotated with text, colors and symbols in order to visually highlight the current state of compliance. Furthermore, formal definitions specify how observed events continuously change and evolve these annotations. Furthermore, formal criteria for assessing compliance are provided, which, in turn, constitute the basis for compliance metrics introduced as examples. Finally, the recommendations are provided, which support users in selecting the next process steps, whose execution will ensure compliance.

As opposed to other approaches enabling the monitoring of business process compliance at run-time, the operational semantics of the eCRG language supports all 10 compliance monitoring functionalities (CMF) that have been proposed in [5] (cf. Table 7). In particular, full support of the control flow, data, time, and resource perspectives (CMF 1-3) is provided as well as interactions with partners are considered. The proposed approach assumes activities to be non-atomic, but stateful (CMF 4+5). Different instantiations (i.e., activations) of compliance rules are explicitly identified and are further extended to highlight the causes of compliance violations (CMF 6+9). Beyond detecting the latter (i.e. reactive monitoring), recommendations (i.e., proactive monitoring) are provided as well (CMF 7+8). Finally, the operational semantics of the eCRG language builds a suitable basis for the specification of compliance metrics in order to measure different degrees of compliance (CMF 10).

Next steps will be the implementation of a proof-of-concept prototype in order to evaluate the operational semantics for the eCRG language.

Note that this work was done within the research project C³Pro that deals with change and compliance in cross-organizational business processes [21]. Accordingly, our overall aim is to ensure multi-perspective compliance for all phases of the process life cycle. Hence, we will investigate a priori compliance checking with the eCRG at design time as well as we plan to consider compliance checking in the context of cross-organizational process changes and change propagation [44].
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