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Abstract. A stationary Poisson cylinder process Π(d,k)
cyl is composed of a stationary Poisson process of k-flats in Rd that

are dilated by i.i.d. random compact cylinder bases taken from the corresponding orthogonal complement. We study the
accuracy of normal approximation of the d-volume V (d,k)

% of the union set of Π(d,k)
cyl that covers %W as the scaling factor

% becomes large. Here W is some fixed compact star-shaped set containing the origin as an inner point. We give lower
and upper bounds of the variance of V (d,k)

% that exhibit long-range dependence within the union set of cylinders. Our
main results are sharp estimates of the higher-order cumulants of V (d,k)

% under the assumption that the (d − k)-volume
of the typical cylinder base possesses a finite exponential moment. These estimates enable us to apply the celebrated
“Lemma on large deviations” of Statulevičius.

MSC: primary 60D05, 60F05; secondary 60F10, 60G55

Keywords: random (closed) set, stationary 0–1-random field, volume fraction, central limit theorem, higher-order (mixed)
cumulants, moment- and cumulant-generating function.

1 INTRODUCTION AND PRELIMINARIES

In integral and stochastic geometry, a cylinder in Rd is an unbounded set of the form L ⊕ B with direction
space L ∈ G(d, k) (= the Grassmannian of k-dimensional linear subspaces of Rd), k = 1, . . . , d − 1, and
a convex, compact subset B of the orthogonal complement L⊥ called base of the cylinder (see, e.g., [12,
16, 20] for details). Throughout this paper, the orientation of the direction space L is suppressed, and the
restriction of convexity of B is dropped. The general notion of a point process of cylinders (briefly cylinder
process, subsequently abbreviated CP) was first considered in [20]. In order to find explicit formulas for
numerical characteristics of union sets of CPs, such as the volume fraction, covariance, etc., one needs specific
distributional assumptions determining shape, direction, and position of the random cylinders. In order to
describe various real-life random set structures, it is quite natural to assume that the sizes and spatial positions
of cylinders are governed by an independently marked Poisson process. Following the concept of Poisson

381

0363-1672/09/4904-0381 c© 2009 Springer Science+Business Media, Inc.

mailto:heinrich@math.uni-augsburg.de; malte.spiess@uni-ulm.de


382 L. Heinrich and M. Spiess

processes defined on the space of cylinders with bases in the convex ring, Poisson cylinder processes (briefly
PCPs) were studied in [17] with applications in modeling materials consisting of long thick fibres or thick
membranes.

To be precise in describing our problem, we first introduce some notation and give a rigorous defini-
tion of a stationary PCP (which slightly differs from that in [17]). For this, let {e1, . . . , ed} denote the
usual orthonormal basis of Rd defining the orthogonal subspaces Ek = span{ed−k+1, . . . , ed} and E⊥k =
span{e1, . . . , ed−k}, where k ∈ {1, . . . , d − 1} is fixed in what follows. It is well known from differential
geometry that, for any given L ∈ G(d, k), there exists an equivalence class OL ∈ SOd/S(Od−k ×Ok) of or-
thogonal matrices O ∈ Rd×d with det(O) = 1 such that OEk = L. In other words, two matrices O, Ô ∈ SOd

belong to OL iff OEk = ÔEk = L and O−1Ô ∈ S(Od−k ×Ok), where S(Od−k ×Ok) coincides with the set

{(
A 0
0 B

)
: A ∈ R(d−k)×(d−k), B ∈ Rk×k, AT = A−1, BT = B−1, det(A) det(B) = 1

}
.

We identify each equivalence class OL with a single representative OL ∈ OL and write somewhat loosely
OL ∈ SOd/S(Od−k × Ok). Further, since dim G(d, k) = (d − k)k (see Chap. 16.11 in [2]), there exists a
measurable mapping from a bounded Borel parameter set Θd,k ⊂ R(d−k)k onto {OL: L ∈ G(d, k)}. Note
that an explicit form of this mapping seems to be known only for special cases, e.g., for d = 2, k = 1
or d = 3, k = 1:

OL(θ) =
(

cos θ − sin θ
sin θ cos θ

)
or OL(θ1, θ2) =

 sin θ1 cos θ1 cos θ2 cos θ1 sin θ2
− cos θ1 sin θ1 cos θ2 sin θ1 sin θ2

0 − sin θ2 cos θ2


for θ ∈ Θ2,1 = [0, π) and (θ1, θ2) ∈ Θ3,1 = [0, 2π)× [0, π2 ), respectively.

In this way, a random subspace L ∈ G(d, k) and the corresponding random matrix OL ∈ SOd/
S(Od−k × Ok) can simply be described by the distribution of a random vector in Θd,k. Throughout this
paper, all random elements are defined on a common probability space [Ω,F,P], and E (respectively Var) de-
notes the expectation (respectively variance) w.r.t. P. In particular, let (O0, Ξ0) be a measurable mapping from
[Ω,F,P] into the product spaceΩd,k = SOd/S(Od−k×Ok)×Kd−k, whereKd−k denotes the space of nonvoid
compact subsets of Rd−k equipped with the Hausdorff metric. The image measureQ := P◦(O0, Ξ0)−1 acting
on the corresponding Borel product σ-field B(Ωd,k) determines the joint distribution of the (not necessarily
independent) random elements O0 and Ξ0. Now we are in a position to introduce the stationary independently
marked Poisson process Πλ,Q =

∑
i>1 δ[Pi,(Oi,Ξi)] with intensity λ and mark distribution Q(·), i.e., Πλ,Q(·)

is a random locally finite counting measure (shift-invariant in the first component) on the Borel subsets of
Rd−k × Ωd,k such that the numbers Πλ,Q(B × L) are Poisson distributed with mean λ|B|d−kQ(L) for any
boundedB ∈ B(Rd−k) (with Lebesgue measure | · |d−k) and L ∈ B(Ωd,k), see [1] for a standard reference on
general (Poisson) point processes. This definition implies that the numbers of atoms of the unmarked Poisson
process Πλ =

∑
i>1 δPi

located in disjoint subsets of Rd−k are independent and the marks (Oi, Ξi) associated
with the atoms Pi are i.i.d. copies of (O0, Ξ0) ∼ Q independent of Πλ.

Furthermore, we need two important formulas for Πλ,Q, each of them characterizing the distribution
of Πλ,Q: The probability generating functional Gλ,Q[v] = E(

∏
i>1 v(Pi, Oi, Ξi)) of Πλ,Q takes the form

Gλ,Q[v] = exp
{
−λ

∫
Rd−k

∫
Ωd,k

(
1− v(x,O,K)

)
Q(d(O,K)) dx

}
(1.1)

for any measurable function v : Rd−k × Ωd,k 7→ [0, 1] such that 1 − v(·, O,K) has bounded support for
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(O,K) ∈ Ωd,k, whereas the nth-order Campbell formula reads for any n ∈ N as follows:

E

( ∑∗

i1,...,in>1

n∏
j=1

fj(Pij , Oij , Ξij )

)
= λn

n∏
j=1

∫
Rd−k

∫
Ωd,k

fj(x,O,K)Q(d(O,K)) dx (1.2)

for nonnegative measurable functions f1, . . . , fn : Rd−k × Ωd,k 7→ R1, where the sum
∑∗ on the left-hand

side of (1.2) runs over all n-tuples of pairwise distinct indices i1, . . . , in > 1 (see [1] or [16, 19]).

DEFINITION. Given an independently marked Poisson process Πλ,Q =
∑
i>1 δ[Pi,(Oi,Ξi)] satisfying the above

assumptions, by a stationary PCP we understand a countable family of cylinders

Π
(d,k)
cyl (λ,Q) :=

{
Oi
(
(Ξ ′i + P ′i )⊕ Ek

)
, i > 1

}
=
{
Oi
(
(Ξi + Pi)× Rk), i > 1

}
(1.3)

with Ξ ′i + P ′i = {(x+ Pi, 0, . . . , 0): x ∈ Ξi} ⊂ E⊥k for i > 1.

In this paper, we are mainly interested in the random union set

Ξ
(d,k)
cyl (λ,Q) =

⋃
i>1

Oi
(
(Ξi + Pi)× Rk) (1.4)

derived from (1.3) and, in particular, in the asymptotic behavior (after centering and scaling) of the random
d-volume V (d,k)

% = |Ξ(d,k)
cyl (λ,Q) ∩ %W |d as % → ∞ for a fixed set W ∈ Kd chosen star-shaped (w.r.t. the

origin o) and such that b(o, δW ) ⊆ W ⊆ b(o, 1) for some δW > 0. Here b(x, r) is the closed ball in Rd with
radius r > 0 and center x ∈ Rd.

Remark 1. In the degenerate case k = 0 (where E0 = {o} and O0 = unit matrix), the union set (1.3) coincides
with the well-studied Boolean (or Poisson grain, Poisson blob, Swiss cheese) model in Rd with typical grainΞ0

(see [12, 19]).

Remark 2. The union set Ξ(d,k)
cyl (λ,Q) is (P-a.s.) closed if E|Ξ0 ⊕ πd−k(b(o, ε))|d−k < ∞ for some ε > 0,

where πd−k(y) denotes the projection of the vector y ∈ Rd on its first d − k components in Rd−k. In this
case, the hitting probability P(Ξ(d,k)

cyl (λ,Q)∩C 6= ∅) can be calculated for any C ∈ Kd by applying (1.1), see
Appendix.

A realization of the union set (1.4) for d = 2, k = 1 and d = 3, k = 1 is shown in Fig. 1 and Fig. 2,
respectively.

In the next section, we state the announced sharp estimates of the higher-order cumulants Cumn(V
(d,k)
% ) of

the d-volume V (d,k)
% under the exponential moment condition

ma = E exp
{
a|Ξ0|d−k

}
<∞ for some a > 0. (1.5)

This condition is by no means sufficient to imply the closedness of Ξ(d,k)
cyl (λ,Q) with probability 1. There

exist simple counter-examples with P(Ξ(d,k)
cyl (λ,Q) is closed) = 0. For instance, if the typical cylinder base is

defined by Ξ0 =
⋃

16i1,...,id−k6N ×d−kj=1 [ij , ij + 1
N ] for some positive random integer N satisfying EN = ∞,

then the union set is closed with probability 0, no matter which distribution O0 has.

Lith. Math. J., 49(4):381–398, 2009.
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Figure 1. Planar anisotropic PCP in a square. Figure 2. Spatial isotropic PCP in a cube.

2 MAIN RESULTS

For notational ease, we will mostly use the abbreviation Ξ instead of Ξ(d,k)
cyl (λ,Q). We first recall the fact that

the probability space [Ω,F,P] on which the marked Poisson process Πλ,Q =
∑
i>1 δ[Pi,(Oi,Ξi)] is defined can

be chosen in such a way that the mapping Rd × Ω 3 (x, ω) 7→ 1Ξ(ω)(x) ∈ {0, 1} is measurable w.r.t. the
product-σ-field B(Rd)⊗F (see Appendix in [4]). This enables us to apply Fubini’s theorem to the 0–1-valued
random field {1Ξ(x), x ∈ Rd} and implies, among others, that its nth-order mixed moments (also called
n-point probabilities of Ξ)

Rdn 3 (x1, . . . , xn) 7→ p
(n)
Ξ (x1, . . . , xn) := E

(
n∏
i=1

1Ξ(xi)

)
= P(x1 ∈ Ξ, . . . , xn ∈ Ξ)

are B(Rdn)-measurable for any n ∈ N and that p(n)
Ξc (x1, . . . , xn) takes the following explicit form:

p
(n)
Ξc (x1, . . . , xn) := E

(
n∏
i=1

(
1− 1Ξ(xi)

))
= exp

{
−λE

∣∣∣∣∣
n⋃
i=1

(
Ξ0 − πd−k

(
OT0 xi

))∣∣∣∣∣
d−k

}
, (2.1)

see Appendix. Likewise, the nth-order mixed cumulants c(n)
Ξc (x1, . . . , xn) of {1− 1Ξ(x), x ∈ Rd} are Borel-

measurable functions leading to the following integral representation of the nth-order cumulant of V (d,k)
% =

|Ξ ∩ %W |d (see (5.2) in Appendix):

Cumn
(
V (d,k)
%

)
= (−1)n

∫
(%W )n

c
(n)
Ξc (x1, . . . , xn) d(x1, . . . , xn) for n > 2. (2.2)

We are now in a position to formulate our main results.

Theorem 1. Let Ξ be the union set (1.4) of the stationary PCP Π
(d,k)
cyl (λ,Q) with compact typical cylinder

base Ξ0 ⊂ Rd−k satisfying (1.5) and M1 = E|Ξ0|d−k > 0. Further, let W ⊂ Rd be compact and star-shaped
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w.r.t. o satisfying b(o, δW ) ⊆W ⊆ b(o, 1) for some δW ∈ (0, 1). Then∣∣Cumn
(
V (d,k)
%

)∣∣ 6 %(n−1)k+d(n− 1)!Ha∆
n−2
a for n > 2, % > 0, (2.3)

where Ha = 22k+1|W |dλma(1 + exp{λM1})/a2 and ∆a = 22k+3(a+ λma)(1 + exp{λM1})/a2.

The next Theorem 2 states Cramér’s large-deviation relations for the random d-volume V (d,k)
% and an opti-

mal Berry–Esseen bound of the distance between the distribution functions

F%(x) = P

(
V

(d,k)
% − %d|W |d(1− exp{−λE|Ξ0|d−k})

σ%%(d+k)/2
6 x

)
and Φ(x) =

1√
2π

x∫
−∞

e−t
2/2 dt,

where P(o ∈ Ξ) = E|Ξ ∩ [0, 1]d|d = 1 − exp{−λE|Ξ0|d−k} is just the volume fraction of the stationary
random set (1.4), the normalized variance σ2

% of V (d,k)
% satisfies the estimate

0 < c1 6 σ2
% 6 c2 <∞ for all % > 1 with σ2

% = Var
(
V (d,k)
%

)
/%d+k, (2.4)

and c1, c2 are constants independent of % > 1 (see Lemma 1 below).

Theorem 2. Let the assumptions of Theorem 1 be satisfied. Then the following asymptotic relations hold in
the interval 0 6 x 6 σ%%

(d−k)/2/2∆a(1 + 4Ha,%) with Ha,% = Ha/2σ2
%:

1− F%(x)
1− Φ(x)

= exp

{
x3

σ%%(d+k)/2

∞∑
s=0

µ(%)
s

(
x

σ%%(d+k)/2

)s}(
1 +O

(
1 + x

%(d−k)/2

))
(2.5)

and

F%(−x)
Φ(−x)

= exp

{
−x3

σ%%(d+k)/2

∞∑
s=0

µ(%)
s

( −x
σ%%(d+k)/2

)s}(
1 +O

(
1 + x

%(d−k)/2

))
(2.6)

as %→∞, where the coefficients µ(%)
s are defined by

µ(%)
s =

1
(s+ 2)(s+ 3)

s+1∑
j=1

(−1)j−1
(
s+ j + 1

j

) ∑>

s1+···+sj=s+1

j∏
i=1

Cumsi+2(V
(d,k)
% )

Var(V (d,k)
% )(si + 1)!

. (2.7)

Here the sum
∑> runs over the j-tuples of positive integers, and the series in (2.5) and (2.6) converges

absolutely due to the estimate |µ(%)
s | 6 4Ha,%∆a%

k(s+1)(2∆a(1 + 4Ha,%))s/(s+ 2)(s+ 3) for all s > 0.
Furthermore, there exists some constant c3 > 0 (depending on a, λ,ma, and c1, c2) such that

sup
x∈R1

∣∣F%(x)− Φ(x)
∣∣ 6 c3%

−(d−k)/2 for all % > 1. (2.8)

Theorem 2 is derived from (2.3) combined with a general lemma on large deviations for a single random
variable with mean 0 and variance 1 due to Statulevičius [18] (see also Lemma 2.3 in the monograph [15]).
Relations (2.5) and (2.6) are of particular interest at x = ε|W |d%(d−k)/2/σ% for small ε > 0.

It is an open question whether the Berry–Esseen estimate (2.8) can be obtained under weaker conditions
on the cylinder base. Perhaps, it suffices to require E|Ξ0|3d−k < ∞ as one would expect from the CLT for
independent random variables. In [8], the authors prove the central limit theorem F%(x) −→

%→∞
Φ(x) for x ∈ R1

under E|Ξ0|2d−k <∞ without rates of convergence.

Lith. Math. J., 49(4):381–398, 2009.
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We further mention that the above theorems can be extended to analogous results for estimators of the
covariance CΞc(u) = P(o ∈ Ξc, u ∈ Ξc) for fixed u ∈ Rd (see, e.g., [12, 19] and [17]). This is seen from
the obvious relation CΞc(u) = 1 − P(o ∈ Ξ ∪ (Ξ − u)) and the fact that the union Ξ ∪ (Ξ − u) takes the
form (1.4) with typical base Ξ0 ∪ (Ξ0 − πd−k(OT0 u)).

The rest of this paper is organized as follows: In Section 3, we derive bounds for the variance of the
volume V (d,k)

% , and Section 4 contains a rather technical proof of the cumulant estimates (2.3). At the end of
Section 4, we show how to apply the large deviations lemma in [18] to our situation. In the Appendix, we
recall some basic facts on mixed moments and cumulants connected with random set (1.4) and the random
0–1-field {1Ξ(x), x ∈ Rd}. Finally, a criterion for (non)closedness of Ξ(d,k)

cyl (λ,Q) is given in analogy to that
in [4] for Boolean models.

3 LOWER AND UPPER BOUNDS FOR THE VARIANCE

In this section, we derive a lower and an upper bound for the variance of V (d,k)
% = |Ξ ∩ %W |d, provided that

the second moment of |Ξ0|d−k exists. To this end, we first derive a closed-term expression of the variance
Var(|Ξ ∩B|d) for any bounded Borel set B ∈ B(Rd) using the above formulae for p(2)

Ξc(o, x) and p(1)
Ξc(o).

By using the very definition of the one- and two-point probabilities p(n)
Ξ , n = 1, 2, and the shift-invariance

and additivity of the Lebesgue measure | · |d−k, we deduce from (2.1) that

p
(2)
Ξ (x1, x2)− p(1)

Ξ (x1)p
(1)
Ξ (x2)

= p
(2)
Ξc(o, x2 − x1)− p(1)

Ξc(o)p(1)
Ξc(o)

= exp
{
−λE

∣∣Ξ0 ∪
(
Ξ0 − πd−k

(
OT0 (x2 − x1)

))∣∣
d−k

}
− exp

{
−2λE|Ξ0|d−k

}
= e−2λM1

(
exp

{
λE
∣∣Ξ0 ∩

(
Ξ0 − πd−k

(
OT0 (x2 − x1)

))∣∣
d−k

}
− 1

)
for x1, x2 ∈ Rd.

Here and below, we use the abbreviation Ms = E|Ξ0|sd−k for s ∈ N. Hence, by multiple application of
Fubini’s theorem we get that, for any bounded B ∈ B(Rd),

Var
(
|Ξ ∩B|d

)
= E

∫
B

∫
B

1Ξ(x1)1Ξ(x2) dx1 dx2 −
(

E
∫
B

1Ξ(x) dx
)2

=
∫
Rd

∫
Rd

1B(x1)1B(x2)
(
p
(2)
Ξ (x1, x2)− p(1)

Ξ (x1)p
(1)
Ξ (x2)

)
dx1 dx2

= e−2λM1

∫
Rd

∣∣B ∩ (B − x)
∣∣
d

(
exp

{
λE
∣∣Ξ0 ∩

(
Ξ0 − πd−k

(
OT0 x

))∣∣
d−k

}
− 1

)
dx.

Now we replace B by the star-shaped set %W that increases when % does. In view of the relation
{x ∈ Rd: %W ∩ (%W − x) 6= ∅} = %(W ⊕ (−W )) ⊆ b(o, 2%) and the inequality ey − 1 6 yey for
y > 0, we may write

Var
(
V (d,k)
%

)
6 λe−λM1 |%W |d

∫
%(W⊕(−W ))

E
∣∣Ξ0 ∩

(
Ξ0 + πd−k

(
OT0 x

))∣∣
d−k dx

6 λ|W |de−λM1%dE
∫

b(o,2%)

∣∣Ξ0 ∩
(
Ξ0 + πd−k(x)

)∣∣
d−k dx
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6 λ|W |de−λM1%dE
∫

[−2%,2%]k

∫
Rd−k

∣∣Ξ0 ∩ (Ξ0 + y1)
∣∣
d−k dy1 dy2

= λ|W |de−λM14kE|Ξ0|2d−k%k+d

6 λM2e−λM12d+2k%k+d for any % > 0. (3.1)

To find a positive lower bound of the ratio σ2
%, we make use of b(o, δW ) ⊆W , which implies that %W ∩(%W −

x) ⊇ b(o, δW%)∩ b(−x, δW%) and %(W ⊕ (−W )) ⊆ b(o, 2δW%). This, combined with ey − 1 > y for y > 0,
implies

Var
(
V (d,k)
%

)
> λe−2λM1

∫
b(o,2δW %)

∣∣b(o, δW%) ∩ b(x, δW%)∣∣dE∣∣Ξ0 ∩
(
Ξ0 + πd−k

(
OT0 x

))∣∣
d−k dx

> λe−2λM1

∫
b(o,δW %)

∣∣b(o, δW%) ∩ b(x, δW%)∣∣dE∣∣Ξ0 ∩
(
Ξ0 + πd−k(x)

)∣∣
d−k dx

> λe−2λM1c(d)(%δW )d
∫

b(o,δW %)

E
∣∣Ξ0 ∩

(
Ξ0 + πd−k(x)

)∣∣
d−k dx

> λe−2λM1c(d)(%δW )d
∫

[−%δW /
√
d,%δW /

√
d]d

E
∣∣Ξ0 ∩ (Ξ0 + πd−k(x))

∣∣
d−k dx

= λ2kd−k/2e−2λM1(%δW )d+kc(d)Id,k(%) (3.2)

with

c(d) =
∣∣b(o, 1) ∩ b(e1, 1)

∣∣
d
> 0 and Id,k(%) =

∫
[−%δW /

√
d,%δW /

√
d]d−k

E
∣∣Ξ0 ∩ (Ξ0 + y)

∣∣
d−k dy.

Making use of P(|Ξ0|d−k > 0) > 0 and standard measure-theoretic arguments, it follows that Id,k(%) > 0 for
any % > 0 and Id,k(%) increases with % ↑ ∞ to the limit E|Ξ0|2d−k. In this way, we confirm estimate (2.4) with
constants

c1 = λ2kd−k/2e−2λM1δd+kW c(d)Id,k(1) and c2 = λ2d+2ke−λM1M2.

Another consequence of the above estimates is stated in the following:

Lemma 1. Let Ξ be the union set (1.4) of the stationary PCP Π
(d,k)
cyl (λ,Q) with compact cylinder base

Ξ0 ⊂ Rd−k satisfying 0 < M2 = E|Ξ0|2d−k < ∞. Further, let W ⊂ Rd be a compact set satisfying
b(o, δW ) ⊆W ⊆ b(o, 1) for some δW > 0. Then we have

c1M2

Id,k(1)
6 lim inf

%→∞
Var(|Ξ ∩W%|d)

%d+k
6 lim sup

%→∞

Var(|Ξ ∩W%|d)
%d+k

6 c2. (3.3)

Remark 3. Lemma 1 reveals that the variance of V (d,k)
% grows proportional to the power |%W |1+k/d

d of the
window volume that expresses long-range dependence within the random set (1.4). The same effect could be
observed in investigating the asymptotic behavior of the total (d − k)-volume of intersection of (d − k)-flats
generated by Poisson hyperplane processes in b(o, %), respectively %W (for convexW ), as 1 6 % ↑ ∞ (see [7],
respectively [6]). The existence of the limit of the ratio σ2

% as % → ∞ seems to be difficult to prove. So far,
only in the simplest case d = 2, k = 1 can we give a positive answer (see [8]).

Lith. Math. J., 49(4):381–398, 2009.
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4 PROOFS OF THEOREMS 1 AND 2

The main part of this section consists of a combination of recursive estimation procedures carried out in
several steps, which finally result in estimate (2.3). This proving idea was developed in [4] to obtain a similar
estimate for Boolean models. However, the techniques used there had to be extended to unbounded cylinders,
which cause long-range dependence in contrast to the classical Boolean model. To begin with, using the shift-
invariance c(n)

Ξc (x1, . . . , xn) = c
(n)
Ξc (o, y1, . . . , yn−1) for yi = xi+1 − x1, i = 1, . . . , n− 1, we rewrite (2.2) as

follows:

Cumn
(
V (d,k)
%

)
= (−1)n

∫
(%(W⊕(−W )))n−1

∣∣∣∣ ⋂
y∈Yn−1∪{o}

(%W + y)
∣∣∣∣
d

c
(n)
Ξc

(
Yn−1 ∪ {o}

)
dYn−1 (4.1)

for any integer n > 2. Here and in what follows, we denote byXm = {x1, . . . , xm} and Yn = {y1, . . . , yn} the
(unordered) sets of distinct points x1, . . . , xm ∈ Rd and y1, . . . , yn ∈ Rd, respectively. |Y | gives the number of
elements of any finite set Y ⊂ Rd. For notational simplicity, we put p(Y ) = p

(|Y |)
Ξc (Y ) and c(Y ) = c

(|Y |)
Ξc (Y ),

so that, in view of (2.1), we may write

p(Y ) = exp
{
−λE

∣∣Ξ0(Y )
∣∣
d−k

}
with Ξ0(Y ) :=

⋃
y∈Y

(
Ξ0 − πd−k

(
OT0 y

))
. (4.2)

Further, write Ξc
0(Y ) for the complement of Ξ0(Y ) in Rd−k and put Ξ0(∅) = ∅, Ξc

0(∅) = Rd−k, p(∅) = 1,
and c(∅) = 0. Note that c({y}) = 1− c(1)

Ξ (y) = p({y}) = exp{−λM1} for any y ∈ Rd. Since W ⊕ (−W ) ⊆
b(o, 2) as consequence of W ⊆ b(o, 1), it follows from (4.1) that

∣∣Cumn+1
(
|Ξ ∩ %W |d

)∣∣ 6 %d|W |d
∫

(b(o,2%))n

∣∣c({o} ∪ Yn)∣∣ dYn. (4.3)

The (mixed) cumulant functions c(Y ) are connected with the (mixed) moment functions p(U), ∅ 6= U ⊆ Y ,
of the random field {1Ξc(x), x ∈ Rd} by

c(Y ) =
|Y |∑
j=1

(−1)j−1(j − 1)!
∑

U1∪···∪Uj=Y

p(U1) · · · p(Uj) for any finite Y ⊂ Rd,

where the inner sum runs over all decompositions of Y into pairwise disjoint, nonempty subsets U1, . . . , Uj .
This formula follows directly by calculating the derivatives in (5.1). The equivalent relationships c(Y ) =
p(Y )−

∑
∅⊂X⊂Y c(X)p(Y \X) or

c
(
{x} ∪ Yn

)
= p

(
{x} ∪ Yn

)
−

∑
∅⊆Y⊂Yn

c
(
{x} ∪ Y

)
p(Yn \ Y ) for x ∈ Rd \ Yn

do not really help to establish sharp upper bounds of the integral on the rhs of (4.3). Rather than this, we
introduce the more general functionsXm×Yn 7→ c(Xm, Yn) for arbitrarym>1 and n>1 (withXm∩Yn=∅)
by using the recursive relation

p(Xm ∪ Yn) =
∑

∅⊆Y⊆Yn

c(Xm, Y )p(Yn \ Y ) with c(Xm, ∅) = p(Xm). (4.4)

Obviously, c(Xm, Yn) is symmetric in x1, . . . , xm and in y1, . . . , yn, but the xi’s and yj’s cannot be inter-
changed. Furthermore, we have c({x}, Yn) = c({x} ∪ Yn) for x /∈ Yn and n > 0.
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As an immediate consequence of (4.4), the recursive relation

c(Xm, Yn) = p(Xm ∪ Yn)−
∑

∅⊆Y⊂Yn

c(Xm, Y )p(Yn \ Y )

reveals that c(Xm, Yn) coincides with the (n+1)st-order mixed cumulant of the 0–1-valued random variables∏m
i=1 1Ξc(xi) and 1Ξc(yj), j = 1, . . . , n, which means, formally written, that c(Xm, Yn) = Cumn+1(1{Ξ ∩

Xm = ∅},1Ξc(y1), . . . ,1Ξc(yn)).
The relation

c(Xm, Yn) =
∑

∅⊆Y⊆Yn

(−1)|Y |K(Xm, Y )c(Xm−1 ∪ Y, Yn \ Y ) for m+ n > 1, (4.5)

where K(∅, Y ) = 0 for Y 6= ∅ and

K(Xm, Y ) =
∑
∅⊆V⊆Y

(−1)|V |
p(Xm ∪ V )
p(Xm−1 ∪ V )

for m,n > 1, ∅ ⊆ Y ⊆ Yn,

has been shown in [4] by direct computation applying Möbius’ inversion formula. Setting

p(V | U) :=
p(U ∪ V )
p(U)

= P(Ξ ∩ V = ∅ | Ξ ∩ U = ∅),

we can rewrite (4.5) in the following way:

c(Xm, Yn) =
p(Xm)
p(Xm−1)

∑
∅⊆Y⊆Yn

(−1)|Y |S(Xm, Y )c(Xm−1 ∪ Y, Yn \ Y ), (4.6)

where S(∅, Y ) = 0 for Y 6= ∅ and

S(Xm, Y ) :=
∑
∅⊆V⊆Y

(−1)|V |
p(V | Xm)
p(V | Xm−1)

for ∅ ⊆ Y ⊆ Yn and m,n > 1.

For our random set model (1.4), we get with (4.2) that

p(Xm ∪ V )
p(Xm−1 ∪ V )

= exp
{
−λE|Ξ0|d−k + λE

∣∣(Ξ0 − πd−k
(
OT0 xm

))
∩Ξ0(V ∪Xm−1)

∣∣
d−k

}
= exp

{
−λE

∣∣(Ξ0 − πd−k
(
OT0 xm

))
∩Ξc

0(Xm−1)
∣∣
d−k

}
exp

{
E(Xm, V )

}
,

where

E(Xm, V ) := λE
∣∣(Ξ0 − πd−k

(
OT0 xm

))
∩Ξc

0(Xm−1) ∩Ξ0(V )
∣∣
d−k for ∅ ⊂ V ⊆ Yn

and E(Xm, ∅) = 0.
This leads to p(V | Xm)/p(V | Xm−1) = exp{E(Xm, V )}, and thus

S(Xm, Y ) =
∑
∅⊆V⊆Y

(−1)|V | exp
{
E(Xm, V )

}
for Y ⊆ Yn

and S(Xm, ∅) = 1 since E(Xm, ∅) = 0.
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As a simple consequence of (4.6) and c(Xm, ∅) = p(Xm) 6 p(Xm−1) 6 1, we get the inequality∫
(b(o,2%))n

∣∣c(Xm, Yn)
∣∣ dYn 6

∫
(b(o,2%))n

∣∣c(Xm−1, Yn)
∣∣ dYn +

∫
(b(o,2%))n

∣∣S(Xm, Yn)
∣∣ dYn

+
∑

∅⊂Y⊂Yn

∫
(b(o,2%))|Y |

∣∣S(Xm, Y )
∣∣ dY

× sup
Y

∫
(b(o,2%))n−|Y |

∣∣c(Xm−1 ∪ Y, Yn \ Y )
∣∣ d(Yn \ Y ). (4.7)

For any m > 1, we have c(Xm, {y}) = p(Xm ∪ {y})− p(Xm)p({y}) (> 0) and thus, by (4.2),

c
(
Xm, {y}

)
= exp

{
−λE

∣∣Ξ0
(
Xm ∪ {y}

)∣∣
d−k

}
− exp

{
−λE

∣∣Ξ0(Xm)
∣∣
d−k − λE|Ξ0|d−k

}
= exp

{
−λE

∣∣Ξ0
(
Xm ∪ {y}

)∣∣
d−k

}(
1− exp

{
−λE

∣∣Ξ0(Xm) ∩
(
Ξ0 − πd−k

(
OT0 y

))∣∣
d−k

})
6 λ exp

{
−λE

∣∣Ξ0(Xm)
∣∣
d−k

} m∑
i=1

E
∣∣(Ξ0 − πd−k

(
OT0 xi

))
∩
(
Ξ0 − πd−k

(
OT0 y

))∣∣
d−k.

Therefore, since M1 = E|Ξ0|d−k 6 E|Ξ0(Xm)|d−k, we get

∫
b(o,2%)

c
(
Xm, {y}

)
dy 6 λ exp{−λM1}

m∑
i=1

∫
b(o,2%)

E
∣∣Ξ0 ∩

(
Ξ0 − πd−k

(
OT0 (y − xi)

))∣∣
d−k dy.

The integrals on the rhs can be bounded from above uniformly in the xi’s. Multiple application of Fubini’s
theorem, combined with the shift-invariance of the Lebesgue measure in Rd−k, yields∫

b(o,2%)

∣∣Ξ0 ∩
(
Ξ0 − πd−k

(
OT0 (y − x)

))∣∣
d−k dy

=
∫

b(o,2%)

∣∣Ξ0 ∩
(
Ξ0 − πd−k(y) + πd−k

(
OT0 x

))∣∣
d−k dy

6
∫

[−2%,2%]k

∫
Rd−k

∣∣Ξ0 ∩
(
Ξ0 − z1 + πd−k

(
OT0 x

))∣∣
d−k dz1 dz2

= (4%)k|Ξ0|2d−k.

Hence,

sup
x∈Rd

∫
b(o,2%)

E
∣∣(Ξ0 − πd−k

(
OT0 x

))
∩
(
Ξ0 − πd−k

(
OT0 y

))∣∣
d−k dy 6 (4%)kE|Ξ0|2d−k , (4.8)

so that we arrive at the uniform estimate

sup
Xm

∫
b(o,2%)

c
(
Xm, {y}

)
dy 6 Cm,1%

k with Cm,1 = 4kmλe−λM1M2. (4.9)



Volume distribution of Poisson cylinder processes 391

Let us introduce a further nonnegative function T (yn;Xm, Y ) by

T (yn;Xm, Y ) :=
∑
∅⊆V⊆Y

(−1)|V | exp
{
−E(yn;Xm, V )

}
for Y ⊆ Yn−1, n > 2,

where, for ∅ ⊆ V ⊆ Yn−1,

E(yn;Xm, V ) := λE
∣∣(Ξ0 − πd−k

(
OT0 xm

))
∩Ξc

0(Xm−1) ∩
(
Ξ0 − πd−k

(
OT0 yn

))
∩Ξ0(V )

∣∣
d−k.

In the next step of our estimation procedure, we determine constants An and Bn only depending on n, λ
and the first n+ 1 moments M1, . . . ,Mn+1 of |Ξ0|d−k such that the uniform estimates∫

(b(o,2%))n

∣∣S(Xm, Yn)
∣∣ dYn 6 An%

kn and
∫

(b(o,2%))n

T (yn;Xm, Yn−1) dYn 6 Bn%
kn (4.10)

hold. The following relations between S- and T -functions can be shown quite analogously to the proof of the
corresponding Lemma 4 in [4]:

Lemma 2. For any m,n > 1, we have

S(Xm, Yn) = S(Xm, Yn−1)
(
1− exp

{
E
(
Xm, {yn}

)})
− exp

{
E
(
Xm, {yn}

)}
×

∑
∅⊂Y⊆Yn−1

T (yn;Xm, Y ) exp
{
E(Xm, Y )

}
S(Xm ∪ Y, Yn−1 \ Y ).

Combining the inequality E(Xm, Y ) 6 λE|(Ξ0 − πd−k(OT0 xm)) ∩Ξ0(Y )|d−k 6 λM1 and (4.8) leads to∫
b(o,2%)

∣∣S(Xm, {y}
)∣∣ dy =

∫
b(o,2%)

(
exp

{
E
(
Xm, {y}

)}
− 1

)
dy 6 4kλeλM1M2%

k. (4.11)

Thus, from Lemma 2 and S(Xm, ∅) = 1 it follows after obvious arrangements that∫
(b(o,2%))n

∣∣S(Xm, Yn)
∣∣ dYn 6 4kλeλM1M2%

k
∫

(b(o,2%))n−1

∣∣S(Xm, Yn−1)
∣∣ dYn−1

+ e2λM1

n−2∑
j=1

(
n− 1
j

) ∫
(b(o,2%))j+1

T (yj+1;Xm, Yj) dYj+1

× sup
Yi

∫
(b(o,2%))n−j−1

∣∣S(Xm ∪ Yj , Yn−1 \ Yj)
∣∣ d(Yn−1 \ Yj)

+ e2λM1

∫
(b(o,2%))n

T (yn;Xm, Yn−1) dYn. (4.12)

To make the previous estimate explicit, we need upper bounds for the integrals over T (yn;Xm, Yn−1) w.r.t.
the variables Yn = {y1, . . . , yn−1, yn} for each n > 2.

Lemma 3. For fixed n > 2, assume that Mn+1 <∞. Then, for any m > 1, both estimates in (4.10) hold with

Bn = 4kn(n− 1)!
n−1∑
j=1

λj

j!

∑>

n1+···+nj=n−1

Mn1+2

n1!

j∏
i=2

Mni+1

ni!
(4.13)
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and

An = An−1A1 + e2λM1

n−2∑
j=0

(
n− 1
j

)
AjBn−j , A0 = 1, A1 = 4kλeλM1M2. (4.14)

Proof. Let Xm and Y ⊆ Yn−1 = {y1, . . . , yn−1} be fixed finite point sets, and let yn ∈ Rd. Using the
independently marked Poisson process Πλ,Q with typical mark (O0, Ξ0) ∼ Q, we introduce, in accordance
with (1.3) and (1.4), a new stationary PCP and the corresponding stationary random union set Ξ(yn;Xm, Y )
with typical cylinder baseΞ0(yn;Xm, Y ) = (Ξ0−πd−k(OT0 xm))∩Ξc

0(Xm−1)∩(Ξ0−πd−k(OT0 yn))∩Ξ0(Y )
as follows:

Ξ(yn;Xm, Y ) =
⋃
i>1

Oi
((
Ξi(yn;Xm, Y ) + Pi

)
× Rk) =

⋃
y∈Y

Ξ
(
yn;Xm, {y}

)
, (4.15)

where Ξi(yn;Xm, Y ) = (Ξi − πd−k(OTi xm)) ∩ Ξc
i (Xm−1) ∩ (Ξi − πd−k(OTi yn)) ∩ Ξi(Y ), i > 1, are i.i.d.

random compact sets in Rd−k with Ξi(Y ) =
⋃
y∈Y (Ξi − πd−k(OTi y)) (see also (4.2)).

We first show that T (yn;Xm, Yn−1) gives just the probability that the origin o lies in all the union sets
Ξ(yn;Xm, {yj}), j = 1, . . . , n− 1. With the above-introduced notation, it is easily seen that

P
(
o /∈ Ξ(yn;Xm, Y )

)
= exp

{
−λE

∣∣Ξ0(yn;Xm, Y )
∣∣
d−k

}
= exp

{
−E(yn;Xm, Y )

}
.

Taking into account the relations
∑
∅⊆Y⊆Yn−1

(−1)|Y | = 0 and Ξ(yn;Xm, ∅) = ∅ combined with the
second part of (4.15), we find by applying the inclusion–exclusion principle that

T (yn;Xm, Yn−1) =
∑

∅⊆Y⊆Yn−1

(−1)|Y |P
(
o /∈ Ξ(yn;Xm, Y )

)
=

∑
∅⊂Y⊆Yn−1

(−1)|Y |−1P

( ⋃
y∈Y

{
o ∈ Ξ

(
yn;Xm, {y}

)})

= P

(
n−1⋂
j=1

{
o ∈ Ξ

(
yn;Xm, {yj}

)})
= E

(
n−1∏
j=1

1Ξ(yn;Xm,{yj})(o)

)
,

whence, again by Fubini’s theorem, it follows that

∫
(b(o,2%))n−1

T (yn;Xm, Yn−1) dYn−1 = E

( ∫
b(o,2%)

1Ξ(yn;Xm,{y})(o) dy
)n−1

.

Furthermore, the subadditivity of the Dirac measure 1(·)(o), combined with the inclusion relation
Ξi(yn;Xm, {y}) ⊆ (Ξi − πd−k(OTi xm)) ∩ (Ξi − πd−k(OTi yn)) ∩ (Ξi − πd−k(OTi y)), shows that∫

b(o,2%)

1Ξ(yn;Xm,{y})(o) dy 6
∑
i>1

∫
b(o,2%)

1(Ξi(yn;Xm,{y})+Pi)×Rk(o) dy

6 (4%)k
∑
i>1

1(Ξi−πd−k(OT
i xm))∩(Ξi−πd−k(OT

i yn))(−Pi)|Ξi|d−k.

In the last line, we have replaced the integral of 1Ξi+Pi
(πd−k(OTi y)) over the ball b(o, 2%) by the larger term

(4%)k
∣∣Ξi∣∣d−k. Some elementary algebraic rearrangements and the application of the higher-order Campbell’s
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formula (1.2), together with the reflection invariance of stationary Poisson processes, enable us to rewrite the
(n− 1)st moment of the random sum

Z(xm, yn) =
∑
i>1

1(Ξi−πd−k(OT
i xm))∩(Ξi−πd−k(OT

i yn))(−Pi)|Ξi|d−k

in the following way:

n−1∑
j=1

∑>

n1+···+nj=n−1

(n− 1)!
j!n1! · · ·nj !

E
∑∗

i1,...,ij>1

j∏
q=1

(
1(Ξiq−πd−k(OT

iq
xm))∩(Ξiq−πd−k(OT

iq
yn))(Piq)|Ξiq |

nq

d−k
)

=
n−1∑
j=1

∑>

n1+···+nj=n−1

λj(n− 1)!
j!n1! · · ·nj !

j∏
q=1

E
(∣∣(Ξ0 − πd−k

(
OT0 xm

))
∩
(
Ξ0 − πd−k

(
OT0 yn

))∣∣
d−k|Ξ0|nq

d−k
)
.

Together with∫
b(o,2%)

E
(∣∣(Ξ0 − πd−k

(
OT0 xm

))
∩
(
Ξ0 − πd−k

(
OT0 yn

))∣∣
d−k|Ξ0|n1

d−k
)
dyn 6 (4%)kE|Ξ0|n1+2

d−k ,

we arrive at ∫
(b(o,2%))n

T (yn;Xm, Yn−1) dYn 6 (4%)k(n−1)
∫

(b(o,2%))

E
(
Z(xm, yn)

)n−1 dyn 6 Bn%
kn

with Bn as given in (4.13). Hence, the second estimate in (4.10) is proved.
From (4.11) and (4.12) we obtain the first estimate of (4.10) with a recursive relation for the constants An

with A1 = 4kλeλM1M2 and A0 = 1. More precisely,

∫
(b(o,2%))n

∣∣S(Xm, Yn)
∣∣ dYn 6 A1%

kAn−1%
k(n−1) + e2λM1%kn

n−1∑
j=1

(
n− 1
j

)
Bj+1An−j−1 = An%

kn,

which gives (4.14). Thus, the proof of Lemma 3 is completed. ut

We are now in a position to prove the estimate

sup
Xm

∫
(b(o,2%))n

∣∣c(Xm, Yn)
∣∣ dYn 6 Cm,n%

kn for any m,n > 1, (4.16)

where Cm,n depends on m,n, λ, and M1, . . . ,Mn+1. From (4.9) we already know that (4.16) is true for n = 1
and any m > 1. Inserting the first estimate of (4.10) with constants (4.14) on the rhs of (4.7), we get

∫
(b(o,2%))n

∣∣c(Xm, Yn)
∣∣ dYn 6 Cm−1,n%

kn +An%
kn +

n−1∑
j=1

(
n
j

)
Aj%

kjCm−1+j,n−j%
k(n−j),

which immediately implies estimate (4.16) and the double-index recursion formula

Cm,n = An +
n∑
j=1

(
n
j

)
An−jCm−1+n−j,j with C0,n = 0 for m,n > 1. (4.17)
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This equation allows us to determine successively all constants Cm,n starting with Cm,2 depending on A1

and A2 for all m > 1 and afterwards Cm,3 depending on A1, A2, and A3 for all m > 1, etc. For example, we
have Cm,2 = A2 + 2A1Cm,1 + Cm−1,2 leading to Cm,2 = mA2 +m(m+ 1)A1C1,1 for m > 1.

Having in mind the identity c({o} ∪ Yn) = c({o}, Yn), we deduce from (4.3) and (4.16) that∣∣Cumn
(
|Ξ ∩ %W |d

)∣∣ 6 |W |dC1,n−1%
d+k(n−1), (4.18)

where C1,n−1 depends on λ and M1, . . . ,Mn. In the final step, we determine the growth of the constants
C1,n−1 in dependence on n > 2 under assumption (1.5). In this case, we have Mn 6 n!a−nma for n ∈ N, so
that formula (4.13) yields

Bn 6 4kn(n− 1)!
n−1∑
j=1

λj

j!
mj
a

aj+1

∑>

n1+···+nj=n−1

(n1 + 2)
j∏
i=1

(ni + 1)
ani

.

Since n+ 1 6 2n for n ∈ N, we have

∑>

n1+···+nj=n−1

(n1 + 2)
j∏
i=1

(ni + 1)
ani

6
n

an−1

∑>

n1+···+nj=n−1

2n1+1
j∏
i=2

2ni =
n2n

an−1

(
n− 2
j − 1

)
,

which, in turn, gives

Bn 6
2n4kn

an
n!

n−1∑
j=1

λjmj
a

aj

(
n− 2
j − 1

)
=
λma

a

(
2 · 4k

a

)n(
1 +

λma

a

)n−2

n! for n > 2.

In summary, using the abbreviations

A =
22k+1

a

(
1 + exp

{
λE|Ξ0|d−k

})
and B =

λE exp{a|Ξ0|d−k}
a

,

the positive constants An and Bn in (4.10) satisfy the estimates A1 6 AB and

An 6 AnB(1 +B)n−1n! and Bn 6 B

(
22k+1

a

)n
(1 +B)n−2n! for n > 2. (4.19)

The first relation follows from (4.14) by induction on n. In fact, by M2 6 2ma/a
2, we have

A1 = 4kλeλM1M2 6 4kλeλM1
2ma

a2
=

22k+1

a
eλM1B 6 AB,

and, for n > 2, we combine the recursive relation (4.14) withA0 = 1 and the second (already proved) estimate
in (4.19):

An = A1An−1 + e2λM1

n−2∑
j=0

(
n− 1
j

)
AjBn−j

6 A1An−1 + e2λM1B
n−2∑
j=0

(
n− 1
j

)
Aj

(
22k+1

a

)n−j
(1 +B)n−j−2(n− j)!.
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Replacing Aj by AjB(1 + B)j−1j! for j = 1, . . . , n − 1, we find after some elementary calculations the
asserted first estimate in (4.19).

In the same way, the recursive relation (4.17) suggests an inductive proof of the estimate

Cm,n 6 2m−14n−1AnB(1 +B)n−1n! for n,m > 1,

whence with (4.18) the desired estimate (2.3) follows, completing the proof of Theorem 1.
Now, we apply the general lemma on large deviations including an optimal Berry–Esseen bound proved by

Statulevičius in [18] (see also Lemma 2.3 in [15]). This result is formulated for a single random variable ξ
satisfying Eξ = 0, Var(ξ) = 1 and |Cumn(ξ)| 6 n!H/∆n−2 for n > 2 and some H > 1/2 and ∆ > 0. In our
specific situation, ξ is chosen to be the standardized d-volume V (d,k)

% , i.e.,

ξ =
V

(d,k)
% − EV

(d,k)
%√

Var(V (d,k)
% )

=
V

(d,k)
% − %d|W |d(1− exp{−λE|Ξ0|d−k})

σ%%(d+k)/2

with distribution function F%(x) = P(ξ 6 x). Using (2.3) and the notation introduced in Section 2, we obtain
that ∣∣Cumn(ξ)

∣∣ 6 (n− 1)!
Ha∆

n−2
a %d+k(n−1)

(Var(V (d,k)
% ))n/2

6 n!Ha,%/∆
n−2
a,% ,

where Ha,% = Ha/2σ2
% (> 1/2 by (2.3) for n = 2) and ∆a,% = %(d−k)/2σ%/∆a.

These estimates and the lemma in [18], p. 133, imply the asymptotic relations (2.5), (2.6) and the Berry–
Esseen bound (2.8) stated in Theorem 2. It should be noted that, according to the general result in [15] or [18],
relations (2.5) and (2.6) hold in a smaller interval 0 6 x 6 δ∗∆a,% for δ∗ < δ(1 + δ)/2, where δ ∈ (0, 1) is
uniquely determined by the equation (1−δ)3 = 6Ha,%δ giving δ(1+δ)/2 6 1/2(1+4Ha,%). However, a care-
ful check of the original proof reveals that (2.5) and (2.6) remain valid for larger x-values because, in contrast
to [18], the explicitly known coefficients (2.7) of the Cramér series µ(x) :=

∑
s>0 µ

(%)
s (x/σ%%(d+k)/2)s can be

estimated directly by means of (2.3). For this, we use (2.3) and
( s+j+1

j

)
6 2s+j and get that, for any s > 0,

∣∣µ(%)
s

∣∣ 6 1
(s+ 2)(s+ 3)

s+1∑
j=1

2s+j
∑>

s1+···+sj=s+1

j∏
i=1

(
∆si
a %

ksiHa

σ2
%

)

=
2s∆s+1

a %k(s+1)

(s+ 2)(s+ 3)

s+1∑
j=1

(
s

j − 1

)(
2Ha

σ2
%

)j

=
4Ha,%∆a%

k

(s+ 2)(s+ 3)
(
2∆a%

k(1 + 4Ha,%)
)s
.

Thus, µ(x) converges absolutely for |x| 6 ∆a,%/2(1 + 4Ha,%) such that |µ(x)| 6 2Ha,%∆a%
k, proving the

validity of (2.5) and (2.6) in the desired interval 0 6 x 6 ∆a,%/2(1 + 4Ha,%), which completes the proof of
Theorem 2.

5 APPENDIX

In the previous sections, we were dealing with the volume fraction of the random set Ξ(d,k)
cyl (λ,Q) in various

Borel sets. For this purpose, it suffices to consider the stationary 0–1-random field {1Ξ(x), x ∈ Rd} the
finite-dimensional distributions of which are given by the family of n-point probabilities p(n)

Ξ (x1, . . . , xn) =

Lith. Math. J., 49(4):381–398, 2009.
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P(x1 ∈ Ξ, . . . , xn ∈ Ξ) or by p(n)
Ξc (x1, . . . , xn) = P(x1 /∈ Ξ, . . . , xn /∈ Ξ) for x1, . . . , xn ∈ Rd, n ∈ N. In

general, these distributions do not describe the properties of a random set Ξ completely (see [13]). In case of
the random set (1.4), one can choose the canonical probability space [Ω,F,P] on which the marked Poisson
point processΠλ,Q (introduced in Section 1) is defined so that the mapping Rd×Ω 3 (x, ω) 7→ 1Ξ(ω)(x) turns
out to be B(Rd) ⊗ F-measurable. This follows by repeating the arguments (with obvious changes) proving
Proposition 1 in [4]. Hence, Fubini’s theorem and the probability generating functional (1.1) can be applied to
calculate the n-point probabilities of the complement Ξc,

p
(n)
Ξc (x1, . . . , xn) = P

(
Ξ ∩ {x1, . . . , xn} = ∅

)
= E

(∏
i>1

1
{
Oi
(
(Ξi + Pi)× Rk) ∩ {x1, . . . , xn

}
= ∅

})
,

which immediately shows the validity of (2.1), provided that E|Ξ0|d−k <∞. It is a matter of fact that even the
boundedness of the random (d− k)-volume |Ξ0|d−k does not imply the closedness of the random set (1.4). In
the theory of random closed sets (see [12] or [13]), the distribution of Ξ is uniquely determined by its capacity
functional TΞ(C) = P(Ξ ∩ C 6= ∅) defined on the family of nonempty compact sets C ∈ Kd. The union set
Ξ = Ξ

(d,k)
cyl (λ,Q) is (P-a.s.) closed if any ball in Rd hits at most finitely many cylinders Oi((Ξi + Pi)× Rk)

with probability 1, which, in turn, is equivalent to E|Ξ0⊕πd−k(b(o, ε))|d−k <∞ for some ε > 0 (see [3]) for
general germ-grain models. Under the latter condition, the explicit form of TΞ(C) can be calculated for (1.4).
Applying again the probability generating functional (1.1) with v(x,O,K) = 1{O((K +x)×Rk)∩C = ∅},
we have

1− TΞ(C) = P(Ξ ∩ C = ∅)

= E

(∏
i>1

1
{
Oi
(
(Ξi + Pi)× Rk) ∩ C = ∅

})

= exp
{
−λE

∫
Rd−k

1
{
O0
(
(Ξ0 + x)× Rk) ∩ C 6= ∅}dx

}
.

Since O0((Ξ0 + x) × Rk) ∩ C 6= ∅ iff (Ξ0 + x) ∩ πd−k(OT0 C) 6= ∅ and the latter is equivalent to x ∈
Ξ0 ⊕ (−πd−k(OT0 C)), we arrive at

TΞ(C) = 1− exp
{
−λE

∣∣Ξ0 ⊕
(
−πd−k

(
OT0 C

))∣∣
d−k

}
;

see, e.g., [17].
The following lemma, which we formulate without proof, extends an analogous statement for Boolean

models in [4] to unions of PCPs (1.4). This result implies that, under the assumption E|Ξ0|d−k < ∞, the
additional condition E|Ξ0 ⊕ πd−k(b(o, ε))|d−k < ∞ for some ε > 0 is not only sufficient but even necessary
for the closedness of the stationary random union set (1.4).

Lemma 4. Let Ξ0 be a compact typical cylinder base of (1.3) satisfying E|Ξ0|d−k < ∞ and E|Ξ0 ⊕
πd−k(b(o, ε))|d−k =∞ for any ε > 0. Then P(Ξ(d,k)

cyl (λ,Q) is closed in Rd) = 0.

The proof of Lemma 4 is quite similar to that in [4] for Boolean models. The necessary changes and
extensions are left to the reader.

Next, we put together some basic facts on the “method of cumulants.” There exists a huge and widely
scattered literature in stochastics (see, e.g., [10]) and statistical physics in connection with cluster expansions
(see, e.g., [14]), in which cumulant techniques are employed to express the weakness of stochastic dependence
between temporally (or spatially) distant parts of random processes (or fields). In statistics and probability
theory, these cumulant estimates are mainly used to prove the asymptotic Gaussianity of functionals of ran-
dom processes (or fields) over expanding domains. For obtaining even rates of convergence in these limit
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theorems and exact large-deviation probabilities based on cumulant estimates, the reader is referred to the
monograph [15]. Note that, in finding optimal rates, the corresponding estimation procedures are partly rather
lengthy and sophisticated (see [5] for an example).

Let us recall the definition of the mixed cumulant (semi-invariant) Cum(Y1, . . . , Yn) of n random variables
Y1, . . . , Yn (all having a finite nth moment). Following [11], we define

Cum(Y1, . . . , Yn) = i−n
∂n

∂s1 . . . ∂sn
log E exp

{
i
n∑
j=1

sjYj

}∣∣∣∣∣
s1=···=sn=0

, (5.1)

and Cumn(Y ) = Cum(Y, . . . , Y ) (by setting Y = Y1 = · · · = Yn in (5.1)) denotes the usual nth cumu-
lant of Y . From (5.1) it is easily seen that Cum(Y1, . . . , Yn) is invariant under permutation of the indices
{1, . . . , n} and Cum(. . . , aY + bZ + c, . . .) = aCum(. . . , Y, . . .) + bCum(. . . , Z, . . .) in each component for
any a, b, c ∈ R1, n > 2.

Let {1Ξ(x), x ∈ Rd} be a measurable 0–1-random field, for example, when Ξ coincides with (1.4).
Obviously, the mixed cumulant function

c
(n)
Ξ (x1, . . . , xn) = Cum

(
1Ξ(x1), . . . ,1Ξ(xn)

)
equals (−1)n Cum(1Ξc(x1), . . . ,1Ξc(xn)). By combining the identities |Ξ ∩ Bi| =

∫
Bi

1Ξ(xi) dxi for
i = 1, . . . , n with the linearity of (5.1) in each component we get

Cum
(
|Ξ ∩B1|, . . . , |Ξ ∩Bn|

)
= (−1)n

∫
B1

. . .

∫
Bn

c
(n)
Ξc (x1, . . . , xn) dx1 . . . dxn (5.2)

for any bounded B1, . . . , Bn ∈ B(Rd). By calculating the logarithmic derivatives in (5.1) (see, e.g., [11, 15]
or [5]), the cumulant function c(n)

Ξc (x1, . . . , xn) can be expressed by the k-point probabilities p(k)
Ξc (xi1 , . . . , xik)

for 1 6 i1 < · · · < ik 6 n and k = 1, . . . , n.
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