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Time Series

(Due: Tu., 9.12.2008, 1:15 pm, in the exercise classes)

1. Show that for an AR(p) process (white noise variance 1) the Kalman filter algorithm (Ct :=
(1, 0, . . . , 0)T ) transfers the starting value Ẑt := (Xt, . . . , Xt+1−p) into Zt+1, i.e. show that
Ẑt+1 = Zt+1.

(6 Credits)

2. Let Xt be an ARMA(2,1) process with coefficients α1 = 0.5, α2 = 0.25 and β1 = 0.75.
Moreover, assume that the white noise variance is σ2 = 1 and assume we can only observe a
disturbed process (Yt, t ∈ Z) with

Yt = Xt + ε̃t ∀t ∈ Z,

where (ε̃t, t ∈ Z) is a white noise with variance σ̃2 = 2, which is pairwise uncorrelated to
(εt, t ∈ Z).

(a) Set up a “state space model” for this situation, i.e. specify how the system and obser-
vation equation look like.

(b) Explain in words, how the Kalman filter algorithm works.

(c) Use the Kalman filter algorithm to determine the best linear (one step ahead) forecast
for the system assuming we observe the value 2.

(9 Credits)

3.∗ Consider a state space model with the “system equation”

Zt+1 = AZt +Dξt+1 (∗),

where Zt ∈ Rp, ξt ∈ Rm are random vectors and A ∈ Rp×p, B ∈ Rp×m are matrices which do
not depend on t. Moreover Eξt = 0 and Cov(ξt) = Q ∈ Rm×m. Show that if the eigenvalues
(λi)

p
i=1 of A satisfy |λi| < 1 then the unique stationary solution to (∗) is given by

Zt =
∞∑

k=0

AkDξt−k

(5 Credits)
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