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AMO systems for studying many-body physics

• Microscopic understanding / control 
• Extendable to many well-controlled models 
• Study thermodynamics / quantum phases 
• Study out of equilibrium dynamics

 e.g., Bose-Hubbard: D. Jaksch et al. PRL ’98

  Experiments – cold gases: 
   Munich, Zurich, NIST / JQI, MIT, Harvard,  
   Innsbruck, Hamburg, Pisa, Florence, Oxford,  
   Cambridge, Austin, Chicago, Penn State, Kyoto,  
   Toronto, Stony Brook, Paris, Strathclyde, Illinois,  
   Cornell, Stanford, Berkeley, Heidelberg ......
  Experiments – ions and molecules: 
   Maryland, Innsbruck, NIST, JILA, ……
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 e.g., variable-range Ising model:  
        D. Porras, J. I. Cirac, PRL ‘04

• Atoms • Ions • Molecules

U

J

~ 0 - 10kHz

~ 100Hz

~ 0.5 µm

~ 30 nm



Non-equilibrium dynamics with quantum simulators:

M. Greiner et al., Nature 419, 51 (2002). 
S. Will et al., Nature 465, 197 (2010). 

M. Cheneau et al., Nature 481, 484 (2012) 
J.-S. Bernier et al., PRL 106, 200601 (2011) 

Calabrese, Cardy, Essler, Olshanii, Rigol,…… 

Läuchli, Kollath, Heidrich-Meissner, Fazio, Montangero,  
Schollwöck, White,  ……

• Millisecond timescales - track+control in real time 
• Long coherence times; isolated system 

• Quench Dynamics / correlation spreading / growth of entanglement 
• Thermalisation in quantum systems 
• Behaviour near critical points 
• Emergence of many-body states in driven/dissipative dynamics 
• … 

• Intrinsic / fundamental questions



Tensor network methods



Vector: Matrix: Matrix-Vector product =

Full lattice quantum state (M sites)  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. . .

[2][1] [M ][3]

dM-dimensional tensor

Matrix product states

. . .

[2][1] [M ][3]

| i ⇡

Matrix product state  

• State coefficients expressed as a product of dMD2 coefficients 

G. Vidal, Phys. Rev. Lett. 91, 147902 (2003) 
G. Vidal, Phys. Rev. Lett. 93, 040502 (2004) 

A. J. Daley et al., J. Stat. Mech. P04005 (2004) 
S. R. White and A. E. Feiguin, PRL 93, 076401 (2004) 

F. Verstraete et al., Adv. in Phys. 57, 143 (2008).

 6 particles, 6 sites:       462 states  
 50 particles, 50 sites:          5 x 1028 states

104 A.J. Daley

Matrix product state methods can be applied to any system for which we can write the Hilbert
space as a product of local Hilbert spaces, H = H1 ⊗ H2 ⊗ · · · ⊗ HL. This works well for spin
chains, where each local Hilbert space Hi corresponds to the states of a single spin, as well as
for bosons or fermions on a lattice, where each local Hilbert space corresponds to the different
possible occupations of particles on a single lattice site. If we write the d basis states of the local
space Hl as |il⟩[l], il = 1 . . . d, then any state |ψ⟩ of the complete system can be expressed in the
form

|ψ⟩ =
d∑

i1,i2,...,iL=1

ci1i2...iL |i1⟩[1] ⊗ |i2⟩[2] ⊗ · · · ⊗ |iL⟩[L]. (56)

The key to matrix product state methods is a decomposition of the state in which we write ci1i2...iL
from this equation as the multiplication of a series of matrices Al[il],

ci1i2...iL = A1[i1]A2[i2] . . . AL[iL], (57)

where the boundary matrices are assumed to be 1D in order to produce coefficients from the matrix
multiplication.

This state is represented in the diagram of Figure 8, where we visualise the basic concept of
a matrix product state. If the matrices were just complex coefficients (i.e. matrices of dimension
D = 1), then this state would precisely be the same as the Gutzwiller ansatz state Equation (53)
described in the previous section. It would be a product state, with a simple physical interpretation,
and no entanglement between any of the local Hilbert spaces. However, by using matrices of
dimension D × D, where D > 1, we can produce a superposition of different product states, in so
doing, allowing entanglement between different local Hilbert spaces. For sufficiently large D, any
state can be represented in this form, but in general D must grow exponentially with the system
size in order to represent an arbitrary state of the Hilbert space D ∝ exp(L). In fact, to represent
an arbitrary state of the form given in Equation (56), and L is even, then we must have matrices
at the centre of the system of dimension D = dL/2.

Figure 8. Diagram comparing a product state and a matrix product state. Each square represents a state |ψl⟩[l]
in a local Hilbert space Hl , e.g. a single spin or lattice site, and the vertical leg on each square box indicates an
index for the states of the local Hilbert space. The Hilbert space representing the whole system is the tensor
product H = H1 ⊗ H2 ⊗ · · · ⊗ HL . A product state can be written as |ψ1⟩[1] ⊗ |ψ2⟩[2] ⊗ · · · ⊗ |ψL⟩[L], and
represents a quantum state with no entanglement between any two local Hilbert spaces. By multiplying out
D × D matrices, a matrix product state makes it possible to represent superpositions of product states, and
this superposition contains entanglement between the local Hilbert spaces. For sufficiently large D, any state
can be represented in this way, and the ground states of large classes of local 1D many-body Hamiltonians
can be represented faithfully for small D in this fashion. This is the basis of the t-DMRG method, as discussed
in the main text. The maximum amount of entanglement we can represent across any bipartite splitting in the
system is bounded in terms of the von Neumann entropy by SvN ≤ log2 D. Note that while each square box
here is a similar notation to that used in Ref. [226] and similar references, in the notation of those references,
contractions between matrices are represented by connecting boxes with horizontal lines.
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Time evolution

• Time evolution via operations on states, e.g., via Trotter decomposition  
   (Time Evolving Block Decimation algorithm / adaptive time-dependent DMRG)

Review: U. Schollwöck,  Annals of Physics 326, 96 (2011)

. . .

[2][1] [M ][3]

| i ⇡

• Quench dynamics lead to entanglement growth, and limit computations
• Short-time dynamics after a quench, and long time near-adiabatic dynamics computable

Ground state calculations

• Density Matrix Renormalisation Group
• Direct tensor optimisation
• Imaginary time evolution

•  Also time-dependent variational principle

G. Vidal, Phys. Rev. Lett. 93, 040502 (2004) 
A. J. Daley et al., J. Stat. Mech. P04005 (2004) 

S. R. White and A. E. Feiguin, PRL 93, 076401 (2004)

S. R. White, PRL 69, 2863 (1992)

J. Haegeman et al., PRL 107, 070601 (2011)



of a phase hologram. This is in contrast to conventional optical lattice
experiments in which lattice potentials are created by superimposing
separate laser beams to create optical standing waves. The advantage
of thenewmethod is that the geometry of the lattice is directly givenby
the pattern on the mask. The imaged light pattern, and hence the
potential landscape, can be arbitrary within the limits set by the avail-
able imaging aperture and by polarization effects that can arise due to
the large aperture imaging beyond the paraxial limit. Here, we create
blue detuned square lattice potentials with a periodicity a5 640 nm
and an overall Gaussian envelope. Amajor additional advantage is the
fact that the lattice geometry is not dependent on the wavelength20,
apart from diffraction limits and chromatic aberrations in the lens for
large wavelength changes. This allows us to use spectrally wide ‘white’
light with a short coherence length to reduce unwanted disorder from
stray light interference.With a light source centred around 758 nm,we
generate a conservative lattice potential with a lattice depth of up to 35
Erec, where Erec5 h2/8ma2 is the recoil energy of the effective lattice
wavelength, with m the mass of 87Rb.

The projection method also enables us to dynamically change the
wavelength of the lattice light without changing the lattice geometry.
This is important, as we strongly increase the lattice depth for site-
resolved imaging in order to suppress diffusion of the atoms between
sites due to recoil heating by the imaging light13. For this, we switch
the light in the 2D lattice and the vertical standing wave to near-
resonant narrow band light, increasing the lattice depth to 5,500
Erec (to 380 mK). The main use of the microscope set-up is the col-
lection of fluorescence light and high-resolution imaging of the
atoms. With the atoms pinned to the deep lattice, we illuminate
the sample with red detuned near-resonant light in an optical
molasses configuration, which simultaneously provides sub-
Doppler cooling24,25. Figure 2 shows a typical image obtained by
loading the lattice with a very dilute cloud, showing the response
of individual atoms. The spot function of a single atom can be
directly obtained from such images. We measure a typical single
atom emission FWHM size as 570 nm and 630 nm along the x and
y direction, respectively, which is close to the theoretical minimum
value of,520 nm (Fig. 3). This minimum is given by the diffraction
limit from the objective combined with the finite size of the camera

pixels and the expected extent of the atom’s on-site probability dis-
tribution within the lattice site during the imaging process. As the
same high-resolution optics are used to generate both the lattice and
the image of the atoms on the CCD camera, the imaging system is
very stable with respect to the lattice, which is important for single-
site addressing26. The observed drifts in the 2D plane are very low, less
than 10% of the lattice spacing in one hour with shot to shot fluctua-
tions of less than 15% r.m.s.

Pair densities within multiply occupied lattice sites are very high
due to the strong confinement in the lattice. When resonantly illu-
minated, such pairs undergo light assisted collisions and leave the
trap within a time of the order of 100 ms, long before they emit
sufficient photons to be detected27. Therefore the remaining number
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Figure 1 | Diagram of the quantum gas microscope. The two-dimensional
atom sample (a) is located a few micrometres below the lower surface of a
hemispherical lens inside the vacuum chamber. This lens serves to increase
the numerical aperture (NA) of the objective lens outside the vacuum (b) by
the index of refraction, from NA5 0.55 to NA5 0.8. The atoms are
illuminated from the side by the molasses beams (c) and the scattered
fluorescence light is collected by the objective lens and projected onto a CCD
camera (d). A 2D optical lattice is generated by projecting a periodic mask
(e) onto the atoms through the same objective lens via a beam splitter
(f). The mask is a periodic phase hologram, and a beam stop (g) blocks the
residual zeroth order, leaving only the first orders to form a sinusoidal
potential.
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Figure 2 | Imaging single atoms. a, Field of viewwith sparse site occupation.
b, Response of a single atom, derived from sparse images: shown are
horizontal (filled circles) and vertical (open circles) profiles through the
centre of the image generated by a single atom. The black line shows the
expected Airy function for a perfect imaging system with a numerical
aperture of 0.8. The blue dashed line denotes the profile expected from a
single atom, taking into account only the finite width of the CCD pixels and
the finite extension of the probability distribution of the atom’s location.
The data are from the responses of 20 atoms in different locations within the
field of view which have been precisely superimposed by subpixel shifting
before averaging.

5 μm

640 nm

Figure 3 | Site-resolved imaging of single atoms on a 640-nm-period
optical lattice, loadedwith a high density Bose–Einstein condensate. Inset,
magnified view of the central section of the picture. The lattice structure and
the discrete atoms are clearly visible. Owing to light-assisted collisions and
molecule formation on multiply occupied sites during imaging, only empty
and singly occupied sites can be seen in the image.
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anymore.
Typical parameters for conventional setups are a min-

imal ion–electrode distance h ∼ (100 . . .1000)µm allow-
ing for RF voltages of the order of 1000V.

(a)

(b)

(c)

(d)

~20!m

~100!m

~100!m

~100!m

Figure 3. Fluorescence images of laser-cooled ions in a com-
mon confining potential of a linear RF trap (see figure 2),
forming differently structured Coulomb crystals. (a) A single
ion (Mg+). (b) A linear string of 40 ions at ωX/Y ≫ ωZ .
The axis of the chain coincides with the trap Z-axis, which
is identically orientated in the rest of the images. (c) A lin-
ear string embedding a two-dimensional zigzag structure of
60 ions for ωX/Y > ωZ . (d) A three-dimensional structure
of more than 40 ions at ωX/Y ! ωZ . The enhanced signal-
to-noise ratio in (d) is achieved by extended exposure. Struc-
tural phase transitions can be induced between one-, two- and
three-dimensional crystals, for example by reducing the ratio
of radial to axial trapping frequencies.

Different laser cooling schemes can be applied to reduce
the total energy of motion of the ion [45]. Doppler cooling
[55–58] of several ions already allows to enter a regime,
where the kinetic energy (kBT ∼ mK) of the ions be-
comes significantly smaller than the energy related to the
mutual Coulomb repulsion. Hence, the ions cannot ex-
change their position anymore. A phase transition from
the gaseous (liquid) plasma to a crystalline structure oc-
curs [59, 60]. On the one hand, the resulting Coulomb
crystals (see figure 3) provide many similarities with solid
state crystals already partially explaining why Coulomb
crystals appear naturally suited to simulate many-body
physics: (1) The ions reside on individual lattice sites. (2)
The motion of the ions (external degree of freedom) can
be described easiest in terms of common motional modes

with the related quanta being phonons. The phonons
in Coulomb crystals allow to mediate long-range inter-
actions between the ions. In a different context, the
phonons can also be interpreted as bosonic particles, for
example, capable of tunnelling between lattice sites sim-
ulated by the ions (see also section 5.2). On the other
hand, there are advantageous differences compared to
solid state crystals: (3) Coulomb crystals typically build
up in ultra-high vacuum ((10−9 . . . 10−11)mbar) and are
very well shielded against disturbances from the environ-
ment, thus providing long coherence times. (4) Coulomb
crystals feature lattice constants of a few micrometres
(see figure 3), dependent on the trapping potential coun-
teracting the mutual Coulomb repulsion. Compared to
a solid, where distances are of the order of Ångstrom
(10−10m) the density of the structure in one dimen-
sion is reduced by five, in three dimensions by fifteen
orders of magnitude. This allows for individual address-
ing of the ions and for individual preparation, control
and readout of their electronic and motional states. (5)
The Coulomb interaction between the charged ions is not
shielded within the crystal, as in Coulomb crystals the
charge of all ions has the same sign in contrast to ionic
crystals in solid state systems.

It has to be pointed out that it is possible to deter-
ministically achieve phase transitions between different
structures of Coulomb crystals for large numbers of ions
[59, 60]. When the ratio of radial to axial confinement is
reduced or the amount of confined ions is increased, we
observe the transition from a linear chain of ions via a
two-dimensional zigzag structure to a three-dimensional
structure (see figure 3b–d).

Despite the unique conditions in Coulomb crystals in
linear RF traps and the high fidelities of operations, cur-
rent experimental approaches on QS (and QC) are still
limited to a small number of ions. The approaches in-
clude of the order of ten ions arranged in a linear chain
[43, 61]. This is accomplished by choosing the radial con-
finement much stronger than the axial one. The linear
chain orientates along the weakest (Z) direction, where
tiny oscillations of the cooled ions around the minimum
of the pseudopotential (X and Y ) and thus micromotion
still remain negligible.

For purposes of a QC and QS, scaling to a larger num-
ber of spins and more dimensions while keeping sufficient
control over all required degrees of freedom remains the
challenge of the field. Using longer linear chains confined
in anharmonic axial potentials [62] might provide a way
to reach a number of ions in the system that in principle
already exceeds capabilities of a classical supercomputer.
Another way might be the use of RF ring traps offering
periodic boundary conditions for static Coulomb crystals
[59, 60] and even (more-dimensional) crystalline beams of
ions [63–65]. A microfabricated ring trap is currently de-
veloped and fabricated at Sandia National Laboratories
[66].

The two main limitations for further scaling of the
number of ions in a common potential are, from a practi-

State with spatial entanglement:

Spatial Entanglement in Many-body states
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Figure 7. Dynamical purification in the cascaded setup (�L=0, first row), chiral setup (�L=0.5�R, second row) and bidirectional
setup (�L = �R, third row). In the first column the detuning pattern is chosen such that the steady state dimerises, which is
signalled by a vanishing entropy of the reduced density matrix of the corresponding spin pairs. While in the cascaded setup the
system purifies from left to right, in the chiral case the system purifies as a whole. In the second column the detuning pattern
is chosen such that the the steady state breaks up into a tetramer and two dimers. The last two columns show analogous
situations for detuning pattern corresponding to two tetramers and an octomer, respectively. Other parameters are ⌦ = 0.5�R,
�a = 0.6�R, �b = 0.4�R, �c = 0.2�R and �d = 0.1�R.

strength is replaced by ��, and a additional Lindblad
term with the single collective jump operator c

R

of
strength 2�

L

:

⇢̇=� i

~

h
H

sys

+

��

�
R

H
R

, ⇢
i
+

��

�
R

D[c
R

]⇢+2�
L

D[c
R

]⇢. (30)

As shown in the Sec. IV A the dimerised state is the
unique pure steady state of the cascaded part. By con-
struction this dark state is annihilated by the single col-
lective jump operator c

R

, such that it is also a dark state
of the additional term in the chiral setup. Thus, any
unique pure steady state of the cascaded master equa-
tion, is also the unique steady state of the corresponding
chiral master equation, with the identification �

R

! ��.
In particular, the dimerised state (26) is also the steady
state of the chiral master equation. ***Maybe this is not
so much a surprise if we defined ↵

j

with �� before?***.
Note that the steady states of the cascaded master

equation are only steady also in the chiral setting if they
are dark. This requires for example a even number of

spins. If the number is odd, in the cascaded setup some
of the last spins are driven into a mixed, non-dark state.
Consequently this state is not a steady state of the chiral
pendant. Further note that this construction requires
�� 6= 0 and thus can not be extended naively to the
bidirectional setting of Sec. 7. ***Again this comment is
for odd, maybe we show include it before.***

Even though the cascaded and the chiral master equa-
tion have the same steady states, the dynamics of the
two systems in how this steady states is approached is
rather different. While in the cascaded setup the spin
chain purifies from left to right due to the unidirectional
flow of excitations, in the chiral case the system purifies
“as a whole” [cf. Fig. 7(a-h)].

C. Multipartite entangled steady states

The above discussion shows that the spin chain is
driven into a pure dimerised steady state if it is driven

A B

| i 6= | Ai ⌦ | Bi

MIXED TRACE

L. Amico, R. Fazio, A. Osterloh and V. Vedral, Rev. Mod. Phys. 80, 517 (2008).  
J. Eisert, M. Cramer and M. B. Plenio, Rev. Mod. Phys. 82, 277 (2010).  

Von Neumann entropy

SvN(⇢A) = �trA [⇢A(log2 ⇢A)]

Rényi entropy

Sn(⇢A) =
1

1� n
log tr{⇢nA}  SV N (⇢A)
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Figure 7. Dynamical purification in the cascaded setup (�L=0, first row), chiral setup (�L=0.5�R, second row) and bidirectional
setup (�L = �R, third row). In the first column the detuning pattern is chosen such that the steady state dimerises, which is
signalled by a vanishing entropy of the reduced density matrix of the corresponding spin pairs. While in the cascaded setup the
system purifies from left to right, in the chiral case the system purifies as a whole. In the second column the detuning pattern
is chosen such that the the steady state breaks up into a tetramer and two dimers. The last two columns show analogous
situations for detuning pattern corresponding to two tetramers and an octomer, respectively. Other parameters are ⌦ = 0.5�R,
�a = 0.6�R, �b = 0.4�R, �c = 0.2�R and �d = 0.1�R.
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As shown in the Sec. IV A the dimerised state is the
unique pure steady state of the cascaded part. By con-
struction this dark state is annihilated by the single col-
lective jump operator c
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, such that it is also a dark state
of the additional term in the chiral setup. Thus, any
unique pure steady state of the cascaded master equa-
tion, is also the unique steady state of the corresponding
chiral master equation, with the identification �
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In particular, the dimerised state (26) is also the steady
state of the chiral master equation. ***Maybe this is not
so much a surprise if we defined ↵
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with �� before?***.
Note that the steady states of the cascaded master

equation are only steady also in the chiral setting if they
are dark. This requires for example a even number of

spins. If the number is odd, in the cascaded setup some
of the last spins are driven into a mixed, non-dark state.
Consequently this state is not a steady state of the chiral
pendant. Further note that this construction requires
�� 6= 0 and thus can not be extended naively to the
bidirectional setting of Sec. 7. ***Again this comment is
for odd, maybe we show include it before.***

Even though the cascaded and the chiral master equa-
tion have the same steady states, the dynamics of the
two systems in how this steady states is approached is
rather different. While in the cascaded setup the spin
chain purifies from left to right due to the unidirectional
flow of excitations, in the chiral case the system purifies
“as a whole” [cf. Fig. 7(a-h)].

C. Multipartite entangled steady states

The above discussion shows that the spin chain is
driven into a pure dimerised steady state if it is driven
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H HMPS
“low energy/ 

slightly entangled states”

       Matrices

max(SvN) = M/2

D ⇥D

 max(SvN) = log2(D)

 max(SvN) = 0 = log2(1)

D = 1

product state  
(for spins)

D= matrix/bond  
       dimension

Entanglement and the matrix product state ansatz

. . .

[2][1] [M ][3]

| i ⇡

• Matrix product states can represent a state exactly if entanglement is small  
    (necessary condition: von Neumann;    sufficient condition: Rényi, order < 1)  

• 1D systems with local Hamiltonians have low ground state entanglement
        (S bounded in M for gapped systems; grows as log(M) for critical systems)

F. Verstraete and J.I. Cirac Phys. Rev. B 73, 094423 (2006) 

N. Schuch, M. M. Wolf, K. G. H. Vollbrecht, and J. I. Cirac, New J. Phys. 10, 033032 (2008)  
N. Schuch, M. M. Wolf, F. Verstraete, and J. I. Cirac, Phys. Rev. Lett. 100, 030504 (2008)
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Ut>0/J = 1

Entanglement and quench dynamics (local 1D system)
• Quench experiment for bosons

• Propagation of quasi-particle pairs, velocity limited 
   by Lieb-Robinson bound

E. H. Lieb and D. W. Robinson, Comm. Math. Phys. 28, 251 (1972).  

P. Calabrese and J. Cardy, J. Stat. Mech, P04010 (2005) 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S. Trotzky et al.,  
Nature Physics 8, 325 (2012)

2

FIG. 1. Relaxation of the density pattern. (a) Concept of the exper-
iment: after having prepared the density wave | (t = 0)i (i), the
lattice depth was rapidly reduced to enable tunneling (ii). Finally,
the properties of the evolved state were read out after all tunneling
was suppressed again (iii). (b) Even-odd resolved detection: parti-
cles on sites with odd index were brought to a higher Bloch band. A
subsequent band-mapping sequence was used to reveal the odd- and
even-site populations [13, 14]. (c) Integrated band-mapping profiles
versus relaxation time t for h/(4J) ' 0.9ms, U/J = 5.16(7) and
K/J ' 9 ⇥ 10�3. (d) Odd-site density extracted from the raw data
shown in c. The shaded area marks the envelope for free Bosons
(light grey) and including inhomogeneities of the Hubbard parame-
ters in the experimental system (dark grey).

Finally we added to the long lattice another optical lattice with
wavelength �xs = 765 nm = �xl/2 (“short lattice”) with the
relative phase between the two adjusted to load every second
site of the short lattice [14, 21]. Completely removing the
long lattice gave an array of practically isolated 1D density
waves | N i = | · · · , 1, 0, 1, 0, 1, · · · i – thus realizing step (i)
– with a distribution of particle numbers N and thus lengths
L = 2N � 1 given by the external confinement. For our pa-
rameters, we expect chains with a maximal particle number of
N

max

' 43 and a mean value of N̄ ' 31 (see Supplementary
Material for details on the loading procedure).

To initialize the many-body relaxation dynamics of step (ii),
we quenched the short-lattice depth to a small value within
200µs, allowing the atoms to tunnel along the x-direction.
After a time t, we rapidly ramped up the short lattice to its
original depth, thus suppressing all tunneling. Finally, we
read out the properties of the evolved state in terms of den-
sities, currents and coherences in step (iii). Note that in the
experiments we always measured the full ensemble average
X(t) = E{N}h N (t)|X̂| N (t)i of an observable X̂ over the
array of chains (denoted by the averaging operator E{N}),
rather than the expectation value for a single chain with N
particles.

Relaxation of quasi-local densities. We first discuss mea-
surements of the density on sites with either even or odd index.
After the time evolution, we transferred the population on odd
sites to a higher Bloch band using the superlattice and detected
these excitations employing a band-mapping technique (see
Fig. 1b) [13, 14]. Fig. 1c shows the integrated band-mapping
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(t) for four different interaction strengths U/J (circles). The
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without free parameters. The dashed lines represent simulations in-
cluding next-nearest neighbor hopping with a coupling matrix ele-
ment J
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from the single-particle band structure.

profiles as a function of relaxation time for h/(4J) ' 0.9ms,
U/J = 5.16(7) and K/J ' 9 ⇥ 10�3. We plot the resulting
traces n

odd

(t) in Fig. 1d. We generally observe oscillations
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odd

with a period T ' h/(4J) which rapidly dampen out
within 3-4 periods to a steady value of ' 0.5. The same qual-
itative behavior is found in a wide range of interactions (see
Fig. 2).

We performed t-DMRG calculations, keeping up to 5000
states in the matrix-product state simulations (solid lines in
Fig. 2). The Bose-Hubbard parameters used in these sim-
ulations were obtained from the respective set of experi-
mental control parameters. Furthermore, we took into ac-
count the geometry of the experimental setup by perform-
ing the corresponding ensemble average E{N} over chains
with different particle numbers N (see Supplementary Ma-
terial). For the times accessible in the simulations, these av-
erages differ only slightly from the traces obtained for a sin-
gle chain with the maximal particle number N

max

= 43 of
the ensemble (see Supplementary Material). For interaction
strengths U/J . 6 (Fig. 2a-c), we find a good agreement
of the experimental data and the simulations. In this regime,
only small systematic deviations can be observed, which are
strongest for the smallest value of U/J which corresponds
to the smallest lattice depth. They can be attributed to the
breakdown of the tight-binding approximation for shallow lat-
tices which gives rise to a significant amount of longer-ranged
hopping. When including a next-nearest neighbor hopping
term �J

NNN
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+ h.c.) in the t-DMRG simulations
we obtain quantitative agreement with the experimental data
(dashed line in Fig. 2). For larger values of U/J and corre-
spondingly deeper lattices, the tight-binding approximation is
valid. For U/J & 10 (Fig. 2d), larger deviations are found.
Here, the dynamics become more and more affected by resid-
ual inter-chain tunneling and non-adiabatic heating as the ab-
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the properties of the evolved state were read out after all tunneling
was suppressed again (iii). (b) Even-odd resolved detection: parti-
cles on sites with odd index were brought to a higher Bloch band. A
subsequent band-mapping sequence was used to reveal the odd- and
even-site populations [13, 14]. (c) Integrated band-mapping profiles
versus relaxation time t for h/(4J) ' 0.9ms, U/J = 5.16(7) and
K/J ' 9 ⇥ 10�3. (d) Odd-site density extracted from the raw data
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ters in the experimental system (dark grey).

Finally we added to the long lattice another optical lattice with
wavelength �xs = 765 nm = �xl/2 (“short lattice”) with the
relative phase between the two adjusted to load every second
site of the short lattice [14, 21]. Completely removing the
long lattice gave an array of practically isolated 1D density
waves | N i = | · · · , 1, 0, 1, 0, 1, · · · i – thus realizing step (i)
– with a distribution of particle numbers N and thus lengths
L = 2N � 1 given by the external confinement. For our pa-
rameters, we expect chains with a maximal particle number of
N

max

' 43 and a mean value of N̄ ' 31 (see Supplementary
Material for details on the loading procedure).

To initialize the many-body relaxation dynamics of step (ii),
we quenched the short-lattice depth to a small value within
200µs, allowing the atoms to tunnel along the x-direction.
After a time t, we rapidly ramped up the short lattice to its
original depth, thus suppressing all tunneling. Finally, we
read out the properties of the evolved state in terms of den-
sities, currents and coherences in step (iii). Note that in the
experiments we always measured the full ensemble average
X(t) = E{N}h N (t)|X̂| N (t)i of an observable X̂ over the
array of chains (denoted by the averaging operator E{N}),
rather than the expectation value for a single chain with N
particles.

Relaxation of quasi-local densities. We first discuss mea-
surements of the density on sites with either even or odd index.
After the time evolution, we transferred the population on odd
sites to a higher Bloch band using the superlattice and detected
these excitations employing a band-mapping technique (see
Fig. 1b) [13, 14]. Fig. 1c shows the integrated band-mapping
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within 3-4 periods to a steady value of ' 0.5. The same qual-
itative behavior is found in a wide range of interactions (see
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We performed t-DMRG calculations, keeping up to 5000
states in the matrix-product state simulations (solid lines in
Fig. 2). The Bose-Hubbard parameters used in these sim-
ulations were obtained from the respective set of experi-
mental control parameters. Furthermore, we took into ac-
count the geometry of the experimental setup by perform-
ing the corresponding ensemble average E{N} over chains
with different particle numbers N (see Supplementary Ma-
terial). For the times accessible in the simulations, these av-
erages differ only slightly from the traces obtained for a sin-
gle chain with the maximal particle number N

max

= 43 of
the ensemble (see Supplementary Material). For interaction
strengths U/J . 6 (Fig. 2a-c), we find a good agreement
of the experimental data and the simulations. In this regime,
only small systematic deviations can be observed, which are
strongest for the smallest value of U/J which corresponds
to the smallest lattice depth. They can be attributed to the
breakdown of the tight-binding approximation for shallow lat-
tices which gives rise to a significant amount of longer-ranged
hopping. When including a next-nearest neighbor hopping
term �J
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+ h.c.) in the t-DMRG simulations
we obtain quantitative agreement with the experimental data
(dashed line in Fig. 2). For larger values of U/J and corre-
spondingly deeper lattices, the tight-binding approximation is
valid. For U/J & 10 (Fig. 2d), larger deviations are found.
Here, the dynamics become more and more affected by resid-
ual inter-chain tunneling and non-adiabatic heating as the ab-
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iment: after having prepared the density wave | (t = 0)i (i), the
lattice depth was rapidly reduced to enable tunneling (ii). Finally,
the properties of the evolved state were read out after all tunneling
was suppressed again (iii). (b) Even-odd resolved detection: parti-
cles on sites with odd index were brought to a higher Bloch band. A
subsequent band-mapping sequence was used to reveal the odd- and
even-site populations [13, 14]. (c) Integrated band-mapping profiles
versus relaxation time t for h/(4J) ' 0.9ms, U/J = 5.16(7) and
K/J ' 9 ⇥ 10�3. (d) Odd-site density extracted from the raw data
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Finally we added to the long lattice another optical lattice with
wavelength �xs = 765 nm = �xl/2 (“short lattice”) with the
relative phase between the two adjusted to load every second
site of the short lattice [14, 21]. Completely removing the
long lattice gave an array of practically isolated 1D density
waves | N i = | · · · , 1, 0, 1, 0, 1, · · · i – thus realizing step (i)
– with a distribution of particle numbers N and thus lengths
L = 2N � 1 given by the external confinement. For our pa-
rameters, we expect chains with a maximal particle number of
N

max

' 43 and a mean value of N̄ ' 31 (see Supplementary
Material for details on the loading procedure).

To initialize the many-body relaxation dynamics of step (ii),
we quenched the short-lattice depth to a small value within
200µs, allowing the atoms to tunnel along the x-direction.
After a time t, we rapidly ramped up the short lattice to its
original depth, thus suppressing all tunneling. Finally, we
read out the properties of the evolved state in terms of den-
sities, currents and coherences in step (iii). Note that in the
experiments we always measured the full ensemble average
X(t) = E{N}h N (t)|X̂| N (t)i of an observable X̂ over the
array of chains (denoted by the averaging operator E{N}),
rather than the expectation value for a single chain with N
particles.

Relaxation of quasi-local densities. We first discuss mea-
surements of the density on sites with either even or odd index.
After the time evolution, we transferred the population on odd
sites to a higher Bloch band using the superlattice and detected
these excitations employing a band-mapping technique (see
Fig. 1b) [13, 14]. Fig. 1c shows the integrated band-mapping
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U/J = 5.16(7) and K/J ' 9 ⇥ 10�3. We plot the resulting
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with a period T ' h/(4J) which rapidly dampen out
within 3-4 periods to a steady value of ' 0.5. The same qual-
itative behavior is found in a wide range of interactions (see
Fig. 2).

We performed t-DMRG calculations, keeping up to 5000
states in the matrix-product state simulations (solid lines in
Fig. 2). The Bose-Hubbard parameters used in these sim-
ulations were obtained from the respective set of experi-
mental control parameters. Furthermore, we took into ac-
count the geometry of the experimental setup by perform-
ing the corresponding ensemble average E{N} over chains
with different particle numbers N (see Supplementary Ma-
terial). For the times accessible in the simulations, these av-
erages differ only slightly from the traces obtained for a sin-
gle chain with the maximal particle number N

max

= 43 of
the ensemble (see Supplementary Material). For interaction
strengths U/J . 6 (Fig. 2a-c), we find a good agreement
of the experimental data and the simulations. In this regime,
only small systematic deviations can be observed, which are
strongest for the smallest value of U/J which corresponds
to the smallest lattice depth. They can be attributed to the
breakdown of the tight-binding approximation for shallow lat-
tices which gives rise to a significant amount of longer-ranged
hopping. When including a next-nearest neighbor hopping
term �J
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+ h.c.) in the t-DMRG simulations
we obtain quantitative agreement with the experimental data
(dashed line in Fig. 2). For larger values of U/J and corre-
spondingly deeper lattices, the tight-binding approximation is
valid. For U/J & 10 (Fig. 2d), larger deviations are found.
Here, the dynamics become more and more affected by resid-
ual inter-chain tunneling and non-adiabatic heating as the ab-
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lattice depth was rapidly reduced to enable tunneling (ii). Finally,
the properties of the evolved state were read out after all tunneling
was suppressed again (iii). (b) Even-odd resolved detection: parti-
cles on sites with odd index were brought to a higher Bloch band. A
subsequent band-mapping sequence was used to reveal the odd- and
even-site populations [13, 14]. (c) Integrated band-mapping profiles
versus relaxation time t for h/(4J) ' 0.9ms, U/J = 5.16(7) and
K/J ' 9 ⇥ 10�3. (d) Odd-site density extracted from the raw data
shown in c. The shaded area marks the envelope for free Bosons
(light grey) and including inhomogeneities of the Hubbard parame-
ters in the experimental system (dark grey).

Finally we added to the long lattice another optical lattice with
wavelength �xs = 765 nm = �xl/2 (“short lattice”) with the
relative phase between the two adjusted to load every second
site of the short lattice [14, 21]. Completely removing the
long lattice gave an array of practically isolated 1D density
waves | N i = | · · · , 1, 0, 1, 0, 1, · · · i – thus realizing step (i)
– with a distribution of particle numbers N and thus lengths
L = 2N � 1 given by the external confinement. For our pa-
rameters, we expect chains with a maximal particle number of
N

max

' 43 and a mean value of N̄ ' 31 (see Supplementary
Material for details on the loading procedure).

To initialize the many-body relaxation dynamics of step (ii),
we quenched the short-lattice depth to a small value within
200µs, allowing the atoms to tunnel along the x-direction.
After a time t, we rapidly ramped up the short lattice to its
original depth, thus suppressing all tunneling. Finally, we
read out the properties of the evolved state in terms of den-
sities, currents and coherences in step (iii). Note that in the
experiments we always measured the full ensemble average
X(t) = E{N}h N (t)|X̂| N (t)i of an observable X̂ over the
array of chains (denoted by the averaging operator E{N}),
rather than the expectation value for a single chain with N
particles.

Relaxation of quasi-local densities. We first discuss mea-
surements of the density on sites with either even or odd index.
After the time evolution, we transferred the population on odd
sites to a higher Bloch band using the superlattice and detected
these excitations employing a band-mapping technique (see
Fig. 1b) [13, 14]. Fig. 1c shows the integrated band-mapping
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with a period T ' h/(4J) which rapidly dampen out
within 3-4 periods to a steady value of ' 0.5. The same qual-
itative behavior is found in a wide range of interactions (see
Fig. 2).

We performed t-DMRG calculations, keeping up to 5000
states in the matrix-product state simulations (solid lines in
Fig. 2). The Bose-Hubbard parameters used in these sim-
ulations were obtained from the respective set of experi-
mental control parameters. Furthermore, we took into ac-
count the geometry of the experimental setup by perform-
ing the corresponding ensemble average E{N} over chains
with different particle numbers N (see Supplementary Ma-
terial). For the times accessible in the simulations, these av-
erages differ only slightly from the traces obtained for a sin-
gle chain with the maximal particle number N

max

= 43 of
the ensemble (see Supplementary Material). For interaction
strengths U/J . 6 (Fig. 2a-c), we find a good agreement
of the experimental data and the simulations. In this regime,
only small systematic deviations can be observed, which are
strongest for the smallest value of U/J which corresponds
to the smallest lattice depth. They can be attributed to the
breakdown of the tight-binding approximation for shallow lat-
tices which gives rise to a significant amount of longer-ranged
hopping. When including a next-nearest neighbor hopping
term �J
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+ h.c.) in the t-DMRG simulations
we obtain quantitative agreement with the experimental data
(dashed line in Fig. 2). For larger values of U/J and corre-
spondingly deeper lattices, the tight-binding approximation is
valid. For U/J & 10 (Fig. 2d), larger deviations are found.
Here, the dynamics become more and more affected by resid-
ual inter-chain tunneling and non-adiabatic heating as the ab-

e.g., experiment vs. t-DMRG 
         in a quantum quench

Entanglement growth leads to breakdown of simulation via tensor networks

Control over accuracy

• Convergence in the maximum allowed truncation error is used to control  
   validity of the calculation



Ingredients: 
• Multiple copies prepared in low-entropy initial states in 1D tubes or 2D layers 
• Coupling between copies 
• Local occupation number measurements (quantum gas microscope)

 
Bosons: A. J. Daley, H. Pichler, J. Schachenmayer, P. Zoller, Phys. Rev. Lett. 109, 020505 (2012)  
Fermions: H. Pichler, L. Bonnes, A. J. Daley,  A. M. Läuchli, and P. Zoller, New J. Phys. 15 063003 (2013)

Measure: Purity/consistency of whole state; Renyi entropy of order n using n copies. 
          

Sn(⇢A) =
1

1� n
log tr{⇢nA}  SV N (⇢A)

How can we measure entanglement in an experiment?

• Parallel measurements: 
• Purity of the whole state 
• Entanglement for  
   subsystems
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Experiment: Measurement of entanglement 
       for itinerant bosons in optical lattices

R. Islam et al., arXiv: 1509.01160 
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Figure 4. Entanglement in the ground state of the Bose-Hubbard model. We study the Mott insulator to superfluid transition with four
atoms on four lattice sites in the ground state of the Bose-Hubbard model, Eq. (4). a. As the interaction strength U/J

x

is adiabatically reduced
the purity of the subsystem A (green and blue, inset), Tr(⇢2

A

), become less than that of the full system (red). This demonstrates entanglement in
the superfluid phase, generated by coherent tunneling of bosons across lattice sites. In terms of the second-order Rényi entanglement entropy,
S2(A) = � log Tr(⇢

2
A

), the full system has less entropy than its subsystems in this state. In the Mott insulator phase (U/J

x

� 1) the full
system has more Rényi entropy (and less purity) than the subsystems, due to the lack of sufficient entanglement and a contribution of classical
entropy. The circles are data and the solid lines are theory calculated from exact diagonalization. The only free parameter is an added offset,
assumed extensive in system size and consistent with the average measured entropy in the full system. b. Second-order Rényi entropy of all
possible bi-partitioning of the system. For small U/J

x

, all subsystems (data points connected by green and blue lines) have more entropy
than the full system (red circles), indicating full multipartite entanglement [45] between the four lattice sites. The residual entropy in the Mott
insulating regime is from classical entropy in the experiment, and extensive in the subsystem size. Right: The values of all Renyi entropies of
the particular case of U/J

x

⇡ 1 are plotted, to demonstrate spatial multipartite entanglement in this superfluid.

beam splitter operation alone, suggesting significantly higher
purity for the many-body state. The measured entropy is thus
a sum of an extensive classical entropy due to the imperfec-
tions of the beam splitter and any entanglement entropy.

Our site resolved measurement simultaneously provides in-
formation about all possible spatial partitionings of the sys-
tem. Comparing the purity of all subsystems with that of the
full system enables us to determine whether a quantum state
has genuine spatial multipartite entanglement where every site
is entangled with each other. Experimentally we find that this
is indeed the case for small U/J

x

(Fig. 4b). In the super-
fluid phase, all possible subsystems have more entropy than
the full system, demonstrating full spatial multipartite entan-
glement between all four sites [33, 45]. In the Mott phase
(U/J

x

� 1), the measured entropy is dominated by extensive
classical entropy, showing a lack of entanglement.

By measuring the second-order Rényi entropy we can cal-
culate other useful quantities, such as the associated mutual
information I

AB

= S2(A) + S2(B) � S2(AB). Mutual in-
formation exhibits interesting scaling properties with respect
to the subsystem size, which can be key to studying area laws
in interacting quantum systems [51]. In some cases, such as
in the ‘data hiding states’ [52], mutual information is more
appropriate than the more conventional two point correlators
which might take arbitrarily small values in presence of strong
correlations. Mutual information is also immune to present
extensive classical entropy in the experiments, and hence is
practically useful to experimentally study larger systems. In
our experiments (Fig. 5a), we find that for the Mott insula-

tor state (U/J
x

� 1), the entropy of the full system is the
sum of the entropies for the subsystems. The mutual informa-
tion I

AB

⇡ 0 for this state, consistent with a product state in
the presence of extensive classical entropy. At U/J

x

⇡ 10,
correlations between the subsystems begin to grow as the sys-
tem adiabatically melts into a superfluid, resulting in non-zero
mutual information, I

AB

> 0.
It is instructive to investigate the scaling of Rényi entropy

and mutual information with subsystem size [13, 51] since
in larger systems they can characterize quantum phases, for
example by measuring the central charge of the underlying
quantum field theory [11]. Figure 5b shows these quantities
versus the subsystem size for various partitioning schemes
with a single boundary. For the atomic Mott insulator the
Rényi entropy increases linearly with the subsystem size and
the mutual information is zero, consistent with both a product
state and classical entropy being uncorrelated between vari-
ous sites. In the superfluid state the measured Rényi entropy
curves are asymmetric and first increase with the system size,
then fall again as the subsystem size approaches that of the full
system. This represents the combination of entanglement en-
tropy and the linear classical entropy. This non-monotonicity
is a signature of the entanglement entropy, as the entropy for a
pure state must vanish when the subsystem size is zero or the
full system. The asymmetry due to classical entropy is absent
in the mutual information.

The mutual information between two subsystems comes
from the correlations across their separating boundary. For
a four site system, the boundary area ranges from one to three
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Figure 6. Entanglement dynamics in quench Entanglement dy-
namics of two atoms in two sites after a sudden quench of the Hamil-
tonian from a large value of U/J

x

to U/J

x

⇡ 0.3, with J

x

⇡ 210

Hz. Here, ‘quench time’ refers to the duration that the atoms spend
in the shallow double well, after the initial sudden quench. The sys-
tem oscillates between Mott insulator like state (I) and quenched su-
perfluid states (II, III). The growth of bipartite entanglement in the
superfluid state is seen by comparing the measured Rényi entropy of
the single site subsystem (blue circles) to that of the two site full sys-
tem (red circles). The solid lines are the theory curves with vertical
offsets to include the classical entropy introduced by experimental
imperfections.

U/J
x

⇡ 0.3. The non-equilibrium dynamics is demonstrated
(Fig. 6) by the oscillation in the second-order Rényi entropy
of the subsystem, while the full system assumes a constant
value originating from classical entropy. This experiment also
demonstrates entanglement in HOM-like interference of two
massive particles.

SUMMARY AND OUTLOOK

In this work, we perform a direct measurement of quan-
tum purity, the second-order Rényi entanglement entropy, and
mutual information in a Bose-Hubbard system. Our measure-
ment scheme does not rely on full density matrix reconstruc-
tion or the use of specialized witness operators to detect en-
tanglement. Instead, by preparing and interfering two iden-
tical copies of a many-body quantum state, we probe entan-

glement with the measurement of only a single operator. Our
experiments represent an important demonstration of the use-
fulness of the many-body interference for the measurement of
entanglement. It is straight forward to extend the scheme to
fermionic systems [56] and systems with internal degrees of
freedom [33]. By generalizing the interference to n copies of
the quantum state [35], arbitrary observables written as as n-
th order polynomial function of the density matrix, e.g. n > 2

order Rényi entropies, can be measured.
With modest technical upgrades to suppress classical fluc-

tuations and residual interactions, it should be possible to fur-
ther improve the beam splitter fidelity enabling us to work
with significantly larger systems. Mutual information is an
ideal tool for exploring these larger systems as it is insensi-
tive to any residual extensive classical entropy. For high en-
tropy of a sub-system, corresponding to low state purity, the
number of measurements required to reach a desired preci-
sion is high. However, in contrast to tomographic methods,
this scheme would not require additional operations for larger
systems. Moreover, the single site resolution of the micro-
scope allows us to simultaneously obtain information about
all possible subsystems, to probe multipartite entanglement.

For non-equilibrium systems, entanglement entropy can
grow in time (indefinitely in infinite systems). This leads to in-
teresting many-body physics, such as thermalization in closed
quantum systems [57]. The long time growth of entanglement
entropy is considered to be a key signature of many-body lo-
calized states [20] arising in presence of disorder. The ability
to measure the quantum purity for these systems would allow
experimental distinction of quantum fluctuations and classical
statistical fluctuations.

More generally, by starting with two different quantum
states in the two copies this scheme can be applied to measure
the quantum state overlap between them. This would provide
valuable information about the underlying quantum state. For
example, the many-body ground state is very sensitive to per-
turbations near a quantum critical point. Hence, the overlap
between two ground states with slightly different parameters
(such as U/J in the Bose-Hubbard hamiltonian) could be used
as a sensitive probe of quantum criticality [58]. Similarly the
overlap of two copies undergoing non-equilibrium evolution
under different perturbations can be used to probe temporal
correlation functions in non-equilibrium quantum dynamics.
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• Different state representations, e.g.,  
   MERA  (G. Vidal) - critical 1D systems / 2D / 3D  
   PEPS  (F. Verstraete & I. Cirac) - 2D / 3D systems 

• Optimisation of states / time-evolution are  
  still numerically very time-consuming 

• Example: lowest ground state energy of the tJ model  
   (competing stripe vs. uniform d-wave) 

 G. Vidal Phys. Rev. Lett. 99, 220405 (2007) 

Review: F. Verstraete, V. Murg, and J. I. Cirac, Adv. Phys. 57, 143 (2008).

More general tensor networks:

 P. Corboz et al., PRL 113, 046402 (2014)



Application to long-range interactions
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State-dependent-force, spin-flip process mediated by coupling many motional modes

Tuneable-range interactions in ion traps:

• Range determined by detuning (off-resonant contributions from different modes)

• Additional control varying axial confinement
• Long strings, hot axial modes
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Open quantum systems

A. J. Daley, Advances in Physics 63, 77 (2014)



Dissipative dynamics / open many-body quantum systems:

System Environment

                               
 Analogies to quantum optics in many-body systems: 

• Quantum Optics description - microscopic models, well-controlled approximations 
        (master equation, quantum stochastic Schrödinger equations) 

• Quantum Optics tools (laser cooling, optical pumping / dissipative preparation) 

REVIEWS:     A. J. Daley, Advances in Physics 63, 77 (2014) 
M. Müller, S. Diehl, G. Pupillo, and P. Zoller, Adv. At. Mol. Opt. Phys 61, 1 (2012)  



Dissipative dynamics / open many-body quantum systems:

System Environment

REVIEWS:     A. J. Daley, Advances in Physics 63, 77 (2014) 
M. Müller, S. Diehl, G. Pupillo, and P. Zoller, Adv. At. Mol. Opt. Phys 61, 1 (2012)  

BEC

De Marco group (2014); Oberthaler group (2013); Porto/Rolston Two-body loss experiments: Rempe group (2008); Jin/Ye (2013) 
 

Three-body loss:  
A. J. Daley et al., PRL 102, 040402 (2009) 

A. Kantian et al., A. J. Daley, PRL 103, 240401 (2009) 
 

 
H. Pichler, A. J. Daley, and P. Zoller,  PRA 82, 063605 (2010) 

S. Sarkar, S. Langer, J. Schachenmayer, and A. J. Daley, PRA. 90, 023618 (2014) 
J. Schachenmayer, L. Pollet, M. Troyer, and A. J. Daley, PRA 89, 011601(R) (2014) 

Single atom or Dark state cooling:  
A. J. Daley et al., PRA 69, 022306 (2004) 

A. Griessner et al., PRL 97, 220403 (2006)

http://link.aps.org/doi/10.1103/PhysRevA.82.063605


Spontaneous emissions in optical lattices

H. Pichler, A. J. Daley, P. Zoller, PRA 82, 063605 (2010)

For single particle version, see:
J. P. Gordon and A. Ashkin, PRA 21, 1606 (1980)   
F. Gerbier and Y. Castin, PRA 82, 013615 (2010)

• Master equation (Born/Markov) 
• Adiabatic elimination of excited state

• Localization (position measurement) on scale of wavelength

Localisation due to spontaneous emission
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M. Holland et al. Phys. Rev. Lett. 76, 3683 (1996)

• Transfer to higher bands [measurement within site] 
   suppressed by  Lamb-Dicke factor

! Red vs. blue detuning:

! Timescale for incoherent processes: (~ Hz)

! Lamb Dicke Parameter:
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AC-Stark Potential
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Single Particle in an optical lattice

$%

$

bosonic field operatorMany-body Hamiltonian 
(including optical potential)

multiple beams



• Total rate of energy increase 

number of atomsrecoil energy

dhĤi
dt
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Role of thermalisation in heating

• But the system will not thermalise on experimental timescales 

J
U

• Within a band, thermalises sometimes 
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J. Schachenmayer, L. Pollet, M. Troyer,  
and A. J. Daley, PRA 89, 011601(R) (2014)

• Need to consider full time-dependent dynamics

= �E
R

N
tot



• Quantum trajectories (or the Monte-Carlo Wavefunction method) was developed to   
   compute dynamics described by master equations via propagation of pure states  
 
    

• Simple (first-order) version [arbitrary-order possible]: 
   Evolve stochastic trajectories (states) with two possible operations per timestep:

• Expectation values by stochastic average. 
• Trade-off: Smaller local Hilbert space vs. trajectory averages

Time-dependent dynamics in 1D: t-DMRG + Quantum Trajectories

A. J. Daley et al., Phys. Rev. Lett 102, 040402 (2009).

• Evolution under 

• Quantum Jumps (after appropriate stochastic sampling of m)

H. Carmichael, An Open Systems Approach to Quantum Optics 
K. Mølmer, J. Dalibard, Y. Castin, JOSA B 10, 524 (1993) 
R. Dum et al., PRA 46, 4382 (1992)



• Example trajectories: heating of hard-core bosons, 
   - kinetic energy: 
 
    

• Averaged trajectories vs exact solutions

Simple example of quantum trajectories averaging

• Statistical error and discrepancy 
   to exact results (         )
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A. J. Daley, Advances in Physics 63, 77 (2014)



• Solve master equation in lowest band via t-DMRG + quantum trajectories

• Long-range correlations in Superfluid strongly affected, Mott Insulator relatively robust 
• Decay proportional to scattering rate (worse for red detuning) 

H. Pichler, A. J. Daley, P. Zoller, PRA 82, 063605 (2010)

Decay of characteristic correlation functions

36 sites 
36 atoms 

U/J=3, Γ = 0.01J 
TJ=30

A. J. Daley, Advances in Physics 63, 77 (2014)



Alternative: represent the density matrix directly

. . .

Matrix product state   Matrix product operator  
(density operator)

. . .| i ⇡ ⇢ ⇡
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FIG. 11: Six example trajectories showing time-dependent DMRG simulations of the dynamics of 48 bosons on 48 lattice sites
in a master equation with H = HBH eq. (35), and jump operators cm = a†

mam, and � = 0.02J . Here we investigate the
increase in the di�culty of the simulation as a function of time by plotting the von Neumann entropy across a splitting in the
centre of the system (with 24 sites on each side). We see that there are di↵erent delays to the increase in S

vN

, which depend
on the timing of quantum jumps as well as their location with respect to the point of the bipartite splitting. All of these
trajectories are exact calculations (t-DMRG truncation errors ✏T lead to errors in S

vN

that are smaller than the line thickness),
with D = 256.

On a practical level, the size of the the matrix D depends on the particular system being investigated, and the
length of time over which the dynamics are computed. Typical calculations often involve several hundred to several
thousand time steps, with D ⇠ 200–2000. A calculation with a small local Hilbert space of 2–5 states and D ⇠ 500
takes of the order of a day on a single Intel Ivy Bridge processor core. A significant computational advantage of
quantum trajectory techniques is that with access to a large computational cluster, the methods can be immediately
parallelised as each trajectory can be run independently.

D. Integration of quantum trajectories and t-DMRG methods

Integration of quantum trajectories with t-DMRG methods is somewhat straight-forward in so far as t-DMRG
provides a direct means to propagate the state under the e↵ective Hamiltonian He↵ , or to apply jump operators cm

to the state. Initial states can be directly constructed or computed if they are pure states, or known mixtures of
pure states, and finite temperature states could also potentially be sampled as minimally entangled thermal states
[228]. We can then implement the protocol from section IIID directly within this formalism [101]. In computing the
norm of the state as a function of time, it is usually best to ensure that the state stored in a matrix product state is
always normalised. If a Trotter decomposition is used to compute the time evolution, for example, it is often useful
to renormalize the state stored in memory after every application of local evolution operators (45) to the state. The
required normalisation factors can be stored separately in memory and used to compute the norm of the state for the
purposes of the protocol in IIID.

A key test for these out of equilibrium calculations is to perform convergence tests in the truncation error ✏T for
each individual trajectory. It is typically su�cient to perform convergence tests for a small representative sample of the
trajectories, because the behaviour of the entanglement growth in the system and the related growth in ✏T generally
depends on the type of dynamics being induced by the quantum jumps. Care should be taken with this, because
jumps e↵ectively produce quantum quenches (often local quantum quenches [83]), which can lead to an increase in
entanglement.

As an example of the entanglement growth after quantum jumps, in Fig. 11, we plot example values of the von
Neumann entropy in the centre of a system as a function of time for bosons on an optical lattice with light scattering
in the form discussed in section III E 2. We show six trajectories that are representative of relatively typical behaviour,
and we can see how the di�culty of the simulation increases with time. Note that there are di↵erent delays to the
increase in SvN, which depend on both the timing of quantum jumps and also their location with respect to the
point of the bipartite splitting. It should be noted that for local jumps, it can be favourable numerically to use
di↵erent matrix dimensions D for di↵erent matrices along the chain, in order to keep a fixed value of ✏T . This is
especially straight-forward when using a Trotter decomposition eq. (45) and applying local time evolution operators.
In general, jump operators that are local in space, and so provide a local quench for the system should lead to a

F. Verstraete, J.J. García-Ripoll, and J.I. Cirac, PRL 93, 207204 (2004) 
M. Zwolak and G. Vidal, PRL 93, 207205 (2004) 
F. Verstraete et al., Adv. Phys. 57, 143 (2008). 

S. Montangero, J. Eisert et al.,  
M.-C. Banuls, J. I. Cirac et al., 
M. Plenio et al.

Computational costs

• Sampling over trajectories 
• Requirement of large D to represent  
    large entanglement 
• Often mixed states can have less 
   entanglement than pure-state trajectories

Von Neumann Entropy (split in centre), typical trajectories:

See the talks by P. Silvi and M.-C. Bañuls



t-DMRG + trajectories           vs.    Matrix Product Density Operators

• Local Hilbert space dimension d  

• MPS bond dimension doesn’t represent 
   classical correlations (trajectory average) 

• Code parallelisation with perfect scaling 

• With right choice of unravelling, can 
    exhibit symmetries not present in the  
    density operator 

• Local jumps can lead to entanglement 
   growth, entanglement can be 
   artificially enhanced [optimise?] 

• Need to average stochastic trajectories, 
   statistical errors smaller for global  
   quantities 

• Local Hilbert space dimension d2 

• MPS bond dimension increases to  
    represent classical correlations 

• Code sometimes difficult to parallelise 

• Often has more limited symmetries than  
   the pure-state trajectories  
 

• Mixed states will often have smaller  
    actual entanglement 
 

• Answer obtained without stochastic 
   averages 

• Questions surrounding positivity

Review: A. J. Daley, Advances in Physics 63, 77 (2014)

. . .. . .| i ⇡ ⇢ ⇡



Anton Buyskikh
Saubhik Sarkar 

Guanglei Xu
Jorge Yago

Rosaria Lena
 

Suzanne McEndoo
Alexandre Tacla

Araceli Venegas Gomez
Samantha Hume

Ella Wylie
Malcolm Jardine

 

 
 

 

 
Research and Innovation actions 

 
Future and Emerging Technologies: 

Call FET PROACTIVE-Quantum simulation  
 

 

Quantum Information Probes for Complex Systems 

QuProCS 

 

 

ABSTRACT 

We are on the verge of a new scientific and technological era as the first quantum simulators able to investigate 
physical systems that cannot be studied classically are about to be built in the laboratories. Controlling and probing 
complex quantum systems is of paramount importance for the implementation of these devices. 

Quantum simulators are controllable complex quantum systems that emulate the behaviour of other quantum 
systems whose properties cannot be easily tested. While several models of quantum simulators are currently under 
construction, the development of effective probing techniques is still lagging behind, despite their crucial role. In 
most of the quantum simulator experiments measurement techniques are invasive and destructive, destroying not 
only the very quantum properties from which the simulator stems, but often also the quantum system itself. 

QuProCS works on the development of a radically new approach to probe complex quantum systems for quantum 
simulations, based on the quantification and optimisation of the information that can be extracted by an immersed 
quantum probe as opposed to a classical one.  

The team will theoretically investigate and experimentally implement quantum information probes to detect and 
characterise quantum correlations, quantum phase transitions, transport properties, and nonequilibrium phenomena 
in ultracold gases. By a shift in perspective to a complementary viewpoint, we will at the same time investigate 
experimentally, in a quantum optical platform, how changing the properties of the environment via reservoir 
engineering modifies the behaviour of the quantum probe. We will develop optimal probing strategies to read out 
and benchmark quantum simulators, thus providing the most crucial ingredient for commercial devices. 
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•  We have two routes to compute dynamics in  
    open many-body systems 

•  This has many applications to understanding many-body dynamics, and to directly  
    modelling ongoing experiments 

Summary / Outlook

•  Coherent and dissipative dynamics provide a new toolbox of techniques for 
     controlling many-body systems of cold atoms 

•  Tensor networks offer controllable variational calculation of static properties and  
    real-time dynamics
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