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Abstract

Over the recent years a new research field emerged that combines technologies for cooling and trapping of *neutral* atoms and *charged* ions in one experimental apparatus. These atom-ion hybrid traps enable the investigation of atom-ion interactions at unprecedentedly low collision energies targeting the ultracold *s*-wave regime.

In this thesis I report on experiments performed in an hybrid atom-ion apparatus combining single Ba$^+$ or Rb$^+$ ions with ultracold neutral Rb atoms. The main focus of this work is studying the emerging three-body reaction dynamics in a cold charged gas.

First, I will present measurements investigating cold reactions in the hetero-nuclear Ba$^+$-Rb system. So far, most theoretical and experimental studies have been dealing with reactions between two particles. However, we find that three-body reactions already dominate over two-body ones at atomic densities down to $10^{-11}$ cm$^{-3}$ once collision energies are in the low mK regime. We then investigate the energy scaling of inelastic ternary collisions between an ion and two atoms. A power-law scaling of the three-body rate coefficient is predicted by theory. We find agreement with the experiment if we include the ion’s kinetic energy distribution that we access numerically.

The next study elaborates on the very first observation of ternary reactions in a hybrid cold atom-ion setup. For this we immerse a single Rb$^+$ ion into ultracold Rb atoms with sufficiently reduced excess micromotion. Occurring reactions are signaled by the creation of highly energetic Rb$^+$ ions.

I will also showcase novel techniques to investigate the atom and the ion system by using the respective other one which were developed by us over the course of the last years.

In order to reduce the total ion kinetic energy in a Paul trap one has to compensate the ion’s excess micromotion. This is routinely being done by analyzing the ion’s fluorescence. By observing collision energy dependent elastic atom-ion collisions in an ultracold atom cloud we directly infer the ion’s micromotion energy. This way we can perform atom-ion experiments with optically dark Rb$^+$ ions and good excess micromotion.

Without the need of visible laser light for micromotion compensation we are able to investigate the evolution of quasi-static stray electric fields in a Paul trap over a period of several months.

The last study I will present is targeted at neutral Rb only. There, we spectroscopically access the molecular state distribution of Rb$_2$ molecules formed in neutral three-body recombination by state-selective ionization of these molecules. Trapping and subsequent detection of these ions is being done with our Paul trap, which has the role of a very sensitive single ion detector in these measurements.
Zusammenfassung


In dieser Dissertation berichte ich über Experimente in einer hybriden Atom-Ion Apparatur, welche einzelne Ba\(^+\) oder Rb\(^+\) Ionen mit ultrakalten Rb Atomen vereint. Der Schwerpunkt dieser Arbeit liegt auf der entstehenden Dreikörperreaktionsdynamik in einem kalten geladenen Gas.

Zunächst stelle ich Messungen vor, die kalte Reaktionen im heteronuklearen Ba\(^+\)-Rb System untersuchen. Bisher behandelten die meisten theoretischen und experimentellen Arbeiten nur Reaktionen zwischen je einem Ion und Atom. Wir beobachten jedoch dass Dreikörperreaktionen bereits bei moderaten Atomdichten von \(n \approx 10^{11} \text{ cm}^{-3}\) über Zweikörperreaktionen dominieren sobald die Kollisionsenergien im niedrigen mK Regime sind. Daraufhin untersuchen wir die Energieskalierung von inelastischen Ternärreaktionen zwischen einem Ion und zwei Atomen. Die Theorie sagt dafür ein Exponentialgesetz voraus, welches wir in unseren Experimenten wiederfinden. Dafür müssen wir aber die Energieverteilung des Ions berücksichtigen, auf die nummerisch zugegriffen wird. Die nächste Studie legt die erste Beobachtung von Dreikörperreaktionen in kalten Atom-Ion Experimenten dar. Dabei werden Reaktionen von einem Rb\(^+\) mit zwei Rb Atomen durch das Entstehen von hoch energetischen Rb\(^+\) Ionen signalisiert.
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Chapter 1

Introduction

Investigating and understanding the fundamental interaction between particles has always been a driving force in scientific advance. With sufficient knowledge of the underlying mechanisms one can tailor techniques to directly control this interaction down to the single particle level, allowing experimental access to new phenomena and enabling the design of complex physical systems of interest. Examples of these achievements can be found in recent scientific history within the success stories of laser-cooled charged and neutral atoms, resulting in four physics Nobel prizes (1989, 1997, 2001 and 2012).

Confining charged particles with electric and magnetic fields dates back to the 1950s. With the advent of laser cooling some 20 years later, the preparation of single trapped ions became a reality [Neu80, Win81] paving the road for complex experiments. By today, ions are routinely cooled to the quantum mechanical ground state of their confinement [Mon95] in laboratories all around the world. Even multi-qubit quantum computation with trapped ions has been demonstrated (e.g., Ref. [Mon16]), making these systems the classic example of fully controllable quantum systems. Trapping of neutral atoms has always been a more involved topic as applicable external forces are weaker compared to the electric force on charged particles resulting in shallow traps. Laser cooling techniques were crucial in reducing the kinetic energies sufficiently and finally allowed for accumulation of cold atoms in a magnetic [Mig85], optical [Chu86] or magneto-optical traps [Raa87]. This starting point enabled the development of evaporative cooling techniques and ultimately made Bose-Einstein condensation in dilute atomic gases a reality [And95, Dav95]. Starting with direct tunability of the inter-particle interaction via Feshbach resonances [Ino98] tremendous progress has been made over the course of the following years. Today, ultracold quantum gases allow preparation and readout at the single atom level (e.g., Ref. [Wei10]) making them the leading platform to study the dynamics of many-body quantum systems.
The overall progress of laser-cooling, trapping and manipulating both ultracold neutral atoms and charged ions has enabled excellent experimental control of internal and external degrees of freedom on the single particle and multi-particle level. In the beginning of the 21st century proposals were brought up to investigate combined ultracold atom-ion systems as the similarity in technology and utilized techniques offered very good starting conditions for experiments. Investigation of cold chemistry in charged gases at very low collision energies was but one of the topics of interest [Côt00a, Smi03, Mak03]. Reaching these collision energies was apparently straightforward as ultracold atoms should sympathetically cool ions via elastic collisions [Mak03, Kry11]. Using already established tools from ultracold atoms and single ion experiments one could investigate atom-ion physics in regimes that weren’t accessible before.

The new research field was also driven by the promise of having a different inter-particle interaction compared to what has been utilized so far with neutrals or ions only. With an underlying strong and long-range polarization potential between an atom and an ion proposals were brought up to use hybrid atom-ion systems as a testbed to study strongly correlated many-body effects [Côt02, Mas05, Goo10, Cas11] or for quantum information and simulation purposes [Doe10, Bis13]. A quantum mechanical theory of ultracold atom-ion collisions was developed, predicting Feshbach resonances [Côt00b, Idz07, Idz09, Gao10, Idz11]. These theoretical insights encouraged ongoing experimental work towards ultracold atom-ion systems. Feshbach resonances would allow a direct tunability of the inter-particle interaction, as soon as low enough collision energies have been realized experimentally.

Several hybrid atom-ion experiments were set up in the mean time and the first ones were in operation by the end of the first decade of the new millennium. Elastic collision dynamics was among the first things to be under investigation [Gri09, Zip10b, Sch10a, Haz13]. Sympathetic cooling of atomic [Zip11b, Här12, Rav12] and molecular [Rel13] ions via elastic collisions with ultracold atoms was demonstrated. Inelastic two-body collisions in form of charge transfer and molecule formation for various species combinations (see e.g. [Rel11, Hal12, Smi13, Haz15]) as well as inelastic spin changing collisions [Rat13] were explored. The observation of a rich reaction dynamics governed by state dependent inelastic channels [Hal11, Rat12, Sul12, Hal13] marked the first step towards reaction control by external fields.

The combination of neutral and charged particles trapped in one experimental setup also introduced new tools to investigate properties of each system by using the other one. Owing to the good confinement in a Paul trap, single ions were used to locally probe the density of the atomic gas [Sch10a]. Vice versa, the ultracold atomic temperatures allowed for a very sensitive calorimeter when evaluating the kinetic energy of a single ion.
For a detailed achievement overview of the young field of cold atom-ion physics I recommend to take a look at three recent review articles [Härl4a, Wil15, Sia14].

This thesis contains a compilation of experiments performed over the last years, studying elastic and inelastic collision dynamics of a single ion (Ba$^+$ or Rb$^+$) immersed in an ultracold Rb atom cloud.

First, I will present experiments investigating cold reactions in the hetero-nuclear Ba$^+$-Rb system. Understanding available inelastic collision channels is crucial for future prospects of ultracold atom-ion experiments. Potentially unwanted reactions will naturally limit viable experimental times and hence pose restrictions on accessible interaction regimes. Most theoretical and experimental studies have been dealing with two-body reactions so far. This approach is given by the fact that many atom-ion experiments operate magneto-optical traps (MOT) which can only prepare relatively low atomic densities compared to magnetic or dipole traps and make many-body channels seem unlikely. However, we find that three-body reactions already dominate over two-body ones at atomic densities down to $10^{-11}$ cm$^{-3}$ [Krü16a] once collision energies are in the low mK regime. Then we investigate the energy scaling of inelastic ternary collisions between an ion and two atoms. A power-law scaling of the three-body rate coefficient is predicted by theory. We find agreement with the experiment if we include the ion’s kinetic energy distribution that we access numerically [Krü16b].

The next study elaborates on the very first observation of ternary reactions in a hybrid cold atom-ion setup. Immersing a single Rb$^+$ ion into ultracold Rb atoms with sufficiently reduced excess micromotion we observe three-body atom-atom-ion recombination. These reactions are signaled by the creation of highly energetic Rb$^+$ ions during the atom-ion interaction [Härl12].

I will also showcase novel techniques to investigate the atom and the ion system by using the respective other one which were developed by us over the course of the last years. In order to reduce the total ion kinetic energy in a Paul trap one has to compensate the ion’s excess micromotion. This is routinely being done by analyzing the ion’s fluorescence. By observing collision energy dependent elastic atom-ion collisions in an ultracold atom cloud we directly infer the ion’s micromotion energy. This way we can perform atom-ion experiments with optically dark Rb$^+$ ions and good excess micromotion [Härl13b]. Without the need of visible laser light for micromotion compensation we are able to investigate the evolution of quasi-static stray electric fields in a Paul trap over a period of several months [Härl14b].

The last study I will present is targeted at neutral Rb only. There, we spectroscopically
access the molecular state distribution of Rb$_2$ molecules formed in neutral three-body recombination by state-selective ionization of these molecules. Trapping and subsequent detection of these ions is being done with our Paul trap, which has the role of a very sensitive single ion detector in these measurements[Har13c].

The remainder of the introduction is meant to provide some basics about this young research field of (ultra-)cold atom-ion physics. The polarization potential between an atom and an ion is presented first. Next, a recipe on how to realize hybrid atom-ion experiments is sketched, including the so-far encountered obstacles concerning ultracold collision energies. Then I will give a schematic overview of the hybrid atom-ion trap in Ulm. At the end, an outline of the thesis is given accompanied by a list of publications that resulted from this work and my .

1.1 The polarization potential

The electric field of a charge gives rise to the strong and long-range $r^{-1}$ Coulomb potential, characterizing the repulsive interaction between ions with the same charge. The interaction between polarizable neutral atoms is governed by induced dipole moments which result in a short-range $r^{-6}$ and (mostly) attractive Van-der Waals potential. The particles’ internal spin structure is only notable if they can approach each other close enough for their spins to interact. With different range characteristics of the two potentials spin orientations become irrelevant for interacting ions but detrimental when neutral atoms collide. The atom-ion polarization potential represents an intermediate case allowing for both long-range interactions and an internal spin state dependency.

Having atom and ion separated by a distance $r$, the ion’s electric field $E(r) = \frac{e}{4\pi\epsilon_0 r^2}$, with the elementary charge $e$ and the vacuum permittivity $\epsilon_0$, induces a dipole $p(r) = 4\pi\epsilon_0\alpha E(r)$ given by the atoms polarizability $\alpha$. This induced dipole within the ion’s electric field leads to the polarization potential

$$V(r) = -\frac{1}{2}p(r)E(r) = -\frac{1}{2} C_4 \frac{1}{r^4},$$

with the coefficient $C_4 = \frac{\alpha e^2}{4\pi\epsilon_0}$. For the description of a collision process in a radial symmetric potential it is convenient to employ to spherical coordinates in the center-of-mass reference frame. In addition to the interaction potential a centrifugal energy appears, introducing an effective radial potential which depends on the angular momentum. Considering quantum mechanical scattering,
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This angular momentum is quantized, giving rise to specific potentials for each angular momentum quantum number \( l \). This approach is known as the partial wave expansion, allowing the total collision cross section to be separated into the independent contributions of each partial wave with its angular momentum \( l \). By equating the interaction potential \( \frac{C_4}{2\ell^4} \) with the centrifugal energy \( \frac{\hbar^2}{2\mu r^2} \), one defines a length scale \( R^* = \sqrt{\frac{\mu C_4}{\hbar^2}} \) and the associated energy \( E^* = \frac{\ell^2}{2\mu R^*} \) which are characteristic for the interaction potential. \( E^* \) is related to the lowest centrifugal barrier, implying that at a collision energy on the order of \( E^* \) all partial waves but the \( l = 0 \) wave, the \( s \)-wave, are reflected off their respective centrifugal barrier. In other words, the \( s \)-wave completely defines the collision process making a quantum mechanical treatment essential. The ultracold regime directly refers to \( s \)-wave collisions. With increasing number of contributing partial waves the collision can then again be described classically. In general low collision energies combined with a low reduced mass and short-range interactions push towards the ultracold regime.

For our system of interest \( \text{Ba}^+\text{-Rb} \), \( E^* = 52\text{nK} \), while for neutral \( \text{Rb-Rb} \) \( E^*_{\text{RbRb}} = 292\mu\text{K} \). Consequently, multiple partial waves can be relevant for \( \text{Ba}^+\text{-Rb} \) at collision energies where neutral \( \text{Rb-Rb} \) is already in the \( s \)-wave regime. This makes atom-ion collisions somewhat peculiar as a classical description can be fully sufficient despite having collision energies in the low mK range. Looking at the typical length scales, being \( R^* = 295 \text{ nm} \) and \( R^*_{\text{RbRb}} \sim 4 \text{ nm} \), one can see a difference by almost 2 orders of magnitude. This comparison suggests that atom-ion systems can be used as a promising testbed for strongly correlated many-body physics as the underlying long-range potential favors many-body interactions naturally. This characteristic feature of ultracold atom-ion systems combined with the already demonstrated superb experimental control of the individual sub-systems resulted in several proposals:

- ultracold charge transport was investigated in [Côt00a] showing a sharp increase in charge mobility at ultracold temperatures. The increase was attributed to a charge hopping mechanism which induces an insulator-conductor transition in the ultracold charged gas.

- mesoscopic molecular ions were predicted in [Côt02] where hundreds of atoms would be trapped in the long-range polarization potential of a single ion. Multiple atoms from a BEC would inelastically collide with the ion and in the limit of nK collision energies preferably populate the most weakly bound states.

- polaron type physics was proposed where a charged impurity in an ultracold gas modifies the surrounding atom density [Mas05, Goo10]. Furthermore, reaching the
strong-coupling regime which is required for so-called Fröhlich polaron seemed feasible with an ionic impurity due to the underlying long-range interaction potential \([\text{Cas11}]\).

- Feshbach resonances in atom-ion systems were theoretically examined in Ref. \([\text{Idz09}]\) and \([\text{Idz11}]\). This work covered the atom-ion interaction tunability via an external magnetic field in \text{s}-wave collisions known from ultracold \textit{neutral} gases.

- Quantum information processing \([\text{Doe10}]\) and simulation \([\text{Bis13}]\) proposals were brought up where the long-range polarization potential in combination with separately controllable confinement allows to engineer the desired quantum system.

1.2 Realizing (ultra-)cold atom-ion experiments

About a dozen laboratories worldwide are performing cold atom-ion experiments and a few more are being set-up. In contrast with previous experiments with beam/target or drift tube both neutral and charged particles are trapped at the same time, promising very low collision energies. Basically all cold atom-ion experiments start with laser cooled atoms, most also use laser cooled ions. A large group of laser cool-able species are represented by alkali-earth and alkali-metal elements. Commonly, the former is chosen for neutral atoms and the latter for charged ions due to the simple hydrogen-like electronic configuration with a single valence electron. These first two groups of the periodic table alone allow for a plethora of species atom-ion combinations that can be experimentally investigated. For our experiments a combination of \(^{138}\text{Ba}^+\) and \(^{87}\text{Rb}\) was chosen. This system allows for many elastic collisions before an inelastic collision takes place due to a strong suppression of charge transfer (see section 1.2.3). Looking at the proposals mentioned in the last section gaining experimental access to the regime of ultracold atom-ion collisions seems like a very promising short-term goal. The term "ultracold" typically defines a range of energies where collisions can be described quantum mechanically and more specifically by a single partial wave, the \text{s}-wave. Several groups, including ours, are working towards atom-ion \text{s}-wave collisions which so far have not been demonstrated yet. The required low collision energy, due to the small characteristic energy \(E^*\), is just one of the reasons why this turned out to be non-trivial. Several obstacles have been identified by now that have to be overcome, which I will describe in this section after sketching how to realize a hybrid atom-ion experiment.
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1.2.1 Hybrid atom-ion trapping

There is a multitude of different trap types being used as workhorses in both communities of ultracold neutral atoms and charged ions. The associated technology is well known by now and can in principle be directly employed for atom-ion experiments. The only remaining challenge when designing a hybrid atom-ion trap, is the spacial combination of the atom and the ion trap, allowing for overlapping trap volumes of both traps. In the following, I will briefly describe different viable atom and ion trapping methods. This list is by no means complete as it only mirrors the so far utilized traps in atom-ion experiments.

Atom traps

Currently, three distinct types of atom traps are in use. Next to their respective up- and downsides they vary in their achievable atomic densities and temperatures, mostly set by the experimentally applicable cooling mechanisms in these traps.

- A magneto-optical trap (MOT) induces atom confinement through a position dependent photon scattering force, introduced by a quadrupolar magnetic field and 3 orthogonal pairs of counter-propagating laser cooling beams. Given the continuous scattering of photons a standard MOT is inherently limited to Doppler temperatures. Even though sub-doppler cooling techniques are available and readily being used, the resulting atom temperatures and densities are in general not sufficient to produce degenerate quantum gases. Hence, typical ultracold atom experiments use a MOT as an initial stage to trap and cool atoms before transferring the sample into a different trap for additional cooling. So far, many atom-ion experiments do not aim for ultracold degenerate gases, allowing them to omit the additional complexity and work with a MOT only.

- Magnetic traps utilize a low field seeking Zeeman sub-level and a quadrupole magnetic field created by a coil pair in anti-Helmholtz configuration. By adding an extra coil, the Ioffe coil, this trap is then extended to a quadrupole-Ioffe configuration (QUIC) [Ess98]. This eliminates the zero field crossing of the pure quadrupole field, which leads to Majorana losses when approaching low temperatures. Creation of degenerate gases is then routinely done via forced RF evaporative cooling down to the nK regime. Another noteworthy advantage over a MOT is that the confinement is conservative and the trapped atoms are in their electronic ground state only as no photon are being scattered. However it is non-trivial to combine the three magnetic coils with the electrodes needed for a Paul trap. So far only one atom-ion experiment
(Köhl group [Zip11a]) has used a magnetic QUIC trap to store ultracold atoms.

- A dipole trap relies on the AC-stark shift induced by far-off resonant laser [Gri00]. The resulting potential is conservative, however photon heating is present due to off-resonant scattering. This heating can be lowered sufficiently by increasing the detuning and total power at the same time. The simplest configurations use a single focused laser beam making this approach dramatically more flexible than magnetic traps. Evaporative cooling down to nK temperatures is also feasible in this trap type making dipole traps a popular choice to prepare degenerate gases. Due to the general versatility it integrates very well with a Paul trap as it only requires optical access.

**Ion traps**

The history of ion trapping is exceeds that for neutral trapping by several decades. Today, single ion trapping is done routinely in many laboratories around the world. Out of the two main trap types only the Paul trap is being used for atom-ion experiments. The Penning trap does not seem appealing mainly because of the huge magnetic fields that are required for stable ion trapping. Generating these field strengths requires a trap design that usually limits optical access heavily and therefore the compatibility with atom dipole traps. Laser cooling of ions in Penning traps is also non-trivial due to the involved motional modes [Tho00]. Additional considerations have to be made when trying to introduce ultracold atoms into the enormous magnetic fields of a Penning trap.

Paul traps, on the other hand, introduce barely any effects [Sch11] on the neutral atoms as they work with electric fields only. The needed electrodes can be designed to support very generous optical access to the trapping region, required for ion cooling and detection. The working principle relies on an electric quadrupole field oscillating at radio frequencies (RF) because static electrical fields cannot create a local potential minimum and satisfy the Laplace equation at the same time. A very common design is the linear Paul trap with 2 dimensional RF confinement and DC confinement along the third dimension. Figure 1.1 depicts the Paul trap used in our experiment in Ulm and shows all electrodes, which create the trapping fields as well as additional so-called compensation electrodes, which are used to create static offset fields. I will refrain from a detailed derivation of the trapping mechanism of a Paul trap, as it can be found in many text books (see e.g. [Lei03]) and the reader is most likely familiar with it already. In first order, the resulting ion trajectory can be decomposed into a slow harmonic oscillation within the so-called pseudo-potential, modified with a fast micromotion, which follows the local RF field at the position of the
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Figure 1.1: **Left**: Linear Paul trap used in our atom-ion apparatus in Ulm. Two dimensional confinement in the radial plane is created by applying an sinusoidal voltage at a frequency $\Omega$ to the RF blades with a phase shift of $\pi$ between neighboring blades. Static voltages are applied to the endcaps and provide axial confinement in the third dimension. Two pairs of compensation electrodes can be used to create additional static or oscillating electric forces in the radial plane. **Right**: The resulting radial quadrupole potential oscillates at a frequency $\Omega$ and gives rise to a trapped ion trajectory (upper trajectory Fig. 1.2). The RF node can be found along the $z$-axis of a linear Paul trap. Electrical stray fields $\vec{E}_{DC}$ shift the trap center away from the RF node, inducing excess micromotion (lower trajectory Fig. 1.2).

Figure 1.2: **Upper trajectory**: The ion trajectory can be decomposed in a slow harmonic oscillation modified with a fast micromotion. The micromotion is proportional to the local RF field amplitude, which increases linearly with distance from the RF node. **Lower trajectory**: Additional static electrical fields create a constant force, shifting the trap center away from the RF field node, inducing excess micromotion.

A very important aspect is that the dynamic nature of a Paul trap does not create a conservative potential. The resulting driven micromotion modes are inherently coupled to an additional energy reservoir given by the RF fields. This does not have to be a
problem because this driven motion is coherent and not thermal. Also, for a single ion in a perfect Paul trap, there is no coupling between the secular modes of the harmonic pseudo potential and the micromotion modes. This allows laser cooling of the secular modes down to Doppler temperatures in a Paul trap. Even cooling to the quantum mechanical ground state of the harmonic pseudo-potential is possible without being directly affected by the micromotion heating. This situation changes drastically if motional modes are coupled, as is the case in atom-ion collisions.

Micromotion cannot be cooled directly due to its driven nature. Its amplitude can however be minimized as it is directly proportional to the local RF electric field amplitude. Using on a quadrupolar RF field means that only the saddle point in the center supports zero RF amplitude, which then increases linearly with the distance from the center. Direct cooling of the secular motion reduces the ion orbit and hence possible micromotion. In real world Paul traps unwanted static stray electrical fields $\vec{E}_{DC}$ can apply additional forces on the ion and shift the center-of-mass of the secular motion out of saddle point (right panel in Fig. 1.1 and lower trajectory in Fig. 1.2), inducing the so-called excess micromotion. This can only be compensated by applying external electric field fields which aim to cancel the stray fields [Ber98].

1.2.2 Sympathetic cooling

Sympathetic cooling in principle only requires a buffer gas acting as a refrigerator. Using a refrigerator for cooling can not only be conceptually simpler compared to more complex laser cooling techniques, like the mentioned ground-state cooling but also applicable to a wider range of species. This is because laser cooling is limited to particles where closed cycling transitions are available. The concept of sympathetic cooling on the other hand is applicable even without exact knowledge of available internal states. The momentum transfer in elastic collisions between cold buffer gas atoms and the hot target, in our case a single ion, facilitate a redistribution of kinetic energy until a equilibrium temperature is reached. The only requirement is that many elastic collisions can take place before an inelastic collision occurs. Inelastic collisions can introduce heating via the released energy when internal states of the particles are changed, i.e. spin flips, and even change the species in a chemical reaction. Charge transfer of the type $A^+ + B \rightarrow A + B^+$ or molecular formation $A^+ + B \rightarrow AB^+$ have been the most investigated inelastic processes in cold atom-ion systems so far. Historically, chemically inert buffer gases, like noble gases, are used for sympathetic cooling in order to suppress inelastic collisions. A classic example is Helium buffer gas cooling down to the K range which can be extended down to tens of
mK in a helium dilution cryostat. Using noble gases for experiments in the emerging cold atom-ion field however is not a viable option yet as the achievable temperatures cannot compete with ultracold atoms. Ultracold atomic gases constitute the perfect buffer gas in terms of temperature as they can be in the low nK regime. They are however far from perfect regarding reactivity as one typically works with alkali atoms. Therefore, careful choice of the atom and ion species is necessary as sympathetic cooling might only be viable if inelastic collisions or reactions occur very infrequently.

The simplicity of sympathetic cooling can however be perturbed by additional complications which arise due to the utilized trapping techniques. The non-conservative ion trapping in a Paul trap introduces driven micromotion modes which depict an energy reservoir that is accessible through elastic collisions.

**Micromotion and elastic collisions**

Thermalization of a single ion in contact with an ultracold atomic bath would be the desired scenario to reach ultracold collision energies. This however does not occur in current generation hybrid atom-ion experiments. The sole reason for this phenomenon is the dynamic ion trapping in a Paul trap. The driven micromotion, can transfer energy into the secular motion via elastic atom-ion collisions. This can be understood as a phase jump of the ion’s secular oscillation, depending not only on the momentum exchange between atom and ion but also on the exact phase of the micromotion at the time of the atom-ion collision. An increase or decrease of the secular oscillation amplitude is possible in such a scenario (see Fig. 1.3). The non-conservative trapping potential in combination with collisions can effectively introduces additional energy into the system also known as micromotion heating. Here, the resulting equilibrium energies can be far beyond the temperatures of the ultracold atomic gas used for sympathetic cooling.

This micromotion heating above the buffer gas temperature was known back to early experiments aiming at sympathetic cooling of ions [Maj68]. Further investigations of this process involved numeric simulations of the atom-ion collision dynamics in a Paul trap with two important results [DeV09]. First, the micromotion heating was recovered in simulations in form of the resulting ion kinetic energy distribution. Instead of a Maxwell-Boltzmann distribution a Tsallis distribution would arise, featuring a power law $E^\alpha_{ion}$ tail towards high ion energies. High ion energies and therefore orbits were probable, resulting in ion loss in experiments. Second, the exponent $\alpha$ was depending mostly on the ratio $\frac{m_a}{m_i}$, with the atom mass $m_a$ and the ion mass $m_i$, as this determines how drastic the ion’s momentum change can be in a single collision. In the limit $\frac{m_a}{m_i} << 1$ of light atoms
and heavy ions one would recover a Maxwell-Boltzmann distribution. As the ratio \( \frac{m_a}{m_i} \) approaches 1 the energy distributions would form power law tails towards high energies. Finally, the energy distributions would diverge above \( \frac{m_a}{m_i} \approx 1.55 \), creating time-dependent energy distributions, hence, runaway micromotion heating in experiments. Further theoretical studies of this phenomenon have been undertaken over the course of the last years incorporating excess micromotion [Zip11b], extending to higher \( \frac{m_a}{m_i} \) ratios [Hö16], analytical derivations of the power law behavior [Che14] and even proposed fundamental limits of sympathetic cooling in a Paul trap [Cet12, Kry15].

In the parameter range of our experiment an equilibrium energy distribution is reached which currently is mainly defined by ion’s excess micromotion. In order to reduce atom-ion collision energies, we have to lower the excess micromotion energy by compensating stray electric fields through applied voltages on the compensation electrodes. Once the excess micromotion is minimized we can increase it in a controlled way allowing us to tune the collision energy in the experiment. This way we can determine the energy dependence of cross sections of different processes that are of interest.

Having reduced the excess micromotion far enough other energy sources can come into play. At some point the atomic gas temperature will set a bound, but even before that predicted

---

**Figure 1.3:** One dimensional ion trajectory in a Paul trap over time, colliding with an atom at rest (dashed line). The elastic collision will transfer momentum from the ion onto the atom, reducing the ion’s instant velocity. As the micromotion is driven, its micromotion velocity will be reinstated after the collision, effectively coupling the secular oscillation with the micromotion. This way, the final ion velocity is not only determined by momentum transfer during the collision. Depending on the exact micromotion phase at the time of the collision the secular energy can be decreased (upper panel) or increased (lower panel).
fundamental limits should become important. In the absence of any static electric fields, hence no displacement of the ion from the RF node, the atom-ion interaction potential itself can displace the ion during a collision, allowing work to be done on the particles by the oscillating RF field. The quantum mechanical calculation of this effect predicts steady state energies of the ion corresponding to the sum of the trapping frequencies of the Paul trap [Kry15]. For typical trap frequencies in our setup: $\sum \omega_i \approx 2\pi \times 200 \text{kHz}$ which equals energies of $\sim 10 \mu \text{K} \times k_B$. As the s-wave barrier depends on the reduced atom-ion mass, this energy can be sufficiently low for species combinations like Yb$^+$-Li.

For our species combination, Ba$^+$-Rb, a fundamental limit would imply that switching to another ion trapping technique is required in order to reach s-wave collision energies. A possibly viable option might be ion trapping in an optical dipole trap, which is a new research field on its own as the first demonstration was only a few years ago [Sch10b].

1.2.3 Inelastic processes

A thorough investigation of available inelastic processes in cold atom-ion collisions is vital for the future development of the whole field. The example of sympathetic cooling already showcases this as it can only be feasible (including down to s-wave collision energies) if inelastic processes do not occur frequently. Looking at a broader context, this applies to any kind of atom-ion interaction that is mediated by elastic collisions. This is evident when looking at many-body proposals like the mesoscopic molecular ion [Côt02] or polaron formation [Cas11]. It is highly improbable that the formed many-body state will be the absolute ground state of the combined system as only the long range interaction is being considered in the proposals. Any kind of transition to a lower lying state would release energy, potentially destroying the many-body system. This implies that the time scales of the available inelastic channels would set a natural time limit for experiments with these systems.

Two-body inelastic collisions

In general, a collision is termed inelastic when not only momentum is being exchanged but also a change of the internal states of the particles occurs. A prominent example, known from ultracold atoms, are spin flips or in general, hyperfine transitions. If spin exchange during a collision between the particles is possible, i.e. the spin configuration is not stretched, the associated energy can be accessed, providing a loss and/or heating mechanism. This process can also occur in cold atom-ion collisions and has been investigated with $^{174}\text{Yb}^+\cdot^{87}\text{Rb}$ [Rat13].
Figure 1.4: Illustrated are the ground states of $^{87}\text{Rb}$ and $^{138}\text{Ba}^+$. This includes the Hyperfine structure for $^{87}\text{Rb}$ and the Zeeman-splittings of both systems. Spin exchange collisions between the two systems can potentially release energy. Preparing spin stretched configurations could suppress this process if no spin relaxation occurs. Preparation in the lowest available states of both systems should in principle negate this type of inelastic collisions.

The relevant level structure of our $^{138}\text{Ba}^+-^{87}\text{Rb}$ system is equivalent to $^{174}\text{Yb}^+-^{87}\text{Rb}$(see Fig. 1.4), suggesting that the observed spin exchange and relaxation should occur here as well. Preparation of $^{87}\text{Rb}$ atoms in the $F = 2$ hyperfine state allows for collisional transitions to the lower lying $F = 1$ state, which can release $h \times 6.8 \text{ GHz} \approx k_B \times 325 \text{ mK}$ of energy. Even when working with the $F = 1$ manifold one has to carefully chose the $m_F$ Zeeman substates. As a magnetic bias field of a few Gauss is basically always present in experiments, inducing a Zeeman-splitting of $0.7 \text{ MHz/G}$ on the $m_F$ states. For a typical offset field of $\sim 2 \text{ G}$ and spin polarized $^{87}\text{Rb}$ atoms in $F = 1 \ m_F = -1$ (a magnetic trappable state) this corresponds to $h \times 2.8 \text{ MHz} \approx k_B \times 130 \mu \text{K}$ of energy that can potentially being accessed via collisions with the ion. The same line of arguments applies to the state preparation of the ion where the Zeeman-splitting of the two ground states comes into play. Negating this type of inelastic collisions is feasible by preparing both systems in their respective absolute lowest energy hyperfine and/or Zeeman state.

Chemical reactions however can still occur because the combined atom-ion system does not have to be in it’s electronic ground state even if both systems on their own are in their respective ground states. The $\text{Ba}^+-\text{Rb}$ system is an example of this behavior. Here, the initially prepared $\text{Ba}^+-\text{Rb}$ is energetically roughly $\sim 1\text{eV}$ above the electronic configuration of an ionized $\text{Rb}^+$ and a neutral $\text{Ba}$ [Hal13] (see Fig. 1.5). Charge transfer and molecule formation are a consequence if the system can transition between these two electronic configurations. In this specific system the transition is only possible via the emission of a photon, as in radiative charge transfer, which reduces the associated probability for these processes and allows for $\sim 10^5$ elastic collisions before one charge transfer collision occurs [Kry11].
The details of possible charge transfer reactions will depend on the specific species combination. For example, mixtures like Ca$^+$ + Rb also feature non-radiative charge transfer as non-adiabatic crossings of the molecular potential curves exist, allowing to transition from the entrance channel to an energetically lower lying electronic configuration of Ca + Rb$^+$ during a collision [Hal11]. Avoiding charge transfer all together is possible by choosing a system where the entrance channel also represents the electronic ground state of the combined system. This is the case in a homo-nuclear atom-ion mixture like Yb$^+$-Yb, Rb$^+$-Rb, Sr$^+$-Sr or Ca$^+$-Ca. Hetero-nuclear combinations which satisfy this condition also exist, with Ba$^+$-Li being the only alkali atom alkali-metal ion mixture. A recent study proposed the use of Chromium atoms in combination with Ca$^+/Sr^+/Ba^+/Yb^+$ ions to eliminate charge transfer [Tom15].
Considering that inelastic atom-ion collisions are a research field of their own, many experimental and theoretical studies have been focusing on this topic. The insights have proven to be valuable to understand and suppress inelastic channels for future experiments. However, most of this research was aimed at processes based on two-body collisions, motivated by the typically low densities used in atom-ion experiments so far. Three-body inelastic collisions are known from ultracold atoms, especially towards Bose-Einstein condensation at high densities. Hence, in ultracold atom-ion systems, it is reasonable to expect ternary collisions as well with increasing atomic densities.

Many-body inelastic collisions

One of the fundamental reasons to be interested in cold atom-ion systems is the underlying $r^{-4}$ polarization potential, which promises to be strong and long-range compared to the $r^{-6}$ Van-der-Waals interaction in neutral atoms. The strong interaction favors many-body phenomena, making experimental and theoretical investigation of atom-ion systems attractive. But a many-body system inherently introduces bound states at lower energies, potentially allowing for new inelastic processes. Here, a prime example is three-body recombination which describes molecule formation in a ternary collision. Binary collisions on their own cannot facilitate molecule formation as a single product particle would violate the laws of energy and momentum conservation. This restriction is lifted only in the presence of a third particle, be it an extra atom or photon. Three-body recombination itself is known from ultracold neutrals [Esr99] as well as from plasmas and charged gases in general, including species relevant for interstellar chemistry (e.g. [Krs03] or [Pla12]). However, the first observation of three-body reactions in the new field of cold atom-ion experiments were reported only very recently (see chapter 2, 3 and 4). Even though three-body recombination can be considered as an undesired inelastic process, as it was the case in the initial attempts to Bose-Einstein condense spin-polarized hydrogen [Sil92], it signals the onset of many-body interactions, which is one of the goals in present day cold atom-ion experiments.

Light assisted processes

The presence of light during atom-ion collisions has to be considered as well when designing experiments. This goes beyond the obvious problems when working with a constantly laser cooled atom-ion system, that utilizes a MOT and/or a Coulomb crystal. In both these cases, near-resonant cooling light has to be present during the experiments. This allows for photo-association and collisions in excited states which introduces vastly different reaction dynamics [Hal11].
But even off-resonant light can potentially influence the collision dynamics. Laser light that is off-resonant for both species on their own, might still drive transitions to excited potential curves of the combined system. A typical scenario is the use of an optical dipole trap at 1064 nm or 1550 nm to store the ultracold atoms. Similar to the necessity of constant laser cooling in a MOT this light is needed for trapping and is therefore always present. Looking at the Ba$^+$.Rb system, there are several low lying asymptotes above the entrance channel, which could possibly be accessed with infrared photons (Fig. 1.5). Here the use of 1064 nm light has not turned out to be problematic so far, but its role should be considered as soon as many-body collisions come into play. The resulting excited potential energy surfaces of Ba$^+$.N.Rb ($N \geq 2$) might in principle support transitions with 1064 nm photons.

Things get even more involved if one thinks of using light at smaller wavelengths, i.e. for ion dipole trapping. The demonstrated ion dipole traps have relied on UV (280 nm for Mg$^+$ [Sch10b]) and visible (532 nm for Ba$^+$ [Hub14, Lam16]) laser light for trapping. This photon energy will very likely be able to photo-excite a colliding atom-ion pair due to the densely packed excited molecular potentials one can expect with increasing energy.

### 1.3 The atom-ion trap in Ulm

Our experimental setup in Ulm is one of the first two hybrid atom-ion traps that can prepare degenerate atomic samples. Being in operation since 2009 a thorough description of the machine and operation principle already exist [Sch12, Sch11, Här13a]. Hence, I will limit myself only on briefly describing the core of the whole lab, the vacuum system that contains the hybrid atom-ion trap (see Fig. 1.6).

The vacuum system consists of three connected chambers named after their respective roles (lower left in Fig. 1.6). Rb atoms are trapped in a MOT loaded from background vapor then magnetically transported into a chamber with a low enough pressure for evaporative cooling down to Bose-Einstein condensation. After an optical transport into the center of the Paul trap, Rb atoms are loaded in a crossed dipole trap (upper right in Fig. 1.6). The Paul trap can store single ions, for our current experiments both Ba$^+$ and Rb$^+$ ions are used routinely. During the final preparation stage we overlap the two trap centers and immerse the ion into a cloud of ultracold atoms (lower right in Fig. 1.6).

During my time in the lab most changes on the hardware were devoted to optimizing the short and long term stability of the neutral atom production cycle. Ensuring stable operation conditions not only reduce shot-to-shot atom number fluctuations but also
dramatically reduces the required maintenance down time. The undertaken efforts are self-evident and only require lab time to implement solutions for reoccurring problems. An important example is the need for regular alignment of beams that are directly pointed at the atoms/ions. One solution is simply to switch from free space to fiber delivery of the laser light and to reduce the remaining beam path towards the atoms/ions as much as possible. In combination with the beam paths upgrades with stable low drift optomechanics and laboratory temperature stability improvements to $\pm 0.1\,\text{K}$ we could achieve completely maintenance free operation of the whole setup for multiple weeks at a time.

One noteworthy upgrade was switching from a magnetic QUIC trap to a mixed magnetic and optical dipole trap for the initial evaporative cooling [Lin09]. The stability of our QUIC trap is in general excellent, but only if it is being cycled constantly. This cycling has to be interrupted every now and then when we need to prepare the ion system, i.e. reloading a new Ba$^+$ after a reaction. Irregular spaced atom production cycles however
introduce a changing thermal load on the coils and create significant drifts in the final trap geometry. Especially at low temperatures, when aiming for BEC production, huge atom number fluctuations are the consequence. The atom number stability in the mixed magnetic and optical trap however does not have to suffer from irregular cycling. After an initial evaporation in the magnetic quadrupole trap the trapping potential is solely dictated by the dipole trap which can provide excellent atom number stability if set up correctly.

A great deal of PhD student hours were spent on upgrading the experiment control software. Many new features were added with the implementation of a closed loop controlled experimental sequence. Measured signals, usually taken by the cameras responsible for atom or ion imaging, could now directly set the parameters for the next sequence. In combination with a black box optimization algorithm [Aud09, Le11] we could increase atom number efficiencies in a multi-dimensional parameter space without the necessity of scanning every parameter by hand. Closed loop optimization is in particular helpful with non-trivial problems like defining a transport function for the magnetic and optical transport stages of our atom preparation procedure. Many small improvements over the course of the last years amount to a reduction of the cycle time for atom preparation from the initial $\sim 40$ s to $\sim 8$ s, boosting the data taking rate considerably.

Yet, the ion side of our setup profited the most from the software upgrades, making fully automated handling of single Ba$^+$ ions possible. When studying atom-ion reactions with a single ion the observable of interest is mostly the loss of the initially prepared ion. With the ionization of a single Ba$^+$ being probabilistic one requires some form of back action for a deterministic preparation. In case of ion loss the current control software automatically prepares a new single Ba$^+$ with ionization and subsequent compensation of excess micromotion.
1.4 Outline of the thesis

This thesis is structured as follows:

Chapter 2 focuses on reactive collisions in the hetero nuclear system of Ba$^+$-Rb. We find both two-body charge transfer and three-body recombination to be responsible for chemical reactions. A surprising result is that ternary reactions dominate over binary ones at already moderate atomic densities and mK collision energies.

Chapter 3 studies the energy scaling of three-body recombination in the Ba$^+$-Rb-Rb system at mK collision energies. An energy dependent rate coefficient is measured and compared to a theoretical prediction of a power law scaling. Agreement is found when we assume that at least two different micromotion induced energy scales determine the ion energy distribution. In addition, classical trajectory calculations of the three-body problem predict the median binding energy of the formed molecules to scale with the collision energy.

Chapter 4 demonstrates three-body recombination of a single trapped Rb$^+$ ion with two neutral Rb atoms. The three-body reaction is identified through the resulting atom number statics, as the effective atom-ion interaction stops once large amounts of energy are released through the reaction. The three-body rate coefficient is found to be three orders of magnitude higher compared to neutral Rb recombination.

Chapter 5 presents a novel technique to minimize excess micromotion in a hybrid atom-ion trap. As opposed to established methods, no ion fluorescence is required here. Instead, the atomic cloud is used to directly infer the ion’s excess micromotion energy. This method allows us to perform atom-ion experiments with optically dark Rb$^+$ ions and good excess micromotion compensation.

Chapter 6 investigates on the evolution of quasi-static stray electrical field in a Paul trap over a period of several months. Different sources are identified for the field drifts as they induce different time-scales and directions.

Chapter 7 reports on the first measurements of the population distribution of Rb$_2$ products after three-body recombination of neutral Rb. Newly formed Rb$_2$ are resonantly ionized in a multi-photon process and are confined in our Paul trap. This approach demonstrates how a Paul can be used as a very sensitive ion detector, allowing precision molecular spectroscopy in extremely dilute gases.
Individual contributions to this thesis

Parts of this cumulative thesis originated in co-authorship with other scientists. This refers to chapters 2, 3, 4, 5, 6 and 7 which are congruent with the corresponding publications.

- chapter 2 and 3: I was crucially involved in conceiving the measurement protocol as well as data acquisition in close cooperation with the second author Amir Mohammadi and the third author Arne Härter. I conducted major parts of the data analysis and was responsible for writing the manuscript.

- chapter 5 and 6: I was substantially involved in conceiving the measurement protocol as well as data acquisition in close cooperation with the first author Arne Härter and the third author Andreas Brunner. I conducted parts of the data analysis and assisted with writing the manuscript. The first author Arne Härter has already presented the data in his thesis "Two-Body and Three-Body Dynamics in Atom-Ion Experiments".

- chapter 4 and 7: I was substantially involved in conceiving the measurement protocol as well as data acquisition in close cooperation with the first author Arne Härter. I conducted parts of the data analysis and assisted with writing the manuscript. The first author Arne Härter has already presented a reprint of the published manuscript in his thesis "Two-Body and Three-Body Dynamics in Atom-Ion Experiments".
1.5 Publications

The following articles (in chronological order) were published during the course of this thesis:

- A. Härter, A. Krükow, A. Brunner, W. Schnitzler, S. Schmid, and J. Hecker Denschlag,
  "Single Ion as a Three-Body Reaction Center in an Ultracold Atomic Gas",
  (congruent with chapter 4)

- A. Härter, A. Krükow, M. Deiß, B. Drews, E. Tiemann and J. Hecker Denschlag,
  "Shedding Light on Three-Body Recombination in an Ultracold Atomic Gas",
  Nature Physics 9, 512-517 (2013)
  (congruent with chapter 7)

- A. Härter, A. Krükow, A. Brunner and J. Hecker Denschlag,
  "Minimization of ion micromotion using ultracold atomic probes",
  (congruent with chapter 5)

- A. Härter, A. Krükow, A. Brunner and J. Hecker Denschlag,
  "Long-term drifts of stray electric fields in a Paul trap",
  (congruent with chapter 6)

- A. Krükow, A. Mohammadi, A. Härter and J. Hecker Denschlag,
  "Energy Scaling of Cold Atom-atom-ion Three-body Recombination",
  (congruent with chapter 3)

- A. Krükow, A. Mohammadi, A. Härter and J. Hecker Denschlag,
  "Reactive Two-body and Three-body Collisions of Ba\textsuperscript{+} in an Ultracold Rb Gas",
  Physical Review A 94, 030701 (R) (2016)
  (congruent with chapter 2)
Chapter 2

Reactive two-body and three-body collisions of Ba$^+$ in ultracold Rb

Physical Review A 94, 030701 (R) (2016)

Rapid Communication

Artjom Krükhov, Amir Mohammadi, Arne Härter and Johannes Hecker Denschlag

Institut für Quantenmaterie und Center for Integrated Quantum Science and Technology
IQ$^ST$, Universität Ulm, 89069 Ulm, Germany

©2016 American Physical Society
A reprint of the original publication can be found in the appendix at the end of the thesis
We analyze reactive collisions of a single Ba$^+$ ion in contact with an ultracold gas of Rb atoms at low three-body collision energies of $2.2(9) \, \text{mK} \times k_B$. Mapping out the Ba$^+$ loss rate dependence on the Rb atom density we can discern two-body reactive collisions from three-body ones and determine both rate coefficients which are $k_2 = 3.1(6)(6) \times 10^{-13} \, \text{cm}^3 \, \text{s}^{-1}$ and $k_3 = 1.04(4)(45) \times 10^{-24} \, \text{cm}^6 \, \text{s}^{-1}$, respectively (statistical and systematic errors in parentheses). Thus, the measured ternary recombination dominates over binary reactions even at moderate atom densities of $n \approx 10^{12} \, \text{cm}^{-3}$. The results for Ba$^+$ and Rb are representative for a wide range of cold ion-atom systems and can serve as guidance for the future development of the field of hybrid atom-ion research.

2.1 Introduction

Cold atom-ion physics in hybrid traps is a young, developing field \cite{Har14a, Sia14, Wil15}, which builds on the relatively long-range $r^{-4}$ polarization potential between an atom and an ion. In general, this potential promises large cross sections and therefore strong interactions between particles. As a consequence, a number of interesting research proposals have been brought forward ranging from sympathetic cooling down to ultracold temperatures \cite{Kry11}, to studying the physics of strongly correlated many-body systems, e.g., ultracold charge transport \cite{Cot00a}, novel many-body bound states \cite{Cot02} and strong-coupling polarons \cite{Cas11}, quantum information processing \cite{Doe10}, and quantum simulation \cite{Bis13}. Most of these ideas rely on interactions mediated by elastic atom-ion collisions, while inelastic collisions and chemical reactions are undesired as they represent a time limit for the suggested experiments. Therefore it is important to identify and investigate possible reactions and to eventually gain control over them. Inelastic processes can be divided up into classes such as two-body or three-body collisions. In general, binary collisions are dominant at low enough atomic densities, while ternary collisions will eventually take over with increasing density. This knowledge has been extensively applied in the field of ultracold neutral atoms by typically working with low enough atomic densities (e.g. smaller than about $10^{14} \, \text{cm}^{-3}$ for $^{87}\text{Rb}$) in order to keep three-body losses negligible \cite{Ket99}. Considering the low-density limit, theoretical predictions for cold hybrid atom-ion systems have been focusing on binary inelastic/reactive atom-ion collisions (e.g. \cite{Cot00b, SJ15}) which were discussed as the limiting factors for proposed atom-ion experiments \cite{Mak03, Kry11, Sul12, Tom15}. Along the same lines, measurements on atom-ion reactions in the low mK regime were, until recently, unanimously interpreted in terms of pure two-body decay \cite{Gri09, Zip10a, Sch10a, Hal11, Smi13, Haz15}.
In this Rapid Communication we show, however, that in general the decay analysis requires the simultaneous consideration of both two- and three-body reactions. Our measurements reveal that at mK temperatures inelastic three-body collisions of the ion can dominate over its two-body reactions, even at moderate atomic densities down to $3 \times 10^{11} \text{cm}^{-3}$. Indeed, the main focus of this work lies on how to clearly distinguish two-body from three-body processes and extract the corresponding rate coefficients. One could in principle argue that in order to study only two-body reactions the atomic density simply needs to be lowered sufficiently. This is, however, not practical in standard set-ups with magnetic or dipole traps because the resulting reaction rate can be so small that the ion lifetime exceeds the atomic cloud lifetime. Alternatively, one could consider working with a magneto-optical trap (MOT) which allows for both, low densities and long lifetimes due to continuous loading. However, in a MOT the reaction rate measurements of the ground-state atoms are swamped beneath a background of reactions of electronically excited atoms occurring at much higher rates.

For our investigations we use a heteronuclear combination of Ba$^+$ + Rb, where both two-body and three-body collisions lead to reactions and hence to ion loss in the experiment. This complements a recent experiment of ours with homonuclear Rb$^+$ + Rb + Rb [Här12] for which reactive and inelastic two-body collisions are either forbidden or irrelevant. Furthermore, we note that in parallel to the work discussed here, we have studied the energy scaling of atom-ion three-body recombination [Krü16b].

We measure the density dependence of the reaction rate $\Gamma = k_2 n + k_3 n^2$ and extract the binary and ternary loss rate coefficients $k_2$ and $k_3$. Here, $n$ is the peak atom density at the cloud center where the ion is located. For the analysis the evolution of $n(t)$ needs to be included, as the atom cloud is decaying during the time $t$ due to elastic atom-ion collisions. We experimentally determine $n(t)$ by excluding experimental runs where the ion has undergone a reaction during the interaction time $t$ in order to avoid systematic errors introduced by reactive collisions.

### 2.2 Experimental setup

The experiments are performed in a hybrid apparatus that has already been described in detail elsewhere [Sch12]. We prepare a single $^{138}\text{Ba}^+$ in a linear Paul trap and bring it into contact with an ultracold cloud of spin-polarized $^{87}\text{Rb}$ ($F = 1, m_F = -1$). The atoms are prepared at a separate location from which they are transported to the Paul trap and loaded into a far off-resonant crossed optical dipole trap. During the final preparation
stage for the atoms, the cloud and the ion are separated by about 100 µm along the Paul trap axis to avoid unwanted atom-ion interactions. By ramping one endcap voltage of the linear Paul trap to its final value, we shift the ion into the center of the atom cloud within 10 ms and start the atom-ion interaction. We use thermal atom clouds consisting of typically \( N \approx 40 – 135 \times 10^3 \) atoms at temperatures of \( T \approx 330 \text{nK} \) with peak densities between \( n \approx 6 \) and \( 84 \times 10^{11} \text{cm}^{-3} \). The Ba\(^+\) ion is confined in a linear Paul trap which is operated at a frequency of 4.21 MHz with radial and axial trapping frequencies of \( (\omega_r; \omega_a) = 2\pi \times (59.5; 38.4) \) kHz. Single \(^{138}\text{Ba}\) ions are loaded by isotope selective, resonant two-photon ionization. Using standard laser cooling techniques these are cooled to Doppler temperatures of \( \approx 0.5 \text{mK} \). Before immersing the Ba\(^+\) into the atomic bath we switch off the laser cooling, which guarantees that the ion is in the electronic ground state during the atom-ion interaction. The average kinetic energy \( E_{\text{kin}} \) of the ion is determined by the interplay of elastic collisions and the driven micromotion [Ber98, DeV09, Zip10a, Cet12, Kry15]. \( E_{\text{kin}} \) is adjusted by tuning the excess micromotion of the ion and sets the average three-body collision energy \( E_{\text{col}} \), through the relation \( E_{\text{col}} \approx 0.55 \ E_{\text{kin}} \) [Kru16b]. For the experiments discussed in the following we work either at an energy of \( E_{\text{kin}} \approx 4 \) or of 70 mK×\( k_B \).

2.3 Measuring and modeling the time dependent ion loss rate

We start our investigations by measuring the lifetime of a single Ba\(^+\) in contact with a thermal cloud of Rb atoms. For this, we immerse the ion (\( E_{\text{kin}} \approx 67 \text{mK×} \ k_B \)) into the atom cloud (density \( n \approx 16 \times 10^{11} \text{cm}^{-3} \)) for various periods of time \( t \). After the interaction, we check if the Ba\(^+\) is still present by switching on the laser cooling for 100 ms and collecting its fluorescence on an EMCCD camera. If no Ba\(^+\) is detected, we conclude that a reaction must have taken place. If we apply additional laser cooling with a red detuning of 2 GHz for several seconds, typically 50% of the initially undetected Ba\(^+\) ions can be recovered. These ions have gained high kinetic energies in a chemical reaction, which will be discussed later. Figure 2.1 shows the measured probability \( p \) to detect the Ba\(^+\) ion as a function of the interaction time \( t \) (please note the time scale change after 0.8 s). We model the decay using the rate equation \( \dot{p} = -\Gamma(t) \cdot p \), with the loss rate \( \Gamma(t) = k_2 \cdot n(t) + k_3 \cdot n(t)^2 \), where \( n(t) \) is the time-dependent atom density at the location
2.3 Measuring and modeling the time dependent ion loss rate

Figure 2.1: Probability $p$ to detect the Ba$^+$ ion after the interaction time $t$ with a Rb atom cloud at an average ion kinetic energy of $E_{\text{kin}} \approx 67 \text{ mK} \times k_B$. One data point is the average of the binary result over roughly 330 single-ion experiments. A fit (solid line) taking into account the decay of the atom density during the interaction reproduces this behavior while a simple exponential fit (dashed line) does not. The inset shows the corresponding atom density evolution, which is well described by an exponential decay with an offset (solid line). Note the time-scale change at 0.8 s, as indicated by the shaded background. All error bars represent the 1σ statistical uncertainty of the measurements.

of the ion. Integrating the equation yields

$$p(t) = \exp(- \int_0^t \Gamma(t') dt').$$

A constant density $n(t)$ would lead to an exponential decay, $p(t) = \exp(-\Gamma t)$, which does not describe the observed loss very well (Fig. 2.1, dashed line). As the inset of Fig. 2.1 shows, the density decreases during the interaction time. This is because elastic atom-ion collisions either remove atoms from the shallow atom trap or heat up the atomic ensemble. If we take into account the decay of $n(t)$, a fit of Eq (2.1) (solid line) describes the data very well.
2.4 Accessing the atom density evolution

In other words, for a proper description of the ion loss $\Gamma$ and to determine the rate constants $k_2$ and $k_3$, the evolution of the density $n(t)$ has to be accurately determined. This, however, is somewhat involved and will be discussed in the following.

To determine $n(t)$, we measure the remaining atom number $N$ and temperature $T$ of the cloud via absorption imaging after 15 ms time of flight. Figure 2.2(a) shows histograms of the atom number distributions for various interaction times $t$. Initially the distribution is Gaussian. As time goes on, elastic atom-ion collisions shift this distribution towards lower atom numbers. In addition, a broad tail develops. This tail can be explained as a consequence of reactive atom-ion collisions that release substantial amounts of energy which eject the product ion out of the atom cloud onto a large orbit trajectory in the Paul trap. This is consistent with the recovery of hot $\text{Ba}^+$ ions when additional far red-detuned laser cooling is applied, as mentioned in the previous paragraph. Although two-body and three-body reactions at mK temperatures are predicted to dominantly produce translationally cold molecular $\text{BaRb}^+$ ions [Hal13, PR15], additional kinetic energy can be released in fast secondary processes such as photo dissociation or collisional relaxation. Once the ion is on the large orbit, the atom-ion collision rate is significantly reduced, essentially stopping the continuous atom loss [Här12]. From Fig. 2.2(a) we find that the counts in the tail almost exclusively correspond to experimental runs where a reaction with $\text{Ba}^+$ occurred (green color), whereas the counts in the Gaussian dominantly correspond to runs without reactions (blue color).

For our analysis we only consider system trajectories without reactions, making sure that the ion has been constantly exposed to the central density $n(t)$. The average atom number $N$ and temperature $T$ of these post selected trajectories are plotted in Fig. 2.2(b). We then calculate the peak atom density (shown in Fig. 2.1 inset) $n = \left(\frac{m}{2\pi k_B}\right)^{3/2} \cdot \frac{\omega_x\omega_y\omega_z N}{T^{3/2}}$, with the mass $m$, using separately measured trap frequencies $(\omega_x, \omega_y, \omega_z)$ of the atom dipole trap. From these sampling points we extract the time-dependent density $n(t)$. 
Figure 2.2: (a) Histogram of the atom numbers $N$ belonging to the measurement in Fig. 2.1. A Gaussian atom number distribution develops a broad tail with increasing interaction times. Experimental runs where the Ba$^+$ ion was detected (not detected) after the interaction are marked in blue (green), respectively. Atom numbers within the tail (Gaussian peak) of the distribution correspond to runs with (without) a reactive collision, respectively. (b) Average atom number $N$ (circles) and temperature $T$ (squares) over all runs without reactions, corresponding to the blue colored counts in (a).
2.5 Extracting the binary and ternary reaction rate constants

We are now ready to quantitatively analyze the reaction rate and to extract binary and ternary reaction rate constants. In order to obtain a high accuracy (and as a check for consistency) we perform Ba\(^+\) lifetime measurements at 10 different initial peak densities [Fig. 2.3(a)]. Atom clouds with different densities are prepared by varying the trap frequencies and the atom number but keeping the atom temperature \(T\) at a constant value of \(T \approx 330\) nK. This temperature was chosen in order to be sufficiently above the critical temperature \(T_c\) for Bose-Einstein condensation and to have negligible losses due to evaporative cooling. The trap depths are between 5 to 10 \(\mu\)K \(\times k_B\), resulting in trap frequencies of \((\omega_x, \omega_y, \omega_z) \approx 2\pi \times (16\text{ to } 27; 97\text{ to } 151; 107\text{ to } 161)\) Hz. The mean ion kinetic energy is 4.0 (1.6) mK \(\times k_B\), as determined in [Krü16b]. The densities between \(n \approx 6\) and \(22 \times 10^{11} \text{ cm}^{-3}\) are prepared with \(N \approx 40 \times 10^3\) atoms, while densities between \(n \approx 24\) and \(84 \times 10^{11} \text{ cm}^{-3}\) are prepared with \(N \approx 135 \times 10^3\) atoms.

In a first simple analysis we do not include the density evolution and fit exponential decays (dashed lines) to each data set in Fig. 2.3(a). The resulting loss rates \(\Gamma\) are then plotted as a function of their respective initial atom densities \(n(t = 0)\) in Fig. 2.3(b). By fitting \(\Gamma = k_2 \cdot n + k_3 \cdot n^2\) (blue dashed line) we obtain a quasi pure quadratic density dependence, where \(k_3 = 1.03(2)(45) \times 10^{-24} \text{ cm}^6 \text{ s}^{-1}\) and \(k_2\) is consistent with zero. For comparison, if we try to describe the data only by two-body reactions, \(\Gamma \propto n\), no agreement is found (red dashed line).

Now, we perform a more rigorous analysis, where we account for the density decay during the interaction time, which can be as much as 20\% for the experimental runs in Fig. 2.3. This will enable us to also extract a reliable \(k_2\) rate constant from the data. With the previously described method we determine \(n(t)\) for each Ba\(^+\) lifetime curve. We then fit Eq. (2.1) to all of the 10 measured decays in Fig. 2.3(a) (solid lines) simultaneously, with only two free fit parameters, the binary and ternary rate coefficients \(k_2\) and \(k_3\), which amount to \(k_2 = 3.1(6)(6) \times 10^{-13} \text{ cm}^3 \text{ s}^{-1}\) and \(k_3 = 1.04(4)(45) \times 10^{-24} \text{ cm}^6 \text{ s}^{-1}\). The first parentheses denotes the 1\(\sigma\) statistical uncertainty of the fitted values. The second one gives the 1\(\sigma\) systematic error due to the atom density uncertainty of 20\%, which translates linearly into \(k_2\) and quadratically to \(k_3\).

Notably, both approaches yield the same \(k_3\) within their uncertainties, but only the latter provides a non zero \(k_2\), which emphasizes the necessity to include the atom cloud decay. We plot \(\Gamma = k_2 \cdot n + k_3 \cdot n^2\), using the extracted \(k_2\) and \(k_3\) coefficients in Fig. 2.3(b) (green
2.5 Extracting the binary and ternary reaction rate constants

ev curve). Even at low densities $n < 10^{12}\text{cm}^{-3}$ the green curve deviates only slightly from the pure three-body loss (blue dashed line), highlighting the small contribution of binary reactions to the total ion loss.

Figure 2.3: (color online) (a) Logarithmic plot of $p$ as a function of the interaction time $t$ for 10 different initial atom peak densities. Each data point corresponds to an average of roughly 100 single ion experiments. The dashed curves are simple exponential fits, while the solid curves originate from a simultaneous fit of Eq. 2.1 to the full data set with two free parameters, the two-body rate coefficient $k_2$ and the three-body rate coefficient $k_3$ (see text for details). (b) Double-logarithmic plot of the Ba$^+$ loss rates $\Gamma$ extracted from an exponential fit to each individual data set in (a) over the respective initial peak densities (solid circles). A fit of the form $\Gamma = k_2 \cdot n + k_3 \cdot n^2$ to the loss rates yields a pure quadratic density dependence (blue dashed curve). For comparison, this function was also plotted using $k_2$ and $k_3$ from (a) (green curve). A pure linear dependence ($\Gamma \propto n$) does not describe the data (red dashed curve).
2.6 Comparison to previous results

We now compare the obtained rate coefficients to the results of other groups in the field. Our extracted two-body charge-transfer rate coefficient $k_2$ for the Ba$^+$ + Rb system is compatible with a MOT measurement from Ref. [Hal13] where an upper bound of $k_2 < 5 \times 10^{-13} \text{cm}^3\text{s}^{-1}$ is given for ground state charge-transfer. An *ab-initio* calculation within [Hal13] predicts $k_2 \approx 1 \times 10^{-14} \text{cm}^3\text{s}^{-1}$ which is a factor of 30 smaller compared to our present $k_2$. A possible explanation for this large discrepancy is an additional two-body loss channel that might appear in our experiment. Indeed, calculated Ba$^+$ + Rb molecular potential energy curves (see, e.g., Ref. [Hal13]) indicate that the 1064 nm dipole laser can near-resonantly photo-excite a colliding atom-ion pair to a repulsive molecular potential energy curve. For the potential curves that correlate with ionized Rb$^+$ and electronically excited neutral Ba, this process is experimentally indistinguishable from charge transfer.

We note that the three-body rate coefficient $k_3$, determined in this work for Ba$^+$ + Rb + Rb is of similar magnitude as the one for Rb$^+$ + Rb + Rb [Här12], which is only by a factor of 3 smaller. This can be understood as a consequence of the same long-range atom-ion interaction potential of both systems, as it only depends on the polarizability of the Rb atom. Indeed, a theoretical classical trajectory study predicted very similar three-body cross sections for Ba$^+$ and Rb$^+$ [PR15]. Furthermore, since in cold reactive ternary collisions typically large, weakly bound molecules should be formed [Krü16b], the short-range details of the molecular interaction potential do not contribute. This suggests a universal behavior of cold atom-atom-ion three-body recombination, leading to similar reaction-rate coefficients for a variety of hybrid atom-ion systems.

2.7 Conclusion

In conclusion, we have studied reactive collisions of a cold, single Ba$^+$ ion in contact with an ultracold cloud of Rb atoms. Mapping out the Ba$^+$ loss dependence on the Rb atom density enabled us to extract both the binary ($k_2$) and ternary ($k_3$) reaction-rate coefficients at mK×$k_B$ ion energies. The Ba$^+$ + Rb + Rb three-body rate coefficient $k_3$ is comparatively large, about four orders of magnitude larger than the one for ultracold neutral Rb + Rb + Rb collisions [Esr99]. Moreover, it dominates over the two-body loss down to comparatively low densities of $k_2/k_3 \approx 3 \times 10^{14} \text{cm}^{-3}$. If working with degenerate quantum gases such as Bose-Einstein condensates with typical densities around $10^{14} \text{cm}^{-3}$, three-body recombination will occur on the sub-ms time scale, limiting the time for atom-
conclusion. As shown in parallel work of ours [Krü16b], this time scale gets even shorter when lowering the collision energy $E_{\text{col}}$, as $k_3$ scales as $k_3 \propto E_{\text{col}}^{-3/4}$. In view of the number of proposed experiments where reactive collisions are unwanted, we expect a future demand for schemes to suppress three-body reactions besides the existing ones for two-body reactions [Tom15].

We thank Olivier Dulieu, Jesús Pérez-Ríos, and Chris H. Greene for fruitful discussions. This work was supported by the German Research Foundation DFG within the SFB/TRR21. A.K. acknowledges support from the Carl Zeiss Foundation.
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We study three-body recombination of Ba\(^{+} \, + \, \text{Rb} \, + \, \text{Rb}\) in the mK regime where a single \(^{138}\text{Ba}^{+}\) ion in a Paul trap is immersed into a cloud of ultracold \(^{87}\text{Rb}\) atoms. We measure the energy dependence of the three-body rate coefficient \(k_{3}\) and compare the results to the theoretical prediction, \(k_{3} \propto E_{\text{col}}^{-3/4}\) where \(E_{\text{col}}\) is the collision energy. We find agreement if we assume that the nonthermal ion energy distribution is determined by at least two different micromotion induced energy scales. Furthermore, using classical trajectory calculations we predict how the median binding energy of the formed molecules scales with the collision energy. Our studies give new insights into the kinetics of an ion immersed in an ultracold atom cloud and yield important prospects for atom-ion experiments targeting the \(s\)-wave regime.

### 3.1 Introduction

When three atoms collide, a diatomic molecule can form in a three-body recombination (TBR) process. In cold neutral atomic gases, TBR was investigated for spin-polarized hydrogen as well as alkalis (see e.g. [Hes83, Bur97, Esr99]). In the context of Bose-Einstein condensation, TBR plays a crucial role as a main loss mechanism. By now, the scaling of TBR as a function of collision energy and scattering lengths in neutral ultracold gases has been investigated in detail [D’I05]. When considering TBR in atom-ion systems, one can expect three-body interactions to be more pronounced due to the underlying longer-range \(r^{-4}\) polarization potential. Energy scaling of TBR in charged gases was studied at temperatures down to a few K, especially for hydrogen and helium due to their relevance in plasmas and astrophysics (e.g. [Krs03, Pla12]). Depending on the studied temperature range a variety of power laws was found but not a common threshold law. The recent development of novel hybrid traps for both laser cooled atoms and ions has opened the possibility to investigate cold atom-ion interactions and chemical reactions in the mK regime and below. First experiments in such setups studied elastic and reactive two-body collisions (e.g. [Gri09, Zip10b, Sch10a, Hal11, Sul12, Rav12, Siv12, Haz13]). In accordance with the well-known Langevin theory, the corresponding reactive rates were measured to be independent of the collision energy [Zip10b, Hal11]. Very recently we predicted a theoretical threshold law on the scaling properties for cold atom-atom-ion three-body collisions [PR15]. Understanding the scaling of reaction rates with quantities such as the collision energy is crucial for fundamentally understanding TBR and for the prospects of the experimental realization of ultracold \(s\)-wave atom-ion collisions. Furthermore, as we will show here, studying TBR allows for insights into the kinetics of an ion immersed...
in a cloud of atoms. Experimentally, TBR in the mK regime was recently observed for Rb\(^+\) + Rb + Rb [Härl12] and Ba\(^+\) + Rb + Rb [Krü16a]. In the Ba\(^+\) experiments TBR was already dominating over two-body reactions even for moderate atomic densities of 10\(^{12}\) cm\(^-3\).

This Letter reports on the combined theoretical and experimental investigation of the energy scaling of three-body atom-atom-ion collisions in the mK regime. We measure the TBR rate coefficient \(k_3\) of Ba\(^+\) in an ultracold Rb cloud as a function of the mean collision energy of the ion, \(E_{\text{col}}\), which we control via the excess micromotion (eMM) of the Paul trap. \(k_3\) is formally distinguished from \(k_3\) which is the TBR rate coefficient for a precise collision energy \(E_{\text{col}}\) in the center-of-mass frame. By averaging \(k_3\) over the ion energy distribution \(k_3\) is obtained. We calculate \(k_3\) using classical trajectory calculations (CTC) [PR14, PR15] and derive its energy scaling, \(k_3 \propto E_{\text{col}}^{-3/4}\). Agreement is found between theory and experiment if we assume that the energy distribution of the ion depends on multiple energy scales due to various sources of excess micromotion. Besides the prediction of \(k_3\), the CTC calculations also provide the binding energy distribution of the formed molecules and the scaling properties of these distributions when the collision energy is varied.

### 3.2 Experimental Setup

The experiments are performed in a hybrid apparatus that has already been described in detail elsewhere [Sch12]. After loading a single \(^{138}\text{Ba}^+\) ion by isotope selective, resonant two-photon ionization it is stored in a linear Paul trap driven at a frequency of 4.21 MHz with radial and axial trapping frequencies of \((\omega_r; \omega_a) = 2\pi \times (59.5; 38.4)\) kHz, respectively. There, it is laser cooled to Doppler temperatures of \(\approx 0.5\) mK. In order to perform our experiments in the electronic ground state, we switch off the cooling and repumper light, before immersing the ion into the ultracold atomic cloud.

Once in the cloud, there is a complicated interplay of elastic two-body atom-ion collisions and the driven micromotion of the Paul trap. This interplay leads to a non-Maxwell-Boltzmann distribution of the ion’s kinetic energy \(E_{\text{kin}}\) [DeV09, Zip10b, Cet12, Kry15] with an equilibration time on the ms time scale \(^1\). The average kinetic energy \(\overline{E}_{\text{kin}}\) of the ion in the atom cloud is then determined by the available energy sources for the ion, such as the eMM energy [Zip10b]. In our experiment we can adjust \(\overline{E}_{\text{kin}}\) by controlling

\(^1\) The equilibration time can be estimated from the Langevin collision rate which at our given density is about 4 ms\(^{-1}\).
one part of the eMM energy, $E_{\text{fMM}}$, which is set via static electric fields. Concretely, we can write $E_{\text{kin}} = c_{\text{dyn}}(E_{\text{fMM}} + E_{\text{min}})$, where the offset energy $E_{\text{min}}$ contains all other energy contributions, e.g. phase micromotion ($\phi$MM) [Ber98] or residual collisional effects [Cet12, Kry15]. The proportionality factor $c_{\text{dyn}} \approx 5.0$, which depends on the atom-ion mass ratio and the trap parameters, is extracted from a MC calculation similar to [Zip11b]. We can tune $E_{\text{fMM}}$ accurately between $5\mu K \times k_B$ and $100mK \times k_B$. $E_{\text{min}}$, on the other hand, is not known precisely. From independent measurements and MC calculations based on the scaling of elastic atom-ion collisions, we estimate $E_{\text{min}}$ to be in the range between 200 and 800 $\mu K \times k_B$.

The cloud consists of $N \approx 1.2 \times 10^5 \ ^{87}\text{Rb}$ atoms at a temperature of $T_{\text{at}} \approx 700\text{nK}$ with a peak density of $n \approx 19 \times 10^{11} \text{cm}^{-3}$. It is cigar shaped with a radial and axial size of roughly 10 $\mu$m and 50 $\mu$m, respectively. The atoms are spin polarized ($F = 1, m_F = -1$) and confined in a far off-resonant crossed optical dipole trap at a wavelength of 1064 nm with a trap depth of $\approx 10\mu K \times k_B$. We shift the ion into the cloud over a distance of 120 $\mu$m within 2 ms by changing the endcap voltage of the linear ion trap. After an interaction time of $\tau = 300\text{ms}$, during which the Ba$^+$ ion is typically lost with a probability of up to 65 $\%$, we separate the two traps again and detect whether the Ba$^+$ ion is still present. For this, we shine a laser cooling beam focused to a waist of 20 $\mu$m through the Paul trap center and collect the possible fluorescence on a EMCCD camera for 100 ms. If no Ba$^+$ is detected, we conclude that a reaction must have taken place during $\tau$.

### 3.3 Energy dependent reactions

Repeating the single ion experiment roughly 170 times we extract the probability $p$ that Ba$^+$ is still present. For the given experimental settings the ion loss is well described by an exponential decay of the form $p = \exp(-\Gamma \tau)$. This can be seen in the inset of Fig. 3.1, where we plot $p$ as a function of interaction time $\tau$ measured at $E_{\text{fMM}} \approx 8\mu K$. Figure 3.1 plots the loss rate $\Gamma$ as a function of $E_{\text{fMM}}$. A Ba$^+$ ion in our experiment is lost either by a two-body charge transfer or by a three-body event [Kriu16a]. The corresponding loss rate $\Gamma$ of the ion is $\Gamma = -nk_2 - n^2k_3$. The charge transfer rate coefficient $k_2$ has been previously measured for Ba$^+$ + Rb, $k_2 = 3.1(6) \times 10^{-13} \text{cm}^3/s$ (statistical and systematic errors in parentheses) [Kriu16a] (see also [Sch10a, Hal13]), and contributes less than 1 s$^{-1}$ to

---

2 We note that our detection scheme cannot detect a reaction if the final product (e.g. after a secondary process) is again a cold Ba$^+$ ion. From parallel experiments where we investigate the reaction products, however, we have no evidence for such a reaction outcome. In fact, our present work shows good agreement between theory and experiment if we assume that a reaction channel producing cold Ba$^+$ ions is negligible.
the loss rate $\Gamma$ for the given atomic density. Also, it has been verified that $k_2$ is energy independent [Gri09, Zip10b, Hal11], consistent with Langevin theory. By subtracting this constant $k_2$ loss from $\Gamma$ and dividing by the (constant) density $n^2$ we obtain $\overline{k_3}$ (see Figs. 1 and 3b). Clearly, $\overline{k_3}$ is energy dependent. As we discuss later, we expect a scaling of $k_3$ with a power law, $k_3 \propto E_{\text{col}}^\alpha$. Neglecting the atom motion due to ultracold temperatures we can express $E_{\text{col}}$ in terms of the ion kinetic energy $E_{\text{kin}}$, $E_{\text{col}} = (1 - \frac{m_{\text{Ba}}}{m_{\text{Ba}} + 2m_{\text{Rb}}})E_{\text{kin}}$.

We attempt to describe the scaling of the measured $\overline{k_3}$ with a power law $\overline{k_3} \propto \overline{E}_{\text{kin}}^\alpha$ by fitting the expression

$$\overline{k_3} = \overline{k_{3,\text{min}}} \left[\frac{(E_{\text{fMM}} + E_{\text{min}})}{E_{\text{min}}}\right]^\alpha$$

(3.1)

to the data. Here, $E_{\text{min}}$ and $\alpha$ are free parameters. The constant $\overline{k_{3,\text{min}}} = 1.04(4)(45) \times 10^{-24}\text{cm}^6/\text{s}$ is $\overline{k_3}$ at $E_{\text{fMM}} = 0$ and was determined in a parallel study [Krü16a]. For the fit we discard data points above $E_{\text{fMM}} > 20 \text{mK} \times k_B$, as for such energies, the ion is not localized well enough in the center of the cloud. It probes areas of the atomic cloud at lower densities, hence decreasing the observed loss rate (see sketch in Fig. 1). The fit yields $\alpha = -0.46(9)$ and $E_{\text{min}} = 410(180) \mu K \times k_B$ (green dashed line in Fig. 3.1), with the errors denoting a 1σ statistical uncertainty of the fitted values. Interestingly, in our
previous study of TBR of Rb$^+$ + Rb + Rb [Här12] we observed a similar scaling exponent of $\alpha = -0.43$.

### 3.4 Theoretical approach

We now turn to investigate the scaling of TBR theoretically with a CTC formalism. A classical treatment of the collision dynamics is appropriate, since the experiments described here in general involve much higher energies than the threshold energy of $\sim 50 \text{nK} \times k_B$ for entering the s-wave regime of Ba$^+$-Rb. We have adapted a recently developed method for the calculation of three-body recombination cross sections based on classical trajectories [PR14, PR15] for the study of atom-atom-ion recombination. The method employed relies on mapping the three-body problem into a six-dimensional configuration space, described in hyperspherical coordinates, after separating out the center-of-mass motion [PR14]. Since the kinetic energy of the ion is typically several orders of magnitude higher than the temperature of the ultracold neutral atoms we fix one of the hyperangles associated to the ratio of the atom-ion versus the atom-atom initial momentum, guaranteeing that in the center-of-mass coordinate system 95 % of the collision energy $E_{\text{col}}$ is along the direction of the ion. In the classical trajectory calculations only Rb-Rb collisions in triplet states are considered and spin flip transitions are neglected. For the Rb-Rb pair interaction we employ the $a^3\Sigma_u^+$ potential of Strauss et al. [Str10]. On the other hand, the Ba$^+$-Rb interaction potential is taken to be $-C_4(1 - (r_m/r)^4/2)/r^4$, where $C_4 = 160$ a.u. denotes the experimental long-range value of the interaction and $r_m$ represents the position of the minimum of the potential, taken from Ref. [Kry11].

The TBR rate for Ba$^+$ + Rb + Rb has been computed by running $10^5$ trajectories per collision energy. We checked that during the simulation the total energy and angular momentum are conserved up to the fifth decimal place. Details about the numerical method employed to solve Hamilton’s equations of motion, in conjunction with the sampling of the initial conditions, can be found in [PR14]. Figure 3.2a shows a three-body trajectory that results in a recombination event with a collision energy of 100 $\mu\text{K} \times k_B$. This particular trajectory leads to large size ($\sim 800 a_0$), very weakly-bound molecular ion. Counting the fraction of trajectories that lead to molecule formation we can extract the TBR rate coefficient $k_3$ for Ba$^+$ + Rb + Rb. Figure 3.2b plots $k_3$ as a function of collision energy $E_{\text{col}}$. We compare these CTC calculations (diamonds) with an analytically derived scaling law [PR15] where $k_3 \propto E_{\text{col}}^{-3/4}$ (dashed line in Fig. 3.2b and find very good agreement.
Figure 3.2: (a) A typical trajectory at a collision energy of $100\mu K \times k_B$ associated with the three-body collision $\text{Ba}^+ + \text{Rb} + \text{Rb}$ that leads to the formation of $\text{BaRb}^+$. We show the distances $r_{ij}$ between the particles as indicated in the sketch. (b) Double log plot of $k_3$ obtained with CTC for $\text{Ba}^+ + \text{Rb} + \text{Rb}$ as a function of the collision energy $E_{\text{col}}$ (circles). The straight line shows the analytically predicted power law dependence $k_3 \propto E_{\text{col}}^{-3/4}$.

3.5 Comparing experiment to theory

Strikingly, the theory prediction of $\alpha = -0.75$ does not seem to agree well with the experimentally observed value of $\alpha = -0.46(9)$ from the fit of Eq. (3.1) to our data. We explain this discrepancy as follows. In contrast to the theoretical approach where $k_3$ is determined for a precisely defined collision energy $E_{\text{col}}$, in the experiments we observe $\bar{k}_3$, an average over a distribution $P(E_{\text{col}}, \{E_i^S\})$ of collision energies, calculated as

$$
\bar{k}_3(\{E_i^S\}) = \int k_3(E_{\text{col}}) \ P(E_{\text{col}}, \{E_i^S\}) \ dE_{\text{col}}. \tag{3.2}
$$
Here, \( \{E^S\} \) is a list of the relevant energy scales that determine the distribution, such as the experimentally tuned \( E_{\text{MM}} \) or \( E_{\phi \text{MM}} \). We extract these distributions with a MC calculation based on [Zip11b]. If only a single scale \( E^S_1 \) is present, the energy distributions can be expressed as functions of the ratio \( E_{\text{col}}/E^S_1 \),

\[
P(E_{\text{col}}, E^S_1) dE_{\text{col}} = \tilde{P}(E_{\text{col}}/E^S_1) dE_{\text{col}}/E^S_1.
\]

(3.3)

Figure 3.3a shows three calculated distributions each with its own scale \( E^S_1 \). The distributions \( P(E_{\text{col}}, E_{\text{MM}}) \) for \( E_{\text{MM}} = 1 \text{mK} \) (green) and 20mK (red) have the exact same shape, a consequence of Eq. (3.3). The third distribution \( P(E_{\text{col}}, E_{\phi \text{MM}} = 1 \text{mK}) \) (blue), generated with a phase micromotion has a somewhat different shape. Using Eq. (3.2) one can show which distributions which satisfy Eq. (3.3) translate the power law \( k_3 \propto E_{\text{col}}^{-3/4} \) into \( \tilde{k}_3 \propto (E^S_1)^{-3/4} \). In our experiment, however, where at least two energy scales, \( E_{\text{MM}} \) and \( E_{\text{min}} \) occur, this translation of the scaling breaks down and Eq. (3.1) cannot be used in the data analysis anymore. Instead, we calculate \( \tilde{k}_3 \) with Eq. (3.2) to directly compare theory and experiment. The choice and magnitude of \( E_{\text{min}} \) is the only free model parameter.

Here, we assume that \( E_{\text{min}} \) is entirely determined by phase micromotion, \( E_{\text{min}} = E_{\phi \text{MM}} \). The phase micromotion is chosen to be shared equally between both pairs of opposing radio frequency (rf) driven electrodes [Ber98]. Figure 3.3b shows the experimental \( \tilde{k}_3 \) (full circles), together with the calculation (blue solid line) with \( E_{\phi \text{MM}} = 790 \mu \text{K}^3 \). The shape of the theory curve describes the experimental data quite well, apart from an overall factor of about 1.1 (see blue and red solid lines). In general, the overall magnitude and energy dependence of \( \tilde{k}_3 \) is reproduced by the presented ab initio CTC treatment down to the mK Regime, which is remarkable as \( E_{\text{min}} \) is the only free parameter.

### 3.6 Binding energy distribution

We now turn to briefly discuss the molecular products after TBR. In a previous study of TBR for He, it was suggested that the binding energy of the products is correlated with the collision energy [PR14]. We find again the same behavior for TBR of an ion with two atoms. Figure 3.4a shows two logarithmically binned histograms of molecular binding energies after TBR. The maximum of each histogram can be considered the typical binding energy and is shown in Fig. 3.4b as a function of the collision energy \( E_{\text{col}} \). A fit to a power-law dependence gives \( E_{\text{binding}} \sim E_{\text{col}}^{0.88 \pm 0.02} \) for the energy range investigated.

---

3 Such a phase micromotion can be caused by a relative length difference of \( \Delta l/l \approx 10^{-3} \) between the cables supplying opposing rf electrodes, which is well within the tolerances of our setup.
here. Thus our calculations suggest that the formation of deeply bound molecules after TBR should be highly improbable at low collision energies.

The present CTC results also suggest that BaRb\(^+\) should be the dominant product state of the three-body recombination in the collision energy range considered here. Indeed, we have observed the formation of BaRb\(^+\) ions in our experiment. However, collisional or light induced secondary processes lead to short lifetimes. A detailed study of the initial TBR products and involved secondary reactions is currently in progress and needs to be discussed elsewhere.
3.7 Conclusion

In conclusion, we have investigated the energy scaling of three-body recombination in an atom-ion system down to mK energies. Single Ba\(^+\) ions in contact with ultracold Rb atoms have been used to measure the TBR rate coefficient \(k_3\). Utilizing classical trajectory calculations, we numerically accessed the TBR rate coefficient \(k_3\) for the Ba\(^+\) + Rb + Rb system for various collision energies. We find a power law scaling of the form \(k_3(E_{\text{col}}) \propto E_{\text{col}}^{\alpha}\) with an exponent \(\alpha = -3/4\). Our experimental and theoretical studies indicate that the presence of several energy scales gives rise to energy distributions of the immersed ion that impede a direct application of scaling laws to the measured data. The obtained energy scaling provides an important insight for prospects of atom-ion experiments in the ultracold regime, as the already strong TBR rate observed here will increase by another three orders of magnitude once the s-wave regime at 50 nK is reached.
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We report on three-body recombination of a single trapped Rb$^+$ ion and two neutral Rb atoms in an ultracold atom cloud. We observe that the corresponding rate coefficient $K_3$ depends on collision energy and is about a factor of 1000 larger than for three colliding neutral Rb atoms. In the three-body recombination process large energies up to several 0.1 eV are released leading to an ejection of the ion from the atom cloud. It is sympathetically recooled back into the cloud via elastic binary collisions with cold atoms. Further, we find that the final ionic product of the three-body processes is again an atomic Rb$^+$ ion suggesting that the ion merely acts as a catalyzer, possibly in the formation of deeply bound Rb$_2$ molecules.

4.1 Introduction

Early on in the quest for ultracold quantum gases three-body recombination played a crucial role as a limiting factor for Bose-Einstein condensation. It was first investigated in spin-polarized hydrogen [Hes83] and somewhat later for alkali atoms [Esr99, Bur97]. Recently, three-body recombination was investigated with single atom resolution [Spe12]. Combining ultracold atoms with cold trapped ions is an emerging field where large scattering cross sections naturally come into play due to the comparatively long range $1/r^4$ polarization interaction potential. Two-body collisions between atoms and ions in the low energy regime have been recently studied [Côt00b, Gri09, Zip10b, Sch10a, Hal11, Rel11, Rav12]. In this letter, we report on three-body collisions involving two ultracold $^{87}$Rb atoms and a $^{87}$Rb$^+$ ion at mK temperatures. The ion in our experiment can be regarded as a reaction center, facilitating molecule formation through its large interaction radius.

For the work presented here, it is essential that we work with ions and atoms of the same species. This renders charge transfer reactions irrelevant, which otherwise would strongly constrain our measurements. As Rb$^+$ is not amenable to laser-cooling and cannot be imaged, we detect the ion and investigate its dynamics in an indirect way, i.e. through its action on the atom cloud. In our experiments, we place a single ion into the center of an atomic sample resulting in a continuous loss of atoms due to elastic atom-ion collisions. This behavior is interrupted when a highly energetic three-body process ejects the ion from the atom cloud. By examining the statistics of ion-induced atom loss in hundreds of repetitions of the experiment, we can investigate a number of important details of the three-body process, such as its quadratic density-dependence, the energy that it releases, its rate coefficient $K_3$, the dependence of $K_3$ on collisional energy, and its reaction products. Furthermore, our measurements also demonstrate sympathetic cooling of an ion.
from eV energies down to about 1 mK using an ultracold buffer gas.

4.2 Experimental Setup

The atom-ion collision experiments are conducted in a hybrid apparatus (for details see [Sch12]) where a single $^{87}$Rb$^+$ ion, trapped in a linear Paul trap, is brought in contact with an ultracold cloud of spin polarized $^{87}$Rb atoms ($F = 1, m_F = -1$). The atom cloud is previously prepared at a separate location from where it is transported to the Paul trap and loaded into a far off-resonant crossed optical dipole trap. The dipole trap is at first spatially separated from the trapped ion by about 50 µm. To start the atom-ion collision experiments it is then centered on the ion with µm precision within a few 100 ms. At this point the atom cloud consists of $N_{at} \approx 4.0 \times 10^4$ atoms at a temperature of $T_{at} \approx 1.2$ µK and a peak density $n_{at} \approx 1.1 \times 10^{12}$ cm$^{-3}$. At trapping frequencies of (190, 198, 55) Hz this results in a cigar shaped cloud with radial and axial extensions of about 10 µm and 35 µm, respectively.

The single Rb$^+$ ion is confined in a Paul trap driven at a frequency of 4.17 MHz resulting in radial and axial trapping frequencies of 350 kHz and 72 kHz, respectively. As the trap is about 4 eV deep, the ion typically remains trapped for thousands of experimental cycles. It is initially produced by photoionization of an atom from a cold Rb cloud in the Paul trap [Här13c]. Typical kinetic energies $E_{ion}$ of the ion after sympathetic cooling in the atom cloud are about a few mK·$k_B$. This energy scale is mainly set by two quantities: (1) The excess micromotion (eMM) [Ber98] in the Paul trap whose main part we can control by compensating stray electric fields [Här13b]. (2) Heating effects induced by the interplay of micromotion and elastic collisions [DeV09, Zip10a, Cet12].

4.3 Evidence for Atom-Ion Three-Body Interaction

As described in Ref. [Sch10a], an ion immersed in an ultracold atom cloud leads to atom loss by expelling atoms from the shallow optical trap ($\approx 10$ µK·$k_B$ trap depth) via elastic collisions. The radio frequency (rf) driven micromotion is a constant source of energy which drives these loss-afflicting collisions. Figure 4.1(a) shows such a decay of an atom cloud at relatively low densities ($\approx 10^{11}$ cm$^{-3}$) and relatively high ion energies $^1$ ($\approx 35$ mK·$k_B$). Plotted is the number of remaining atoms after an atom-ion interaction

$^1$ Due to the non-thermal energy distribution of the immersed ion [Cet12, Zip11b] we use the median as an energy measure.
Figure 4.1: Decay of the atom cloud under influence of a single trapped ion. (a) Remaining atom numbers after interaction time $\tau$ for an ion with $E_{\text{ion}} \approx 35 \text{ mK} \cdot k_B$ and $n_{\text{at}} \approx 10^{11} \text{ cm}^{-3}$. The solid line indicates the decay of the mean atom number. (b) Same as (a) but $E_{\text{ion}} \approx 0.5 \text{ mK} \cdot k_B$ and $n_{\text{at}} \approx 1.1 \times 10^{12} \text{ cm}^{-3}$. (c) Histograms containing the data shown in (b).
4.3 Evidence for Atom-Ion Three-Body Interaction

time $\tau$. Each data point corresponds to a single measurement. Overall, the plot shows a relatively smooth decay of the atom cloud with a relative scatter of the atom number of less than 10%. This changes drastically when we carry out the experiments at low ion energies ($\approx 0.5 \text{ mK} \cdot k_B$) and larger densities ($\approx 10^{12} \text{ cm}^{-3}$) (Fig. 4.1(b)). Here, the scatter dramatically increases with $\tau$ and is on the order of the number of lost atoms. In Fig. 4.1(c) histograms are shown which contain the data of Fig. 4.1(b). With increasing time $\tau$ the initial Gaussian distribution develops a striking tail towards large atom numbers. At the tips of the tails we find cases where even after interaction times of several seconds barely any atoms have been lost, a signature of missing atom-ion interaction. Apparently, sporadically the ion is ejected from the atom cloud and promoted onto a large orbit for a period of time during which atom-ion collisions are negligible (Fig. 4.2(a)). In principle, this is reminiscent of the energy distributions with high energy tails that have recently been predicted for trapped ions immersed in a buffer gas [DeV09, Zip10a]. However, it turns out that such an explanation is inconsistent with our observations on the grounds of energetics and scaling. Rather, we find that it is a three-body recombination process involving the ion and two neutrals that ejects the ion from the cloud. Due to the large trap depth the ion is not lost in such an event, but it is recooled back into the cloud through binary collisions after some time.

Figure 4.2(b) illustrates in a simple picture how the decay of the atom number over time can follow different paths. The solid trace $T_1$ shows the case when only binary atom-ion collisions occur. Such traces result in the narrow Gaussian peak of the atom number distribution shown on the right of Fig. 4.2(b). Traces $T_2$ and $T_3$ exhibit three-body collisions at points $E_2$ and $E_3$. At point $R_2$ the ion reenters the atom cloud after an interruption time $t_{\text{out}}$. Rare three-body events and long times $t_{\text{out}}$ result in a long tail of the distribution. We can reproduce the histograms in Fig. 4.1 with a simple Monte Carlo type simulation (for details see supplemental material). We assume an initial Gaussian distribution of the atom number which then decays exponentially with the binary atom-ion collision rate $K_2 n_{\text{at}}$. Here, $K_2$ is a rate constant given by the product of the elastic cross section and the ion velocity. A three-body event, occurring at a rate $K_3 n_{\text{at}}^2$, interrupts this decay for a period $t_{\text{out}}$. As the ion can only be recooled by the atomic sample, we assume the rate for reentry of the ion into the atom cloud to be proportional to the number of atoms $1/\langle t_{\text{out}} \rangle = N_{\text{at}}/c_{\text{out}}$ with $c_{\text{out}}$ being a constant that depends on the trap parameters. Figure 4.2(b) (right) shows exemplarily that the model can describe well the histograms in Fig. 1. In the following we continue the analysis by studying $P_{\text{threebody}}$ which is the probability that at least one three-body process takes place within time $\tau$. For each $\tau$ we determine $P_{\text{threebody}}$ from our histograms. $P_{\text{threebody}}$ is the count number of the tail of
Figure 4.2: (a) Illustration of an atom-atom-ion collision. (I) Two atoms simultaneously enter the interaction radius of the ion and a three-body process takes place. (II) The three-body reaction ejects the ion onto a trajectory much larger than the atom cloud. (b) Illustration of our simple model. Left: Various possible time traces for the atom number. If only binary atom-ion collision occur the atomic sample decays exponentially (Trace T\(_1\)). Three-body events (E\(_2\), E\(_3\)) interrupt the atom loss until the atom is recooled and reenters the sample at point R\(_2\) (Traces T\(_2\) and T\(_3\)). Right: Atom number histogram from Fig. 4.1(c) (\(\tau = 8\) s) and the corresponding simulation result (solid black line). (c) Plot of the probability \(P_{\text{threebody}}\) for initial atomic densities (1.8, 1.1, 0.7, 0.3) \(\times 10^{12}\) cm\(^{-3}\) and atom numbers (6.5, 4.0, 2.8, 1.6) \(\times 10^4\), respectively. The solid lines are results of the numerical simulation.
a histogram divided by the histogram’s total count number (for details see supplemental material). Fig. 4.2(c) shows these data for four atomic densities, including the data in Fig. 4.1(c). All four data sets have in common that the number of three-body events first rapidly increases and subsequently levels off. The levelling off is mainly due to the fact that the probability for a three-body reaction is strongly density-dependent. Surprisingly, in the beginning of the interaction ($\tau \lesssim 1$ s) only very few three-body events are detected for the lower density samples. We explain this delay by an initial phase of sympathetic cooling of the Rb$^+$ ion which experiences significant heating during the preparation (e.g. rf evaporative cooling) of the atom cloud. From numerical calculations similar to [Zip10a] we estimate that recoiling times of about 1 s in atom clouds with $n_{\text{at}} \approx 10^{12}$ cm$^{-3}$ correspond roughly to ion kinetic energies of a few 100 K·k$_B$. The ion will typically undergo several thousand binary collisions with cold atoms until it is sympathetically recooled to mK·k$_B$ energies. We are able to describe all four data sets in Fig. 4.2(c) consistently with our simple Monte Carlo model (continuous lines). From a fit to the data sets we obtain rate coefficients $K_2 = 5.0(5) \times 10^{-9}$ cm$^3$/s and $K_3 = 3.3(3) \times 10^{-25}$ cm$^6$/s and the reentry parameter $c_{\text{out}} \approx 1.7 \times 10^5$ s. The errors given exclude systematic uncertainties in the atomic density. We note that the value for our atom-atom-ion $K_3$ rate coefficient is more than three orders of magnitude larger than the three-body coefficient for three colliding neutral $^{87}$Rb atoms [Esr99]. The value of $K_2$ roughly agrees with previously obtained results [Zip10b, Sch10a]. For the typical atom numbers used here the obtained value of $c_{\text{out}}$ results in several seconds of negligible atom-ion interaction following each ejection of the ion.

In order to challenge our analysis we have attempted to model the events that send the ion into orbit as two-body processes. The corresponding linear density dependence of the event rate yields inconsistent fit results such that we can exclude two-body interactions as an explanation for our data (for details see supplemental material). As a cautionary note, we point out that three-body recombination processes to weakly-bound molecular states with binding energies $\lesssim 10$ meV are not detected in our experiments as the ion will not leave the atom cloud. Thus, the true three-body coefficient may even be significantly larger.

\footnote{The initial cool-down time is accounted for by adjusting the starting time for each data set.}
4.4 Direct Measurement of the Energy released in the Recombination Events

In a further experiment, we quantify the kinetic energy gained by the ion in a three-body event. The idea is to lower the depth of the ion trap such that an ion with an energy of a few 0.1 eV escapes while a cold ion remains trapped. The experiment is performed as follows. We prepare a first atom cloud which we bring to interaction with an ion for 4 s. Similar to the previously described experiments, we measure the ion-induced atom loss from which we judge whether or not the ion has participated in a three-body event. Directly afterwards, the ion trap depth is reduced to one of 5 values $U_{\text{red}}$ by lowering one of the endcap voltages of the Paul trap within 300 ms. The voltage is held at this value for 200 ms and ramped back up within 200 ms. Subsequently, we probe the ion’s presence in the trap via the loss it inflicts on a second atom cloud. This cloud is prepared within 40 s and contains about $5 \times 10^4$ atoms. Figure 4.3(a) shows the remaining atom number of the atom cloud after 6 s of interaction time. An atom number $\lesssim 1 \times 10^4$ indicates the presence of an ion while a number around $4.5 \times 10^4$ shows its absence. The clear splitting of the two groups of data allows for ion detection with an efficiency close to unity. Figure 4.3(a) contains two different plot symbols, distinguishing two classes of ions. Black squares correspond to ions that have participated in a three-body event within the first atom cloud while grey circles correspond to ions where only binary collisions were detected. We now analyze the data points of Fig. 4.3(a) by calculating the probability for ion loss $P_{\text{loss}}$ for each trap depth ($P_{\text{loss}} = \text{Number of lost ions} / \text{Number of trials}$). The result is shown in Fig. 4.3(b). As expected, ions that were previously involved in a three-body recombination process can in general escape from deeper traps than ions only involved in binary interactions. To obtain a more quantitative measure of the ion energy we fit broadened step functions of the form $1/(1 + \exp[(U_{\text{red}} - U_{\text{loss}})/d])$ to the data. The width of the steps $d$ is on the order of 0.15 eV. From the energy offset between the two fit curves we estimate the gained energy $\Delta U_{\text{loss}} \approx 0.4$ eV. We note that for trap depths $U_{\text{red}} \lesssim 0.25$ eV the probability of loss is high in general. This suggests that the stability of our trap is compromised at shallow trap settings. In fact, lowering the voltage of only one of the two endcaps renders the trap quite asymmetric. This degrades the ideal quadrupole field configuration and thus the stability of the ion trap. As a consequence the accuracy with which we can determine the energy released in the three-body process is limited. Still, we find a clear splitting between the step functions of 0.4 eV in Fig. 4.3(b). Thus, a

---

3 We deliberately apply an offset electric field of about 6 V/m to increase the eMM energy. In this way, we make three-body reactions unlikely and induce a rapid loss of atoms through binary atom-ion collisions.
resolution of the measurement on the order of 0.1 eV seems plausible.

Mainly two recombination processes come into consideration. In a reaction of the type \( \text{Rb} + \text{Rb} + \text{Rb}^+ \rightarrow \text{Rb}_2^+ + \text{Rb}^+ \) the formation of a neutral molecule is catalyzed by the ion which carries away 2/3 of the energy released. If deeply bound \( \text{Rb}_2 \) molecules are produced, binding energies of up to \( \sim 0.5 \) eV are released, in agreement with the measurement. A second possible recombination process, \( \text{Rb} + \text{Rb} + \text{Rb}^+ \rightarrow \text{Rb}_2^+ + \text{Rb} \), produces a molecular ion and a neutral atom. However, as indicated in figure 3, the molecular ion, due to its higher mass, experiences a significantly shallower trap than the atomic ion and would immediately be lost for our parameter range. We thus infer that the ion at hand is \( \text{Rb}^+ \). However, we cannot completely exclude the formation of an intermediate molecular ionic state which may subsequently dissociate.
4.5 Measurement of the Energy Dependence of the Three-Body Coefficient

In a third type of measurement we study the dependence of the three-body coefficient on the ion kinetic energy which we can tune by controlling the ion micromotion. For this we apply a static electric field $\epsilon$ perpendicular to the axis of the Paul trap and let the ion interact for $\tau = 8$ s with an atom cloud with $n_{\text{at}} \approx 1.0 \times 10^{12}$ cm$^{-3}$. We find $P_{\text{threebody}}$ to increase roughly by a factor of 5 when reducing $\epsilon$ from 3.25 V/m to 0 V/m (Fig. 4.4(a)).

![Figure 4.4](image_url)

**Figure 4.4:** (a) $P_{\text{threebody}}$ as a function of the external electric field. (b) Double-logarithmic plot of $P_{\text{threebody}}$ as a function of the ion energy $E_{\text{ion}}$. A scale for the three-body coefficients $K_3$ as derived from the simulation is also given (see text for details).

In order to express the electric field values in terms of kinetic energy we make use of the relation $E_{\text{eMM}} = c_{\text{trap}} \cdot \epsilon^2 + E_{\text{res}}$ with $c_{\text{trap}}$ being a constant that depends on the trap configuration and the ion mass [Ber98]. $E_{\text{res}}$ stands for residual uncompensated micromotion energy. The ion energy can be expressed as $E_{\text{ion}} = c_{\text{dyn}} \cdot E_{\text{eMM}}$. $c_{\text{dyn}}$ is a constant which depends on the atom-ion mass ratio and the spatial extension of the atom cloud and for our experiments can be estimated to be about 2 [Zip10a]. We attempt to describe our data with a power-law dependence of the form $K_3 \propto E_{\text{ion}}^\alpha$ within our simulation. Good agreement with the data is achieved for $\alpha = -0.43$, $E_{\text{res}} = 370 \mu$K $\cdot k_B$ and a maximal value for $K_3$ of $2.75 \times 10^{-25}$ cm$^6$/s (solid trace in Fig. 4.4(b)). For
4.6 Conclusion

In conclusion, we have studied three-body recombination involving a single trapped ion and two of its parent atoms at collision energies approaching the sub-mK regime. With a relatively simple model we can understand the two- and three-body collision dynamics and extract corresponding rate coefficients. We observe an increase of the three-body rate coefficient with decreasing collision energy, a behavior that can be expected to become crucial for future experiments targeting even lower temperatures. After a three-body event, ion energies on the order of $0.4 \text{ eV}$ were measured, indicating that deeply bound molecules have been created. Since we have not observed $\text{Rb}_2^+$ ions, the formation of $\text{Rb}_2$ seems probable. The ion would then act as an atomic size catalyzer at mK temperatures.

The authors would like to thank Kilian Singer, Piet Schmidt, David Hume, Olivier Dulieu and Brett Esry for helpful discussions and information. This work was supported by the German Research Foundation DFG within the SFB/TRR21.

4.7 Supplemental Material

1. Method to determine $P_{\text{threebody}}$

$P_{\text{threebody}}$ is the probability for at least one three-body process to happen within time $\tau$. We describe here in more detail how we extract $P_{\text{threebody}}$ from an atom number histogram. Fig. 4.5 shows such a histogram which consists of two components: a Gaussian distribution on the left hand side and a tail on the right hand side. We assume that only counts outside the Gaussian (i.e. within the tail) correspond to experimental runs with atom-atom-ion three-body events. Then,

$$P_{\text{threebody}} = \frac{\text{Sum of all counts in the tail}}{\text{Total number of counts of histogram}}.$$

A Gaussian fit to the peak on the left hand side of the histogram separates the tail from
Figure 4.5: Illustration of the fit method used to determine $P_{\text{threebody}}$. The histogram shown is taken from Fig. 1 of the main text ($\tau = 4$ s).

Based on Monte Carlo techniques, we have implemented a simple numerical simulation of the atom-ion interactions. The simulation takes into account the binary atom-ion collisions leading to atom loss, recooling of the ion and the three-body events which eject the ion from the atom cloud. Initially the ion is positioned at the center of the atom cloud. Time advances in small steps $\Delta t$. The evolution of atom number $N_{\text{at}}$ and density $n_{\text{at}}$ (for the time being) follows

$$ N_{\text{at}}(t + \Delta t) = N_{\text{at}}(t) - K_2 n_{\text{at}}(t) \Delta t $$

and

$$ n_{\text{at}}(t + \Delta t) = n_{\text{at}}(t) \frac{N_{\text{at}}(t + \Delta t)}{N_{\text{at}}(t)}. $$

Thus, in our simple model two-body collisions lead to an exponential decay of the atom number, which is a sufficiently good approximation of the observed behavior. We neglect ion-induced temperature changes of the atom cloud which would lead to corrections of the density evolution.
The possibility of a three-body event is included in the simulation in a probabilistic way. We compute
\[ \wp_{\text{threebody}} = K_3 n_{\text{at}}(t)^2 \Delta t, \]
which is the probability that within the time step \( \Delta t \) a three-body event will take place. If the three-body event does happen, the simulation stops the evolution of \( N_{\text{at}} \) and \( n_{\text{at}} \) until a reentry of the ion into the atom cloud takes place. The probability for the reentry within a time step \( \Delta t \) is
\[ \wp_{\text{reentry}} = \frac{N_{\text{at}}(t)}{c_{\text{out}}} \Delta t. \]
The simulation runs until the total interaction time \( \tau \) is reached. By performing many runs of the simulation we arrive at the atom number distribution in figure 2b and the averaged values for \( P_{\text{threebody}} \) in figures 2c and 4 of the main text.

3. Modelling of the ion ejections as two-body events

An important test of our interpretation of the experimental data is the comparison with a model that does not contain three-body collisions. Instead, events sending the ion onto large orbits are also modelled as two-body processes. We can adapt our simulation of the previous section by simply replacing the probability density \( \wp_{\text{threebody}} \) by \( \wp_{\text{twobody}}^* \) where
\[ \wp_{\text{twobody}}^* = K_2^* n_{\text{at}}(t) \Delta t. \]
(4.1)

Fig. 4.6 shows the simulation results using a best fit value of \( K_2^* = 2.0 \times 10^{-13} \text{ cm}^3/\text{s} \).
While a data set for a single density can still be described reasonably well, this clearly does not work for all four sets with a single $K_2^*$ rate constant. Thus we exclude two-body interactions as the cause of the ion-ejection.

---

**Notes**

- References referring to unpublished work in the original publication have been replaced with [Här13c, Här13b, Krü16b] in this reprint.

- The more recent results with Ba$^+$ in [Krü16b] predict the dominant formation of weakly-bound molecular ions in three-body-recombination based on classical trajectory calculations. This statement is compatible with this publications’ observation of highly energetic Rb$^+$ as the sole product, if fast secondary reactions dissociate the primary product Rb$_2^+$. Collisional or light induced processes can fulfill this role and provide the kinetic energies we observed in the experiments. Ongoing measurements with Ba$^+$ indicate that newly formed BaRb$^+$ molecules are indeed photo-excited by the 1064 nm dipole trap laser. This possible secondary process however was not yet investigated with the Rb$^+$-Rb system.
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We report on a sensitive method to minimize excess micromotion of an ion in a Paul trap. The ion is placed in an ultracold cloud of neutral Rb atoms in which ionic micromotion induces atomic losses and heating. Micromotion is minimized by applying static electric offset fields such that both loss and heating are minimized. We achieve a compensation on the level of the most precise compensation methods to date. In contrast to these methods, our scheme is applicable even for ions that cannot be optically probed. Furthermore, it avoids the formation of temporary patch charges which are a main issue for the long-term stability of micromotion minimization.

5.1 Introduction

In the last decades there has been tremendous progress in experiments with ions confined in Paul traps. Single or well-defined numbers of ions have been prepared and manipulated on the quantum level [Lei03, Bla08, Häf08, Bla12]. Laser cooling and manipulation of these strongly isolated quantum objects can then be used for precision spectroscopy, quantum simulation and quantum computation. For such experiments, control over the ionic excess micromotion is a pre-condition. Furthermore, a young line of research investigates cold collisions between trapped ions and ultracold neutral atomic gases [Gri09, Zip10b, Sch10a, Hal11, Rel11, Rav12]. Here, excess micromotion sets the dominant energy scale and it needs to be compensated with high precision to reduce the atom-ion collision energies to the mK regime and beyond.

Micromotion is a driven oscillatory motion of the ions in the radio frequency (rf) field of the Paul trap. Ideally, the ion is trapped at a node of the rf field, where micromotion is minimal. However, possible stray electric fields displace the ion from this location and into trap regions with increased rf fields. These in turn increase the micromotion amplitudes by inducing the so-called excess micromotion. This micromotion contribution thus needs to be minimized by compensating the stray electric fields. To date, a number of methods have been devised to accurately compensate excess micromotion, all of which employ resonant scattering of light off the ion. Such methods employ, e.g., motional side-band spectroscopy [Ber98, Raa00, Chu13], photon correlation measurements [Ber98, Pyk13], precise position detection of the ion while changing the rf confinement [Ber98], or detection of ionic motional excitation when resonantly modulating the ion trap potential [Nar11, Tan12]. For the ionic species typically used in these experiments, resonant light at wavelengths below 500 nm is needed. This is known to produce unstable patch charges on dielectric surfaces making frequent readjustments of the compensation voltages necessary.
Also, the laser-based compensation methods fail when working with "dark" ions, such as Rb\(^+\), where optical transitions are not accessible.

Here, we present a compensation method where ion micromotion is probed by immersing a single ion into an ultracold \(^{87}\text{Rb}\) atom cloud. The ion collides with the atoms at typical rates of several k\(\text{Hz}\). Since the atomic temperatures \(T_{\text{at}}\) in our experiments are on the order of 1 \(\mu\text{K}\), the dominant energy scale for these collisions is set by the ion micromotion which typically is orders of magnitude larger. Through the collisions, energy is transferred from the ion to the atoms [Zip10b, Sch10a, Zip11b]. If the transferred energy is larger than the atom trap depth, the colliding atom will be lost. Otherwise, the atom remains trapped and eventually rethermalizes with the rest of the cloud leading to an increase of the atomic temperature. After several seconds of immersion and typically many thousand collisions we detect both the number of remaining atoms and the final atomic temperature by standard absorption imaging techniques. In an iterative process, we minimize the loss and heating of the atom cloud by applying electric compensation fields, thus minimizing excess micromotion.

## 5.2 Experimental Setup

The experiments are performed with \(^{87}\text{Rb}^+\) ions confined in a linear Paul trap of which the design is discussed in detail in reference [Sch12]. The effective radial distance from the trap center to the four rf electrodes is \(R' = 2.6\ \text{mm}\) and the trap is driven at a frequency of \(\Omega = 2\pi \times 4.17\ \text{MHz}\) and an amplitude of \(V_0 = 500\ \text{V}\). The endcap electrodes are supplied with static voltages of about 8\(\text{V}\). This configuration results in trapping frequencies of \((\omega_r, \omega_z) = 2\pi \times (350, 51)\ \text{kHz}\). To compensate radial ion micromotion, we apply electric offset fields perpendicular to the trap axis by using two pairs of compensation electrodes.

We begin our investigations by immersing the ion into the center of a comparatively dilute atom cloud which is held in a far-detuned optical dipole trap [Sch10a]. At atomic trap frequencies of \((136, 141, 40)\ \text{Hz}\), initial atom number \(N_{\text{at}} = 1.1 \times 10^4\) and temperature \(T_{\text{at}} = 1.1\ \mu\text{K}\), the initial atomic peak density is \(n_{\text{at}} = 1 \times 10^{11}\ \text{cm}^{-3}\). The atom clouds are reproduced within an experimental cycle time of about 30\(\text{s}\) with fluctuations in atom number of less than 5\%, even for thousands of experimental cycles.

Figure 5.1(a) shows both decay and heating of the atom cloud as a function of the interaction time \(\tau\) when exposed to a single ion. This measurement was performed for two micromotion settings as determined by the radial electric offset field \(\varepsilon_r\). For a small offset field \((\varepsilon_r < 0.1\ \text{V/m}, \text{blue data points})\), atom loss and heating are suppressed as compared
Figure 5.1: Atomic signals after atom-ion interaction. (a) Evolution of atom numbers (upper panel) and atomic temperatures (lower panel) during interaction with a single ion. The measurement was performed both for $\varepsilon_r < 0.1 \text{ V/m}$ (blue data points) and for $\varepsilon_r = 4 \text{ V/m}$ (black data points). (b) Histogram of remaining atom numbers after exposing about 1000 atom clouds for 2s to a variable number of trapped ions. The peak structure of the histogram indicates that the atom number decreases in nearly discrete steps with an increasing number of ions in the trap (indicated on the top axis). This result is used to determine an unknown number of ions in the trap by measuring the losses that the ions inflict on a cold atom cloud.
to a field of $\varepsilon_r = 4 \text{ V/m}$ (black data points). In addition to the electric fields, also the number of trapped ions obviously strongly affects the losses and heating of the atom cloud. As we want to carry out all our minimization experiments with a single ion, we have developed a way to determine the ion number in the cloud by simply looking at atomic losses. Fig. 5.1(b) shows a histogram of about 1000 atom loss experiments where atomic clouds ($N_{\text{at}} = 1.1 \times 10^5$, $n_{\text{at}} = 3 \times 10^{12} \text{ cm}^{-3}$) were exposed to a variable number of trapped Rb$^+$ ions for 2 s at electric fields of several V/m. The well separated peaks of the distribution of the histogram reflect the number of trapped ions, as indicated in the graph. As an example, an atom number around $6 \times 10^4$ indicates the presence of a single trapped ion.

We then use such a single ion for the investigations of ion micromotion.

5.3 Radial excess micromotion compensation

We now perform a first micromotion compensation measurement for which we immerse the single ion for a fixed interaction time $\tau = 8 \text{ s}$ into the dilute atom cloud ($N_{\text{at}} = 1.1 \times 10^4$, $n_{\text{at}} = 1 \times 10^{11} \text{ cm}^{-3}$). We vary the radial electric fields between $\varepsilon_r = \pm 5 \text{ V/m}$ and measure the final atom numbers and temperatures (Fig. 5.2). At each electric field setting we perform about 15 individual measurements which are shown as the scattered grey points in the figure. Each data point was measured with a freshly prepared atom cloud. While most of these points lie within a relatively small range of scatter, there are some extreme outliers with almost no atom loss or heating effect (best seen in Fig. 5.2(a)). These extreme events occur predominantly when ion micromotion is well compensated and are explained by three-body recombination processes between the ion and two neutral atoms, as described in detail in ref. [Här12]. Briefly, the energy released upon recombination ejects the ion from the atom cloud so that atom-ion collisions temporarily stop and no more losses occur. In the measurement shown in Fig. 5.2, the atomic density is low enough that three-body recombination processes are quite rare.

At this point of our investigations, we want to suppress their influence on the data. To do this, we first determine the mean atom number and temperature at each interaction time from all data points at this field setting. Then, we ignore those data points which lie outside a $2\sigma$ environment around these mean values and average over the remaining measurement outcomes. In this way, the influence of the extreme events is filtered out to a large part and the mean values given in Fig. 5.2 contain almost exclusively two-body atom-ion collisions.
Figure 5.2: Micromotion compensation using a dilute atom cloud. * Insets: Parabolas are fitted locally to the atom number maximum and the temperature minimum. This allows for electric field compensation down to $\Delta \varepsilon < 0.05 \text{ V/m}$. 
Figure 5.3: Same as Fig. 5.2 but using an atomic sample at a density of $n_{\text{at}} \approx 1.5 \times 10^{12} \text{ cm}^{-3}$. The additional effects of three-body atom-ion recombination increase the electric field sensitivity and allow for field compensation down to $\Delta \varepsilon_r < 0.02 \text{ V/m}$.

Figure 5.2 shows a monotonic dependence on the electric field strength $|\varepsilon_r|$, both in the atom numbers and the atomic temperatures. Atom losses and heating are minimal for a vanishing offset field. Furthermore, as one might expect, the data is symmetric with respect to the sign of the electric field. Scans of this type can be used to minimize electric fields with a sensitivity given by how precisely we can determine the center of the peak (dip). Fitting a parabola to the data (see insets in Fig. 5.2) allows us to extract the optimal electric field setting to within $\Delta \varepsilon_r < 0.05 \text{ V/m}$. A corresponding parameter of crucial importance in cold atom-ion interactions is the average micromotion energy [Ber98]

$$E_r = \frac{m_{\text{ion}}}{16} (q_r \Omega)^2,$$

where $m_{\text{ion}}$ is the ionic mass, $q_r = 2eV_0/(m_{\text{ion}}R^2\Omega^2) \approx 0.24$ and $r = e\varepsilon_r/(m_{\text{ion}}\omega_r^2)$ is the displacement of the ion from the rf node. Using equation (5.1) we derive a residual radial micromotion energy of $E_r = k_B \times 3.2 \mu \text{K}$ from our uncertainty in the electric offset field $\varepsilon_r$.

It turns out that we can increase the sensitivity by carrying out the measurement using a larger and denser atom cloud ($N_{\text{at}} = 9 \times 10^4$, $n_{\text{at}} = 1.5 \times 10^{12} \text{ cm}^{-3}$). The increase in density by more than an order of magnitude compared to the previous measurement strongly increases the three-body atom-ion recombination rate. This can be seen when
comparing the data scatter in Figs. 5.3 and 5.2(a). Especially for small electric fields $\varepsilon_r$ the scatter in Fig. 5.3 is large, indicating that nearly every atom-ion interaction period includes at least one three-body event. Thus, it does not make sense to sort out data with three-body events. We simply take the mean of all data points. Oddly, this changes the form of the data curve (as compared to Fig. 5.2(a)) which is now cusp-shaped. The cusp can be explained by two facts: 1) Three body-recombination events in general lead to an increase in the final atom number, as an ejected ion does not kick out atoms. 2) The probability for three-body events increases strongly with decreasing micromotion. As seen in the inset of Fig. 5.3(a), a parabola is not the ideal fit to the cusp. A cusp function such as $c_1|\varepsilon_r - c_2| + c_3$, where $c_1, c_2, c_3$ are fit parameters, does much better. We obtain an uncertainty of $\Delta \varepsilon_r < 0.02$ V/m which corresponds to a micromotion energy $E_r = k_B \times 0.6 \, \mu$K.

5.4 Axial excess micromotion compensation

The data shown in Figs. 5.1-5.3 are obtained by varying electric offset fields in the vertical direction, perpendicular to the trap axis. Measurements in the horizontal direction are performed in a similar way with similar results. In a symmetrically driven linear Paul trap, ideally, there is no micromotion along the trap axis. We drive our trap in an asymmetric way where two of the four rf electrodes are grounded. This leads to non-vanishing rf fields (and micromotion) everywhere along the trap axis except in the central point (see schematic in Fig. 5.4), analogous to the radial directions. Although these axial rf fields are significantly weaker than the corresponding radial ones, they still result in large micromotion energies if the ion is strongly shifted from the trap center. Due to the small axial trapping frequency of about 50 kHz, ions in our trap are highly susceptible to electric stray fields in axial direction. We adjust the axial offset electric fields by changing the voltage on one of the endcap electrodes. Figure 5.4 shows a scan over several V/m which moves the ion through the entire atom cloud. The inner parabolically shaped parts of the data around $\varepsilon_r = 0$ are similar to the curves in Figs. 5.2 and 5.3. The outer wings, however, mainly reflect the decrease of the density at the edge of the atom cloud. Here, the ion probes the Gaussian density distribution of the atoms (as discussed in ref. [Sch10a]). Again, fitting a parabola to the central region of Fig. 5.4 we obtain an electric field uncertainty of $\Delta \varepsilon_z < 0.06$ V/m which corresponds to a positional accuracy of $\Delta z < 0.7 \, \mu$m and a residual axial micromotion energy $E_z = k_B \cdot 21 \, \mu$K. Thus, the micromotion energy is significantly larger than for the radial directions. Stronger axial confinement of the ion

$\text{To calculate } E_z \text{ we use equation 5.1 and replace } q_r \text{ and } r \text{ by } q_z \text{ and } z. \text{ In our trap } q_z \approx 0.04 \cdot q_r \approx 0.01.$
would increase the achievable positional accuracy of this measurement and thereby reduce the corresponding micromotion energy.

5.5 Comparison with established compensation methods

The micromotion minimization scheme using atomic probes works in all three spatial dimensions. This is a great advantage as it relaxes the experimental complexity, e.g. in terms of optical access to the trap center. Practically, however, a good compensation in one direction requires an iterative process of compensating all three dimensions. Only then can the micromotion energy of the ion be significantly reduced. Indeed, the data shown in this work were acquired after micromotion in the remaining two dimensions had already been minimized.
Table 5.1: Comparison of commonly used figures of merit to quantify ion micromotion. Residual electric fields $\varepsilon_{r,z}$ and corresponding micromotion amplitudes $u_{r,z}$ and energies $E_{r,z}$ are given along with the trap drive frequency and the secular frequencies. The first seven rows show values extracted from information of the given references. The last row gives the values obtained in this work.

<table>
<thead>
<tr>
<th>Ion species</th>
<th>$\Delta \varepsilon_r$ V/m</th>
<th>$u_r$ nm</th>
<th>$E_r$ $\mu$K $k_B$</th>
<th>$\Delta \varepsilon_z$ V/m</th>
<th>$u_z$ nm</th>
<th>$E_z$ $\mu$K $k_B$</th>
<th>$\Omega/2\pi$ MHz</th>
<th>$\omega_r/2\pi$ MHz</th>
<th>$\omega_z/2\pi$ MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{138}$Ba$^+$</td>
<td>1.8</td>
<td>7</td>
<td>250</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.3</td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>$^{172}$Yb$^+$</td>
<td>0.9</td>
<td>1.1</td>
<td>175</td>
<td>0.3</td>
<td>0.2</td>
<td>5.4</td>
<td>25.7</td>
<td>0.48</td>
<td>0.12</td>
</tr>
<tr>
<td>$^{40}$Ca$^+$ c</td>
<td>0.4/2.5</td>
<td>6/40</td>
<td>380/17000</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>15</td>
<td>1.2/1.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$^{27}$Al$^+$ d</td>
<td>7</td>
<td>2.5</td>
<td>710</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>59</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>$^{88}$Sr$^+$ e</td>
<td>1.0</td>
<td>0.8</td>
<td>33</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>22</td>
<td>3.6</td>
<td>3.1</td>
</tr>
<tr>
<td>$^{40}$Ca$^+$ f</td>
<td>0.4</td>
<td>0.4</td>
<td>4.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>23.5</td>
<td>3.4</td>
<td>1.2</td>
</tr>
<tr>
<td>$^{25}$Mg$^+$ g</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.2</td>
<td>0.75</td>
<td>25</td>
<td>4.5</td>
<td>2</td>
</tr>
<tr>
<td>$^{87}$Rb$^+$</td>
<td>0.02</td>
<td>0.5</td>
<td>0.5</td>
<td>0.06</td>
<td>3.4</td>
<td>21</td>
<td>4.17</td>
<td>0.35</td>
<td>0.05</td>
</tr>
</tbody>
</table>

To verify that the atom-based micromotion compensation yields the same optimal electric field settings as established optical methods, we perform measurements on a single $^{138}$Ba$^+$ ion with no atom cloud being present. We laser cool the ion and detect its fluorescence on a charge-coupled device camera. We use two micromotion minimization methods: 1) minimizing position changes of the ion when changing the trap frequency of the Paul trap [Ber98]. 2) minimizing motional excitation of the ion while modulating the rf with the trap frequency [Nar11, Tan12]. With these methods we are able to compensate radial electric fields to about 0.1 V/m and to position the ion axially to better than 1 $\mu$m (corresponding to $\Delta \varepsilon_z \approx 0.09$ V/m).

In order to benchmark our minimization method, we compare its accuracy to the ones of various optical methods, as reported in the literature. Table 5.1 lists the field uncertainties $\Delta \varepsilon_{r,z}$, the motional micromotion amplitudes $u_{r,z}$, and the micromotion kinetic energies $E_{r,z}$ for a variety of species and ion traps. Care has to be taken when directly comparing the results, as the set-ups, trap frequencies and rf-drive frequencies differ substantially. Nevertheless, the table shows that atom-based micromotion compensation is as precise as the reported values achieved with optical methods.

5.6 Conclusion

In conclusion, we have presented a method to compensate ion excess micromotion in a Paul trap. The trapped ion is immersed into an atomic cloud. Micromotion is detected
in terms of atomic loss and heating of the cloud as induced by two-body and three-body collisions between ion and atoms. Our minimization results are as precise as reported values for fluorescence-based detection methods. While our minimization method is certainly somewhat slower than most optical ones, it works in all three dimensions while requiring optical access from only a single direction. Besides compensation of excess micromotion due to stray electric fields, as demonstrated here, it should also work to reduce excess micromotion due to phase differences of opposing rf electrodes of the Paul trap. The method can be used for all ionic species, including “dark” ions without accessible optical transitions, as long as collisions with the atomic gas are mainly elastic. Finally, as it does not involve optical ion detection, creation of patch charges is avoided. Hence, long-term stability of the compensation settings is achieved, which is a prerequisite for precision compensation of micromotion.

The authors would like to thank Stefan Schmid and Wolfgang Schnitzler for help in the lab and Michael Drewsen, Piet Schmidt, Ferdinand Schmidt-Kaler, Kilian Singer, David Hume for valuable information and fruitful discussions. This work was supported by the German Research Foundation DFG within the SFB/TRR21.
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We investigate the evolution of quasi-static stray electric fields in a linear Paul trap over a period of several months. Depending on how these electric fields are initially induced, we observe very different time scales for the field drifts. Photo-induced electric fields decay on time scales of days. We interpret this as photo-electrically generated charges on insulating materials which decay via discharge currents. In contrast, stray fields due to the exposure of the ion trap to a beam of Ba atoms mainly exhibit slow dynamics on the order of months. We explain this observation as a consequence of a coating of the trap electrodes by the atomic beam. This may lead to contact potentials which can slowly drift over time due to atomic diffusion and chemical processes on the surface. In order not to perturb the field evolutions, we suppress the generation of additional charges and atomic coatings in the Paul trap during the measurements. For this, we shield the ion trap from ambient light and only allow the use of near-infrared lasers. Furthermore, we minimize the flux of atoms into the ion trap chamber. Long-term operation of our shielded trap led us to a regime of very low residual electric field drifts of less than 0.03 V/m per day.

6.1 Introduction

Paul traps have become essential tools in widely different fields of research ranging from quantum information [Lei03, Bla08, Häf08] and quantum simulation [Bla12] to precision metrology [Ros08] and cold collisions between ions and neutrals [Sch10a, Zip10b, Gri09, Rel11, Rav12, Hal11]. The further development of all these lines of research hinges on continuing improvements of the Paul trap architectures and on a better understanding of the current experimental issues.

Ideally, a single ion in a Paul trap is only subjected to the electric fields generated by the voltages applied to the trap electrodes. However, even small spatial variations of the electrode surface potential (i.e. patch potentials) in the vicinity of the trap center create stray electric fields which significantly perturb this ideal configuration. This leads to undesired experimental complications. Quasi-static stray fields lead to positional shifts of the trapped ion [Har10, Wan11a, Dan11, Yu91, DeV02, Nar11, All12, Deb08] and thus to excess micromotion [Ber98]. Rapidly fluctuating stray fields lead to ion heating [Yu91, DeV02, Nar11, All12, Tur00, Des06, Lab08, All11, Hit12].

For the following discussion, we will formally group patch potentials into two categories. Patch potentials of category 1 can decay via electronic discharge currents, similar to a capacitor that is shorted with a resistor. Thus, their evolution is in general governed by the motion of electrons. For example, the photoelectric effect can generate charges on the
dielectric surfaces of the Paul trap. These surfaces could be the trap mounts but also insulating oxide layers on the trap electrodes. The photoelectric effect typically appears with light at wavelengths below about 500 nm. As most of the trapped ion species require light at such “blue” wavelengths for laser cooling and interrogation, light-induced patch charges will continuously be created while the experiments are carried out. In addition, patch potentials of category 1 can also be generated in other ways such as the direct deposition of electrons and ions on dielectric surfaces (see e.g. [Dan11]).

Patch potentials of category 2 are stable as long as the surface atoms do not move. They are due to a spatial variation of the material’s work function which depends on its composition, its crystal orientation and its surface adsorbates [Ros92, Cam92]. Surface adsorbates can be elements or compounds which are physically or chemically bound onto the surface. Crystal orientation comes into play for neighboring grains in a polycrystalline structure. A change in composition comes about e.g. when two different metals are brought into contact. This gives rise to the contact potential, i.e. the difference of the work functions of the two metals. Ion traps are often loaded from atomic beams which are directed towards the trap center. If the atomic beam hits the Paul trap electrodes, atoms are deposited on the electrode surface, potentially forming contact potentials. Furthermore, as previously mentioned, the formation and deposition of chemical compounds on the trap surface can also create electric stray fields.

Patch potentials of both categories have been observed to cause deteriorations of Paul traps leading to strong ion heating effects [Yu91, DeV02, Nar11, Tur00, Des06, Lab08, All11, Hit12]. However, the influence and evolution of the patch potentials of category 2 was often masked by the presence of photo-induced patch potentials.

Here, we study the long-term dynamics of quasi-static electric fields in a Paul trap in an environment where we systematically suppress both continuous surface contamination and continuous photo-induced patch charge build-up. We observe smooth drifts of the quasi-static electric stray fields on various time scales from days to months. We interpret these different time scales as indications of different physical and chemical processes that take place. For example, electric fields induced by the exposure of the trap to laser light typically decay within a few days. Fields induced by creating an atomic beam using a barium oven show slower dynamics on the order of months. After longer time periods without surface contamination and photo-induced charging, the stray electric fields settle smoothly towards a stable value with very small residual drifts as low as 0.03 V/m per day.

In our setup, we achieve the suppression of surface contamination and photo-induced patch charges as follows. We create and probe ions (Rb\(^+\)) in a linear Paul trap by using only near-
infrared light sources (\(\lambda = 780\,\text{nm} \) and \(1064\,\text{nm}\)) and small clouds of \(\approx 10^5\) ultracold Rb atoms, which have previously been optically transported into the chamber \cite{Haerter2013}. Thus, the net flux of atoms into the chamber is negligible. We measure the electric stray fields by applying compensating electric fields until the excess micromotion of the ion is minimized \cite{Haerter13b}.

### 6.2 Experimental setup and methods

The design of our linear Paul trap is shown in Fig. 6.1. The effective distance from the trap center to each of the four radiofrequency (rf) electrodes is 2.5 mm, while the distance to the endcap electrodes measures 7 mm. To create radial confinement, a voltage driven at a frequency of 4.17 MHz with an amplitude of 500 V is applied to two of the rf electrodes while the other two are held at ground potential. Axial confinement is generated by applying static voltages of about 8 V to the two endcap electrodes. Under these experimental conditions, a \(^{87}\text{Rb}^+\) ion is confined at radial trapping frequencies of about 350 kHz and an axial trapping frequency of about 50 kHz. The total depth of the trap is on the order of 4 eV and allows for ion storage times of many days, even without any type of cooling. The Paul trap is part of a hybrid atom-ion trap setup that brings the trapped ion into contact with an ultracold cloud of atoms \cite{Sch12}. Ensembles of \(^{87}\text{Rb}\) atoms are prepared in a separate vacuum chamber and transported into the Paul trap using a long-distance optical transport line. They are then loaded into a crossed dipole trap where further evaporative cooling down to typical temperatures of \(700\,\text{nK}\) is performed. The atom numbers typically range between \(10^5\) and \(10^6\) atoms. Both the optical transport and the crossed dipole trap are implemented using several W of laser power at a wavelength of 1064 nm. To perform absorption imaging of the atoms, resonant laser light at 780 nm is used. After this destructive imaging process, a new atom cloud is prepared within 30 s for the next measurement. To load an ion, a Rb atom cloud with a density of several \(10^{13}\,\text{cm}^{-3}\) is prepared and positioned at the center of the Paul trap. Three-body recombination processes in the atom cloud produce Rb\(_2\) molecules which are subsequently ionized by a REMPI process using photons from the dipole trap laser \cite{Haerter13c}. Subsequently, the molecular Rb\(_2^+\) ions quickly dissociate via collisions with neutral atoms and finally yield Rb\(^+\) ions.

To detect the number of trapped Rb\(^+\) ions and measure their micromotion, we employ a sensitive probing scheme using ultracold atomic clouds \cite{Haerter13b}. For this, we immerse the ions into clouds consisting of about \(10^5\) atoms at densities around \(10^{12}\,\text{cm}^{-3}\). After a
few seconds of interaction time, we detect the final atom number and atom temperature which depend on the number of ions and their micromotion. This enables us to reliably work with a single ion and, by minimizing its excess micromotion with the help of electric compensation fields, to measure the stray electric fields acting on the ion [Ber98, Härl3b]. Due to the production time required for the atom clouds, an electric field measurement requires about an hour of measurement time, resulting in a limited temporal resolution. The measurement precision is high and typically ranges around 0.1 V/m for the results presented here.
6.3 Time evolution of electrical stray fields

6.3.1 Wavelength dependence

As a first step we investigate the susceptibility of our trap setup with respect to laser light at various wavelengths which are available in our laboratory (Fig. 6.2). For these and the following measurements, each laser beam propagates through the center of the ion trap in horizontal direction at an angle of 45° with respect to the trap axis. In particular, the laser beam and its specular reflection from the vacuum windows do not directly impinge on any trap electrode or trap mount. Only some stray scattered light from the windows illuminates the trap parts diffusely and quite evenly. Both the trap electrodes and the trap mounts can be “charged up” via the photoelectric effect. The trap mounts and the mounts for the barium oven are made of machinable glass-ceramic (MACOR), which is very susceptible for accumulating charges. Charges can also accumulate on the trap electrode surfaces as these often feature undesired insulating coatings such as oxide layers. As expected, for wavelengths below 500 nm we find a sharp increase in light-induced build-up of electric fields (see Fig. 6.2). For 780 nm or the even longer wavelength of 1064 nm, we did not detect any measurable light-induced electric fields.

![Figure 6.2](image-url) Changes of the vertical stray electric field normalized to laser power and exposure time. The field changes were observed to be linear in both laser power and exposure time. At wavelengths below 500 nm, light-induced electric fields sharply increase.

In general, we find the photo-induced stray electric fields to be pointing mostly in vertical (+y-axis) and axial (+z-axis) direction. There might be a number of reasons how this asymmetry in the direction of the electric stray field comes about. One reason could be that the laser light illuminates the trap setup asymmetrically. However, we can exclude this possibility as the field direction is quite insensitive to changes in the propagation direction of the laser light, in particular when it is flipped by 90° in the horizontal plane. Another
possible explanation for the asymmetry could be the presence, e.g. of a single dust particle on the trap electrodes, which is something we cannot rule out. An obvious asymmetry, however, is already inherent in our Paul trap setup due to the location of the mount and aperture plate of the barium oven (see Fig. 6.1, lower right). Indeed, we estimate that these two parts (which are made of MACOR) can lead to significant electric stray fields at the location of the ion. For one, they can potentially be charged to voltages of up to 500 V, as determined by the amplitude of the rf trap drive. (The rf fields prevent the patch potentials from saturating at a low voltage, the value of which would be normally set by the difference of the work function and the photon energy.) Secondly, our trap geometry is relatively open such that external electric fields can penetrate quite well to the position of the ion. We cannot deterministically charge the aperture plate or the oven mount to a certain voltage in order to test their effect on the electric field at the position of the ion. However, we can apply voltages to the Ba oven itself which should create electric fields of similar magnitude and orientation. We find that a voltage of 1 V on the oven indeed results in a dominant electric field contribution of $+0.1 \text{ V/m}$ in the $y$-direction. The other two field components are each about a factor of 6 smaller ($-0.016 \text{ V/m}$ in the $x$-direction and $+0.016 \text{ V/m}$ in the $z$-direction). These values set a lower bound to the expected fields originating from a charged aperture plate which is located closer to the ion than the oven.

### 6.3.2 Long-term drift

Next, we start a long-term experiment where we monitor the evolution of all three spatial components of the stray electric field over a time span of about four months (Fig. 6.3). Before the start of these measurements, the ion trap was operated with $\text{Ba}^+$ ions so that both the barium oven and the necessary lasers were frequently used. Consequently, there is a substantial stray electric field to begin with. During the measurements (except for two short occasions) the whole experimental setup is almost entirely shielded from ambient light by means of light-tight protective covers to avoid any patch charge build-up. All three electric field components (in $x$, $y$, $z$ direction) show a more or less monotonic decay and converge towards long-term limits which are each set to $\Delta \varepsilon = 0$ in the plot. The solid lines in Fig. 6.3 are double-exponential fits of the form

$$
\varepsilon(t) = \Delta \varepsilon_1 \exp(-t/\tau_1) + \Delta \varepsilon_2 \exp(-t/\tau_2),
$$

where $\Delta \varepsilon_{1,2}$ are the electric field shifts and $\tau_{1,2}$ are the time constants of the exponential decay curves. For the two radial directions ($x$- and $y$-directions) we find relatively rapid
initial decays with time constants $\tau_1 = 0.3$ – 2.7 days (see inset of Fig. 6.3) and subsequent slow decays with $\tau_2 \approx 90$ days. In axial direction the time constants are 0.6 and 18 days. For all three directions the slow decays are dominant as they account for roughly 80-95% of the electric field shifts (see table 1).

On two occasions ($t \approx 70$ days and $t \approx 100$ days), the light-tight protective covers around the experimental setup had to be removed for several hours so that the Paul trap was subjected (quite uniformly) to ambient white light from the fluorescent ceiling lights. As a consequence, the electric field in vertical ($y$) direction shows a sharp increase and then decays back towards its long-term behavior within several days. We investigate this effect in detail below.

After about 100 days, the daily drift of the vertical field was below 0.03 V/m yielding extremely stable experimental conditions. In addition, this slow drift allows for a precise prediction of the expected electric fields at a given time so that the field compensation can be adjusted without requiring additional measurements.
6.3.3 Light-induced stray field dynamics

After the time period shown in Fig. 6.3, we make use of the low stray field drift to selectively test the dynamics of photo-induced patch charges. For this measurement we shine through the chamber about 2.5 mW of laser power at a wavelength of 413 nm (3 eV) for 4 minutes. The direction of the laser beam and the conditions with respect to trap illumination are the same as for the measurements in Fig. 6.2, as discussed in the beginning of section 6.3.1. The strongest effect is again observed in the vertical electric field component which increases by about 6 V/m. The axial field component increases by 1.5 V/m, the horizontal component by 0.6 V/m. The laser was then switched off and the decay of the vertical field component was monitored over 5 days (Fig. 6.4). The data is fit by a double-exponential curve with an initial decay on a timescale $\tau_1 = 1.2$ days and a slow decay with $\tau_2 = 11$ days. This slow decay accounts for about 80% of the field shift. The observed initial increase and subsequent decay of the electric field are in rough agreement with the behavior seen in Fig. 6.3 after the Paul trap had been subjected to ambient light. Thus, our data in Figs. 6.3 and 6.4 clearly indicate that photo-induced electric fields decay on typical timescales of a few days.

![Figure 6.4: Vertical electric field shift induced by subjecting the Paul trap to light at 413 nm. The subsequent relaxation is fit by a double-exponential function with a dominant slow decay accounting for 80% of the field shift. The corresponding time constant is $\tau_2 = 11$ days.](image-url)
We explain the evolution of the photo-induced stray fields as follows: Initially, the photo-electric effect generates charges on electrically isolated surfaces resulting in electric stray potentials. Over time these potentials discharge by the finite resistivity of the material. In case of a charging of the aperture plate or the oven mount we can estimate a timescale for the discharge. At room temperature, MACOR has a specific volume resistivity of about $10^{17} \Omega \times \text{cm}$. The typical resistance of a cm-sized component then is on the order of $10^{17} \Omega$. The electric capacitance of a cm$^2$-sized plate is about $4\epsilon_0 \text{cm}$, with $\epsilon_0$ denoting the vacuum permittivity. Thus, the decay constant is on the order of 10 hours, which roughly agrees with our observed time scales. We note that the resistivity of MACOR is strongly temperature dependent. We do not have a precise knowledge of the temperature of the mount but from our estimate it is clear that time scales for the discharging of the MACOR parts should not be much longer than a few days. The fact that we observe not only a single timescale for the field decay indicates that there is more than one contribution to the stray fields. A charged up MACOR part might exhibit a different discharge behavior than a dust particle or an isolated patch on the electrode surface. In any case, the data in Fig. 6.4 and especially in Fig. 6.3 (at $t \approx 70$ and $t \approx 100$ days) clearly indicate that photo-induced fields always decay on a timescale faster than two weeks. The question is then how the very slow drift taking place over about 90 days can be explained (see Fig. 6.3). Our observations suggest that the electric fields linked to this slow decay have a different origin than the photoelectric effect.

We conjecture that the slow drifts originate from the dynamics of potentials of category 2, e.g. contact potentials. These potentials may change due to slow chemical reactions in the ultrahigh vacuum environment or by diffusion and migration processes on the electrode surface. It is known that barium reacts and forms compounds with O$_2$, N$_2$, CO$_2$ and H$_2$O. It also acts as a getter material, inclosing non-reactive gases. Thus, the mobility of Ba on a surface is sizeable. (Interestingly, the work function of barium is known to remain quite constant ($\approx 2.5 \text{ eV}$) even when contaminated with other substances.) Diffusion or migration of barium on the electrode surface can coat certain compound layers and set other ones free – thus giving rise to slowly changing contact potentials. At room temperature the vapor pressure of barium is very low. Even at $200^\circ\text{C}$ it only reaches $10^{-12}$ mbar. This suggests that barium coatings have a long lifetime at ambient temperatures.

Previous studies have investigated the influence of barium contaminations on Paul trap electrodes made of Be-Cu [DeV02]. Long time scales for the quasi-static electric stray field drifts on the order of months were found, similar to our time constant for the slow drift ($\tau_2 = 90$ days) in Fig. 6.3. Furthermore, it was found in [Yu91] that baking out a Paul trap with tungsten electrodes that had been coated with Ba significantly changed electric
6.3 Time evolution of electrical stray fields

6.3.4 Influence of the Barium oven

In order to test our conjecture, we now investigate the influence of the barium oven (while keeping any light below a wavelength of 780 nm blocked off). Immediately after the measurements of Fig. 6.4 are completed, the oven is heated to a temperature of more than 600 °C for 10 minutes inducing a drop of the vertical electric field component by about 7.5 V/m (Fig. 6.5). The horizontal and axial fields each drop by about 2 V/m (not shown).

Table 6.1: Overview of the observed drift time constants and the corresponding electric field shifts. Oven-induced and light-induced effects give rise to drifts with opposite signs.

<table>
<thead>
<tr>
<th>direction (Fig)</th>
<th>cause</th>
<th>τ1 [days]</th>
<th>Δε1 [V/m]</th>
<th>τ2 [days]</th>
<th>Δε2 [V/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>vertical</td>
<td>blue light + oven</td>
<td>0.3±0.4</td>
<td>-0.4±0.2</td>
<td>90±10</td>
<td>-7.4±0.4</td>
</tr>
<tr>
<td>horizontal</td>
<td>blue light + oven</td>
<td>2.7±0.8</td>
<td>-2.1±0.3</td>
<td>94±21</td>
<td>-7.3±0.7</td>
</tr>
<tr>
<td>axial</td>
<td>blue light + oven</td>
<td>0.6±0.8</td>
<td>0.4±0.2</td>
<td>18±3</td>
<td>1.9±0.1</td>
</tr>
<tr>
<td>vertical</td>
<td>blue light</td>
<td>1.2±0.1</td>
<td>1.2±0.1</td>
<td>11±0.3</td>
<td>4.9±0.1</td>
</tr>
</tbody>
</table>

This electric field drop may be partially explained by a rapid discharging of left-over light-induced charges on the oven mount caused by the heat dissipated by the oven. The conductivity of MACOR increases by more than ten orders of magnitude when heated from room temperature to several 100 °C. It can thus be expected that any left-over charges in the vicinity of the oven will be efficiently removed at such high temperatures. However, the electric field Δε drops much further than the initial value of −2 V/m in Fig. 6.4, namely down to −6.5 V/m. This additional negative electric field drop cannot be explained by the discharge of the charges that were previously produced photoelectrically. One possible explanation for this field contribution is the effect of contact potentials on the trap electrodes. Despite the collimation of the atomic beam through the aperture plate, a fraction of the atoms emerging from the barium oven reaches the rf electrodes close to the trap center. Such a coating of the electrodes might immediately change the distribution of the contact potentials in close vicinity to the ion. These potentials can be on the order of a few V, as determined by the difference in work function of the metals involved. In our setup there is a clear asymmetry on how the Ba oven may coat the trap electrodes with Ba atoms. The two lower rf electrodes will each be coated only on one side, whereas the two upper electrodes will probably be coated over the full tip. It is then to be expected that contact potentials of the upper electrodes dominate over the potentials of the lower
ones. As the work function of Ba is lower than that of stainless steel, an electric field component should build up which points towards the negative $y$-axis. This is indeed what we observe. Furthermore, there is also an asymmetry in $z$-direction, as the atomic beam from the oven passes at an angle of about $45^\circ$ through the blades (see Fig. 6.1). This may give rise to an electric stray field component in $z$-direction.

Fig. 6.5 shows that after the oven is turned off, the vertical electric field component increases by about 0.5 V/m per day. Such a behavior agrees with the observations at the beginning of the long-term measurements shown in the inset of Fig. 6.3. This again supports our interpretation that the 90-day long drift behavior of the electric field in Fig. 6.3 is a result of initially coating the trap electrodes and mounts with Ba which afterward migrates and undergoes chemical reactions on the surface.
6.4 Conclusion

In conclusion, we have investigated the long-term drifts of quasi-static electric stray fields in a linear Paul trap. We find drifts on time scales ranging from about half a day to three months. We suggest that these different time scales reflect different physical or chemical processes. Light-induced electric fields decay on relatively short time scales on the order of a few days. This is most probably due to charges located on insulating material which slowly discharge via the high electric resistance. In contrast, electric fields which are induced by turning on the Ba oven exhibit long-term drifts on time scales of up to 90 days. Guided by analysis, our interpretation is that the oven coats the trap electrodes or mounts. As a consequence, contact potentials appear which give rise to the electric fields. These fields show long-term drifts possibly due to slow migration or reaction processes taking place on the electrode surface.

Patch potentials have been identified as the common source of both quasi-static and fluctuating electric fields. The time scales for the drifts and fluctuations of these fields is reflected by the dynamics taking place on different length scales of the patches. It has been found that atomic contamination of Paul traps lead to both quasi-static and rapidly fluctuating patch fields [Dan11, Nar11, DeV02]. Our findings on the evolution and the origins of quasi-static charges may thus provide new insights into mechanisms connected to rapidly fluctuating charges such as anomalous heating effects. The results presented here are a first investigation with our setup in the direction of surface dynamics of patch potentials. In the future the experiments can easily be refined to obtain more detailed information and to test hypotheses. For example, by locally applying laser fields on trap mounts and electrodes (either to heat them up or to produce photo-induced patch charges in a controlled way), we should be able to spatially probe surface properties. Another result of our work is that by systematically avoiding the creation of electric patch potentials we are able to get into a regime of very small and predictable electric stray field drifts as low as 0.03 V/m per day. Such stability of the trap conditions may prove valuable for the future development of precision ion trap experiments.

The authors would like to thank Stefan Schmid and Wolfgang Schnitzler for help in the labobarotry. This work was supported by the German Research Foundation DFG within the SFB/TRR21.
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Population distribution of product states following three-body recombination in an ultracold atomic gas

Three-body recombination is a collision between three atoms where two atoms combine to form a molecule and the third atom carries away part of the released reaction energy. Here, we experimentally determine for the first time a population distribution of molecular reaction products after three-body recombination for non-resonant particle interactions. The key to our measurements is a novel sensitive detection scheme which combines photoionization of the molecules with subsequent ion trapping. Using an ultracold $^{87}$Rb gas at very low kinetic energy below $h \times 20$ kHz, we find a broad population of final states with binding energies of up to $h \times 750$ GHz. This is in contrast with previous experiments, performed in resonant interaction regimes, that found dominant population of only the most weakly bound molecular state or the occurrence of Efimov resonances. This work may contribute to the development of an in-depth model that can qualitatively and quantitatively predict the reaction products of three-body recombination.

7.1 Introduction

While cold collisions of two atoms are well understood, the addition of a third collision partner markedly complicates the interaction dynamics. In the context of Bose-Einstein condensation in atomic gases, three-body recombination plays a crucial role [Hes83, Bur97, Söd99, Esr99] and it constitutes a current frontier of few-body physics [Sun09, Wan11b, Gue12]. Until now, recombination events were mainly investigated by measuring atom loss rates. Discussions of the final states populated in the recombination process were restricted to the special case of resonant interactions [Fed96, Bed00] and culminated in the observations of Efimov resonances [Efi70, Bra01, Kra06] and of molecules in the most weakly bound states [Web03, Joc03]. However, in the more general case of non-resonant interaction, that is, a modulus of the scattering length smaller or comparable to the van der Waals radius, the recombination products might depend on details of the interaction potential. In fact, ongoing theoretical studies using simplified models indicate that recombination does not necessarily always favor the most weakly bound state [d'I13] (see also [Sim06]). In general, recombination processes are of fundamental interest in various physical systems [Bat62, Hes83, Flo07]. The control and tunability of ultracold atomic systems provide an experimental testbed for a detailed understanding of the nature of these processes.

Here, we demonstrate the probing of molecules with binding energies up to $h \times 750$ GHz (where $h$ is Planck’s constant) generated through three-body recombination of ultracold
Figure 7.1: Illustration of recombination and ionization in the atom-ion trap. a,b, A three-body collision in the ultracold gas of $^{87}$Rb atoms (a) leads to a recombination event in which a Rb$_2$ molecule is formed with high kinetic energy (b). c, While the atom is lost from the trap, the molecule can be photoionized in a REMPI process and trapped in the Paul trap. d, The relative positions of the atom and ion trap centers are shifted by about 300 $\mu$m to avoid atom-ion collisions. e, Potential energy curves of the Rb$_2$ and Rb$_2^+$ molecule adapted from refs [Loz06, Aym03]. The curves A, b, c, are $A^1\Sigma_u^+$, $b^3\Pi_u$, $c^3\Sigma_u^+$. The internuclear distance is given in units of Bohr radii $a_0$. A REMPI path with three photons is shown. It can create Rb$_2^+$ ions in vibrational states up to $v \approx 17$. 
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thermal $^{87}\text{Rb}$ atoms. We produce the atomic sample in an optical dipole trap located within a linear Paul trap. The recombination and detection process is illustrated in Fig. 7.1a-d. Following a recombination event, the created Rb$_2$ molecule can undergo resonance-enhanced multi-photon ionization (REMPI) by absorbing photons from the dipole trap laser at a wavelength around 1064.5 nm. The ion is then captured in the Paul trap and detected essentially background-free with very high sensitivity on the single particle level. Figure 7.1e shows a simplified scheme of the Rb$_2$ and Rb$_2^+$ potential energy curves. From weakly-bound molecular states, three photons suffice to reach the molecular ionization threshold. An additional photon may dissociate the molecular ion. By scanning the frequency of the dipole trap laser by more than 60 GHz we obtained a high resolution spectrum featuring more than 100 resonance peaks. This dense and complex spectrum contains information which vibrational, rotational and hyperfine levels of the Rb$_2$ molecule are populated. We present an analysis of these data and make a first assignment of the most prominent resonances. This assignment indicates that in the recombination events a broad range of levels is populated in terms of vibrational, rotational, electronic and nuclear spin quantum numbers.

7.2 Experimental scheme

Our experimental scheme to detect cold molecules makes use of the generally excellent detection efficiencies attainable for trapped ions. It is related to proven techniques where cold molecules in magneto-optical traps were photoionized from the singlet and triplet ground states\cite{Fio98, Gab00, Loz06, Hua06, Sal08, Sul11} (see also ref\cite{Mud09}). Our method is unique as it introduces the usage of a hybrid atom-ion trap which significantly improves the detection sensitivity. We perform the following experimental sequence. A thermal atomic sample typically containing $N_{\text{at}} \approx 5 \times 10^5$ spin-polarized $^{87}\text{Rb}$ atoms in the $|F = 1, m_F = -1\rangle$ hyperfine state is prepared in a crossed optical dipole trap at a magnetic field of about 5 G. The trap is positioned onto the nodal line of the radiofrequency field of a linear Paul trap. Along the axis of the Paul trap the centers of the atom and ion trap are separated by about 300 $\mu$m to avoid unwanted atom-ion collisions (Fig. 7.1d). At atomic temperatures of about 700 nK and peak densities $n_0 \approx 5 \times 10^{13}$ cm$^{-3}$ the total three-body recombination rate in the gas is $\Gamma_{\text{rec}} = L_3 n_0^2 N_{\text{at}} / 3^{5/2} \approx 10$ kHz. Here, the three-body loss rate coefficient $L_3$ was taken from ref\cite{Sod99}. At the rate $\Gamma_{\text{rec}}$, pairs of Rb$_2$ molecules and Rb atoms are formed as final products of the reactions. Both atom and molecule would generally be lost from the shallow neutral particle trap due to the comparatively
large kinetic energy they gain in the recombination event (in our case typically on the order of a few K $k_B$ where $k_B$ is the Boltzmann constant). The molecule, however, can be state-selectively ionized in a REMPI process driven by the dipole trap laser. All of these molecular ions remain trapped in the deep Paul trap and are detected with single particle sensitivity (Methods). In each experimental run, we hold the atomic sample for a time $\tau \approx 10 \text{ s}$. After this time we measure the number of produced ions in the trap from which we derive (after averaging over tens of runs) the ion production rate $\Gamma_{\text{ion}}$ normalized to a cloud atom number of $10^6$ atoms.

As a consistency check of our assumption that Rb$_2$ molecules are ionized in the REMPI process, we verify the production of Rb$_2^+$ molecules. For this, we perform ion mass spectrometry in the Paul trap (Methods). We detect primarily molecular Rb$_2^+$ ions, a good fraction of atomic Rb$^+$ ions but no Rb$_3^+$ ions. Our experiments show that Rb$^+$ ions are produced in light-assisted collisions of Rb$_2^+$ ions with Rb atoms on timescales below a few milliseconds. Details of this dissociation mechanism are currently under investigation and will be discussed elsewhere.

### 7.3 Dependence of the ion production rate

#### 7.3.1 Density dependence

Two pathways for the production of our neutral Rb$_2$ molecules come immediately to mind. One pathway is far-off-resonant photoassociation of two colliding Rb atoms (here with a detuning of about 500 GHz$x\hbar$). This pathway can be ruled out using several arguments, the background of which will be discussed in more depth later. For one, we observe molecules with a parity that is incompatible with photoassociation of totally spin polarized ensembles. Furthermore, we observe a dependence of the ion production rate on light intensity that is too weak to explain photoassociation.

The second pathway is three-body recombination of Rb atoms. Indeed, by investigating the dependence of the ion production rate $\Gamma_{\text{ion}}$ (which is normalized to a cloud atom number of $10^6$ atoms) on atomic density, we find the expected quadratic dependence (Fig. 7.2). For this measurement the density was adjusted by varying the cloud atom number while keeping the light intensity of the dipole trap constant.
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Figure 7.2: Dependence of the ion production rate $\Gamma_{\text{ion}}$ on atomic density. $\Gamma_{\text{ion}}$ is normalized to a cloud atom number of $10^6$ atoms. The data are well described by a quadratic fit (solid green line). They were taken at a constant dipole trap laser intensity $I_L = 36 \text{ kW/cm}^2$ and a laser frequency of $\nu_L = 281630 \text{ GHz}$. The error bars indicate statistical uncertainties and represent one standard deviation from the mean.

7.3.2 Laser frequency dependence - REMPI spectrum

Next, we investigate the dependence of the ion production rate on the wavelength of the narrow-linewidth dipole trap laser (Methods). We scan the wavelength over a range of about 0.3 nm around 1064.5 nm, corresponding to a frequency range of about 60 GHz. Typical frequency step sizes are 50 MHz or 100 MHz. We obtain a rich spectrum of resonance lines which is shown in Fig. 7.3a. The quantity $\bar{\Gamma}_{\text{ion}}$ denotes the ion production rate normalized to the atom number of the cloud and to the square of the atomic peak density. We find strongly varying resonance strengths and at first sight fairly irregular frequency spacings. In the following we will argue that most resonance lines can be attributed to respective well-defined molecular levels (resolving vibrational, rotational and often even hyperfine structure) that have been populated in the recombination process. These levels are located in the triplet or singlet ground state, $a^3\Sigma^+_u$ and $X^1\Sigma^+_g$, respectively. The relatively dense distribution of these lines reflects that a fairly broad range of states is populated. A direct assignment of the observed resonances is challenging, as it hinges on the precise knowledge of the level structure of all the relevant ground and excited states. In the following we will access and understand the data step by step.
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Figure 7.3: REMPI spectrum. a, A scan of the dipole trap laser frequency $\nu_L$ over more than 60 GHz around an offset frequency $\nu_0^L = 281.610$ THz shows a multitude of resonance lines. Each data point is the result of 30 to 60 repetitions of the experiment with ion detection on the single particle level. The total spectrum was obtained over a time span of 2 months. Checks of the long-term consistency of resonance positions and strengths were performed. Spectral regions dominated by transitions to $c^3\Sigma_g^+$ are indicated by the shaded areas in dark and light blue (0$^g$ and 1$^g$ component, respectively). b, High-resolution scan of the strong resonance at $\nu_L - \nu_0^L \approx 0.5$ GHz. c, Central spectral region with assigned P/R branches of the transition $X^1\Sigma_g^+ (v = 115) \to A^1\Sigma_u^+ (v' = 66)$. The corresponding quantum numbers $I$ and $J'$ are given. P($J$) marks the transition $J \to J - 1$, R($J$) the transition $J \to J + 1$. These lines can be grouped into pairs sharing the same $J'$ of the excited state and $I$ quantum number. The region where also transitions to $b^3\Pi_u$ appear is marked by a green horizontal bar. The error bars indicate statistical uncertainties and represent one standard deviation from the mean.

One feature of the spectrum that stands out is the narrow linewidth of many lines. For example, Fig. 7.3b shows a resonance of which the substructures have typical half-widths $\Delta \nu_r \approx 50$ MHz. This allows us to roughly estimate the maximal binding energy of the molecules involved. As the velocity of the colliding ultracold atoms is extremely low, the kinetics of the recombination products is dominated by the released molecular binding energy $E_b$. Owing to energy and momentum conservation the molecules will be expelled from the reaction with a molecular velocity $v_{Rb2} = \sqrt{2E_b/(3m_{Rb2})}$ where $m_{Rb2}$ is the molecular mass. The molecular resonance frequency $\nu_0$ will then be Doppler-broadened with a half-width $\Delta \nu_D = \sqrt{3\nu_0v_{Rb2}/2c}$. Here, $c$ is the speed of light. By comparing
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\[ \Delta \nu_D \] to the observed values of \( \Delta \nu_r \) we estimate a maximal binding energy on the order of \( E_{b,\text{max}} \approx \hbar \times 2.5 \text{ THz} \). This simple analysis overestimates the value \( E_{b,\text{max}} \) since it neglects the natural linewidth of the transition and possible saturation broadening. Still, it already strongly constrains the possibly populated molecular levels that are observed in our experiment.

7.3.3 Laser intensity dependence

Next, we investigate the dependence of the ion production rate on laser intensity \( I_L \). In our experimental setup, this measurement is rather involved because the laser driving the REMPI process also confines the atomic cloud. Thus, simply changing only the laser intensity would undesirably also change the density \( n_0 \) of the atoms. To prevent this from happening we keep \( n_0 \) constant \( (n_0 \approx 5 \times 10^{13} \text{ cm}^{-3}) \) by adjusting the atom number and temperature appropriately. Owing to these experimental complications we can only vary \( I_L \) roughly by a factor of 2 (Fig. 7.4a). We set the laser frequency to the value of \( \nu_L = \nu_{L0} \equiv 281610 \text{ GHz} \), on the tail of a large resonance (see Fig. 3). The atomic temperatures in this measurement range between 500 nK and 1.1 \( \mu \text{K} \), well above the critical temperatures for Bose-Einstein condensation. The atomic densities can therefore be described using a Maxwell-Boltzmann distribution. Assuming a simple power-law dependence of the form \( \Gamma_{\text{ion}} \propto I_L^\alpha \) we obtain the best fit using an exponent \( \alpha = 1.5(1) \) (solid green line in Fig. 7.4a). This fit is between a linear and a quadratic intensity dependence (dashed red and blue lines, respectively). Thus, at least two of the three transitions composing the ionization process are partially saturated at the typical intensities used.

To better circumvent possible density variations of the atomic cloud induced by changes in laser intensity, we employ a further method which enables us to vary the intensity with negligible effects on the atomic sample. We achieve this by keeping the time-averaged intensity \( \langle I_L \rangle \) constant and comparing the ion production rates within a continuous dipole trap and a chopped dipole trap in which the intensity is rapidly switched between 0 and \( 2I_L \). In both cases the trap is operated at an intensity \( \langle I_L \rangle \approx 15 \text{ kW/cm}^2 \). In the chopped configuration the intensity is switched at a frequency of 100 kHz so that the atoms are exposed to the light for 5 \( \mu \text{s} \) followed by 5 \( \mu \text{s} \) without light. It should be noted that molecules formed in the dark period with sufficiently high kinetic energies may leave the central trapping region before the laser light is switched back on. They are then lost for our REMPI detection. Taking into account the molecular velocity and the transverse extensions of the laser beams we can estimate that this potential loss mechanism leads to errors of less
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Figure 7.4: Dependence of the ion production rate on the intensity of the dipole trap laser. a, Assuming a power-law dependence $\Gamma_{\text{ion}} \propto I_0^\alpha$, the best fit to the data is achieved for $\alpha \approx 1.5$ (solid green line). Linear and quadratic fits are also given (blue and red dashed lines, respectively). b, Measurement of the intensity dependence using a "chopped" dipole trap. The ratio $R \approx 1$ on resonance indicates saturation of both transitions I and II. The error bars indicate statistical uncertainties and represent one standard deviation from the mean.

than 30%, even at the highest binding energies relevant to this work ($E_b \approx h \times 750 \text{ GHz}$, see below). We did not observe evidence of such losses experimentally. Investigations were made by changing the chopping frequency. We define $R$ as ratio of the ion production rates in the chopped and the continuous trap configuration. Figure 7.4b shows the results of these measurements for various laser frequencies $\nu_L$. We find a value $R \approx 1.5$ for off-resonant frequency settings $\nu_L - \nu_0 \approx 0.4 \text{ GHz}$, in good agreement with the result presented in Fig. 7.4a. When scanning the laser onto resonance at $\nu_L - \nu_0 \approx 0.45 \text{ GHz}$ (see also Fig. 7.3b) we obtain $R \approx 1$. This result indicates a linear intensity dependence of the REMPI process in the resonant case, which is explained by the saturation of two of the three molecular transitions involved. It is known that transitions into the ionization continuum (photon III, see Fig. 1e) will not saturate under the present experimental conditions. This means that the excitation pathway through photon I and II must be saturated and therefore both close to resonance.

### 7.4 Assignment of observed resonances to molecular transitions

However, given the wavelength range of about $1064.5 \pm 0.15 \text{ nm}$, an inspection of the level structure shows that photon I can only resonantly drive three different transitions which connect vibrational levels in states $X$ and $a$ to vibrational levels in states $A, b$ and $c$
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(see Fig. 1e). Spectroscopic details for these transitions and the corresponding vibrational levels are given in the Methods and in Fig. 5. From recent spectroscopic studies [Str10, Tak11, Dro12] and additional measurements in our laboratory the level structure of all relevant levels of the $X, a, A, b,$ and $c$ states is well known. The absolute precision of most of the level energies is far better than 1 GHz for low rotational quantum numbers $J$.

In the experimental data (Fig. 7.3a) the central region from $\nu_L - \nu_0^L = -6$ to 7 GHz is marked by several prominent resonances that are significantly stronger than those observed throughout the rest of the spectrum. These resonance peaks can be assigned to transitions from the $X$ ground state to $A$ and $b$ states. The prominence of these singlet transitions is explained by the near degeneracy of levels due to small hyperfine splittings. Indeed, by analyzing these strong resonances with regard to line splittings and intensities it was possible to consistently assign rotational ladders for total nuclear spin quantum numbers $I = 1, 2, 3$ for the transition $X(v = 115) \rightarrow A(v' = 66)$. The starting point of the rotational ladder for $I = 2$ was fixed by previous spectroscopic measurements in our laboratory. At frequencies $\nu_L - \nu_0^L \gtrsim 2$ GHz additional strong lines appear that we attribute to the $X (v = 109) \rightarrow b (v' = 73)$ transition. The fact that we observe $X$ state molecules with $I = 1, 2, 3$ is interesting because for $I = 1, 3$ the total parity of the molecule is negative, while for $I = 0, 2$ it is positive. However, a two-body collision state of our spin polarized Rb atoms necessarily has positive total parity due to symmetry arguments and a photoassociation pathway would lead to ground state levels with positive parity. The observed production of molecules with negative total parity must then be a three-body collision effect.

We now consider the role of secondary atom-molecule collisions which would change the product distribution due to molecular relaxation. Two aspects are of importance: depopulation of detected molecular levels, and population of detected molecular levels through relaxation from more weakly bound states. In our experiments reported here we detect molecules that are formed in states with binding energies on the order of hundreds of GHz×$h$. These molecules leave the reaction with kinetic energies of several K$k_B$. At these energies the rate coefficients for depopulating atom-molecule collisions are small (see e.g. ref. [Sim06]) and the collision probability before the molecule is either ionized or has left the trap is below 1%.

For the population processes, we can estimate an upper bound for rate coefficients by assuming recombination to occur only into the most weakly bound state with a binding energy of 24 MHz×$h$. In this case subsequent atom-molecule collision rates will be roughly comparable to those expected in the ultracold limit. At typical rate coefficients of $10^{-10}$ cm$^3$/s (see refs. [Muk04, Sta06, Zah06, Qué07]) and the atomic densities
Figure 7.5: Overview over relevant molecular levels and transitions. The vertical axis denotes the energy $E_b$ of the energetically lowest levels of each vibrational manifold with respect to the 5s 5s asymptote. Colored thick arrows represent molecular transitions relevant to the spectrum of Fig. 7.3. The expected relative strengths of these transitions are also given. Grey arrows mark transitions that occur in the relevant spectral region but are so weak that they can be neglected (for further spectroscopic details see Methods). We identify three main molecular transitions for the initial step of the REMPI process. The blue arrows indicate molecules in the $v = 26$ vibrational level of the $a^3\Sigma_u^+$ potential that are excited to the $v' = 0$ level of the $c^3\Sigma_g^+$ potential. This level is split into a $1_g$ and a $0_g^-$ component. The red arrow is an excitation from $X^1\Sigma_g^+ (v = 115)$ to $A^1\Sigma_u^+ (v' = 66)$. The green arrow is an excitation from $X^1\Sigma_g^+ (v = 109)$ to $b^3\Pi_u (v' = 73)$. This transition becomes possible through the strong spin-orbit coupling of the $A$ and $b$ states.
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$n_0 \sim 1 \times 10^{13} \text{ cm}^{-3}$ used in the measurement shown in Fig. 7.2, the collision probability before the molecule leaves the atom cloud is around 5%. This small probability grows linearly with density so that the density dependence of the ion production rate should show a significant cubic contribution if secondary collisions were involved (as expected for this effective four-body process). This is inconsistent with the data and thus indicates that the population that we detect is not significantly altered by secondary collisions.

We can roughly estimate the range of molecular rotation $J$ of the populated levels in the ground state. The strong, isolated lines that we have assigned to the $X(v = 115) \rightarrow A(v' = 68)$ transition are all contained within a relatively small spectral region ($|\nu_L - \nu_0^A| < 6 \text{GHz}$) and are explained by rotational quantum numbers $J \leq 7$. Population of higher rotational quantum numbers would result in a continuation of the strong resonance lines stretching to transition frequencies beyond $\nu_L - \nu_0^A = 10 \text{GHz}$, which we do not observe. Similarly, if only rotational quantum numbers $J \leq 5$ were populated, a spectrum would result which does not have enough lines to explain the data. Thus, we can roughly set the limits on the molecular rotation to $J \leq 7$, a value that is also consistent with our observations of the spread of the transitions $X \rightarrow b$ and $a \rightarrow c$ (see Fig. 7.5). Finding quantum numbers as high as $J = 7$ is remarkable because the three-body collisions at $\mu$K temperatures clearly take place in an $s$-wave regime, that is, at vanishing rotational angular momentum. Hence, one could expect to produce $X$ state molecules dominantly at $J = 0$, which, however, we do not observe.

Despite the limited spectral range covered by our measurements, we can already estimate the number of molecular vibrational levels populated in the recombination events. From the three states $X (v = 109)$, $a (v = 26)$ and $X (v = 115)$ that we can observe within our wavelength range, all deliver comparable signals in the spectrum of Fig. 7.3. This suggests that at least all vibrational states more weakly bound than $X (v = 109)$ should be populated, a total of 38 vibrational levels (counting both singlet and triplet states). This is a significant fraction of the 169 existing levels of the $X$ and $a$ states, although restricted to a comparatively small range of binding energies.

7.5 Conclusion

In conclusion, our work represents a first experimental step towards a detailed understanding on how the reaction channels in three-body recombination are populated. A full understanding will clearly require further experimental and theoretical efforts. On the
7.6 Methods

7.6.1 Dipole trap and REMPI configuration.

The crossed dipole trap is composed of a horizontal and a vertical beam focused to beam waists of $\sim 90 \, \mu m$ and $\sim 150 \, \mu m$, respectively. It is positioned onto the nodal line of the radiofrequency field of the linear Paul trap with $\mu m$ precision. The two trap centers are separated by about $300 \, \mu m$ along the axis of the Paul trap (Fig. 1d). In a typical configuration, the trap frequencies of the dipole trap are $(175, 230, 80) \, Hz$ resulting in atom cloud radii of about $(6, 7, 16) \, \mu m$. The short-term frequency stability of the dipole trap laser source is on the order of $1 \, kHz$ and it is stabilized against thermal drifts to achieve long-term stability of a few MHz. The two beams of the dipole trap are mutually detuned by $160 \, MHz$ to avoid interference effects in the optical trap. Consequently, two frequencies are in principle available to drive the REMPI process. However, the intensity of the horizontal beam is $4$ times larger than the one of the vertical beam and we have not directly observed a corresponding doubling of lines. Further details on the atom-ion apparatus are given in ref [Sch12].

7.6.2 Paul trap configuration.

The linear Paul trap is driven at a radiofrequency of $4.17 \, MHz$ and an amplitude of about $500 \, V$ resulting in radial confinement with trap frequencies of $(\omega_{x,Ba}, \omega_{y,Ba}) = 2\pi \times (220, 230) \, kHz$ for a $^{138}\text{Ba}^+$ ion. Axial confinement is achieved by applying static voltages to two endcap electrodes yielding $\omega_{z,Ba} = 2\pi \times 40.2kHz$. The trap frequencies for dark $\text{Rb}^+_2$ and $\text{Rb}^+$ ions produced in the REMPI processes are $(m_{Ba}/m_{dark} \times \omega_{x,Ba}, m_{Ba}/m_{dark} \times \omega_{y,Ba}, \sqrt{m_{Ba}/m_{dark} \times \omega_{z,Ba}})$ where $m_{Ba}$ and $m_{dark}$ denote the mass of the $\text{Ba}^+$ ion and the
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dark ion, respectively. The depth of the Paul trap depends on the ionic mass and exceeds 2 eV for all ionic species relevant to this work.

7.6.3 Ion detection methods.

We employ two methods to detect $\text{Rb}_2^+$ and $\text{Rb}^+$ ions both of which are not amenable to fluorescence detection. In the first of these methods we use a single trapped and laser-cooled $^{138}\text{Ba}^+$ ion as a probe. By recording its position and trapping frequencies in small ion strings with up to 4 ions we detect both the number and the masses of the ions following each REMPI process (see also [Sch10a]). The second method is based on measuring the number of ions in the Paul trap by immersing them into an atom cloud and recording the ion-induced atom loss after a hold time of 2 s (see also [Här12]). During this detection scheme, we take care to suppress further generation of ions by working with small and dilute atomic clouds and by detuning the REMPI laser from resonance. Both methods are background-free in the sense that no ions are captured on timescales of days in the absence of the atom cloud. Further information on both detection methods is given in the Supplementary Information.

7.6.4 Spectroscopic details.

Spin-orbit and effective spin-spin coupling in the $A$, $b$, and $c$ states lead to Hund’s case $c$ coupling where the relevant levels of states $A$ and $b$ have $0^+_u$ symmetry while the levels of state $c^3\Sigma_g^+$ are grouped into $0^-_g$ and $1^-_g$ components. The level structure of the $0^+_u$ states is quite simple as it is dominated by rotational splittings. Typical rotational constants for the electronically excited states are on the order of 400 MHz, for the weakly bound $X$ and $a$ states they are around 100-150 MHz.

Figure 5 shows the relevant optical transitions between the $X,a$ states and the $A,b,c$ states in our experiment. For the given expected relative strengths of these transitions, we only consider Franck-Condon factors and the mixing of singlet and triplet states, while electronic transition moments are ignored. The colored arrows correspond to transitions with large enough Franck-Condon factors (typ. $10^{-2}$...$10^{-3}$) so that at laser powers of $\approx 10^4 \text{W/cm}^2$ resonant transitions can be well saturated. Transitions marked with grey arrows can be neglected due to weak transition strengths, being forbidden in first order by dipole selection rules.
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### 7.7 Supplemental Material

In this Supplementary Information we describe two methods that we employ to detect small numbers of Rb\textsuperscript{+}\textsubscript{2} and Rb\textsuperscript{+} ions in our linear Paul trap.

#### 7.7.1 Method 1

To implement our first ion detection method allowing mass-sensitive detection of ”dark” ions we rely on the presence of a single ”bright” ion in the trap. Information on additional ions can be extracted from its fluorescence position. When using this method, our experimental procedure begins with the loading of a single \(^{138}\)Ba\textsuperscript{+}-ion into our linear Paul trap. We laser-cool the ion and image its fluorescence light onto an electron-multiplying charge-coupled device camera. This enables us to determine the position of the trap center to better than 100 nm. The ion is confined at radial and axial trapping frequencies \(\omega_{r,Ba} \approx 2\pi \times 220 \text{ kHz} \) and \(\omega_{ax,Ba} \approx 2\pi \times 40.2 \text{ kHz} \) and typically remains trapped on timescales of days. Next, we prepare an ultracold atomic sample in the crossed dipole trap. At typical atomic temperatures of about 700 nK the atom cloud has radial and axial extensions of about 7 \(\mu\text{m} \) and 15 \(\mu\text{m} \) and is thus much smaller than the trapping volume of our Paul trap. To avoid atom-ion collisions we shift the Ba\textsuperscript{+}-ion by about 300 \(\mu\text{m} \) with respect to the atom cloud before the atomic sample arrives in the Paul trap. The shifting is performed along the axis of the trap by lowering the voltage on one of the endcap electrodes. Additionally, we completely extinguish all resonant laser light so that the atoms are only subjected to the light of the dipole trap. The atomic sample is moved into
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**Figure 7.6:** Ion detection using a $^{138}\text{Ba}^+$-ion. Positional shifts of the fluorescence of the $\text{Ba}^+$-ion and measurements of the trap oscillation frequencies allow us to perform mass-sensitive detection of up to three "dark" ions in the trap.

**Table 7.1:** Trap oscillation frequencies of two-ion crystals

<table>
<thead>
<tr>
<th>Ion species</th>
<th>$\omega_{ax,2\text{ion}}/2\pi$ [kHz]</th>
<th>$\omega_{r}/2\pi$ [kHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{138}\text{Ba}^+$ and $^{138}\text{Ba}^+$</td>
<td>40.2</td>
<td>220.0</td>
</tr>
<tr>
<td>$^{138}\text{Ba}^+$ and $^{87}\text{Rb}^+$</td>
<td>44.0</td>
<td>345.3</td>
</tr>
<tr>
<td>$^{138}\text{Ba}^+$ and $^{87}\text{Rb}_2^+$</td>
<td>37.7</td>
<td>170.7</td>
</tr>
</tbody>
</table>

The presence of a second ion in the trap leads to positional shifts of the $^{138}\text{Ba}^+$-ion by distances on the order of 10 $\mu$m (see Fig. 7.6). We make use of the mass-dependent trap frequencies of the Paul trap to gain information on the ion species trapped. In a two-ion Coulomb crystal composed of a $\text{Ba}^+$-ion and a dark ion, the axial center-of-mass frequency $\omega_{ax,2\text{ion}}$ shifts with respect to $\omega_{ax,Ba}$ depending on the mass of the dark ion $m_{\text{dark}}$ [Mor01]. We measure $\omega_{ax,2\text{ion}}$ by modulating the trap drive at frequencies $\omega_{\text{mod}}$ and by monitoring the induced axial oscillation of the $\text{Ba}^+$-ion, visible as a blurring of the fluorescence signal. In this way, after each ion trapping event, we identify a resonance either at $\omega_{\text{mod}} \approx 2\pi \times 44$ kHz or $\omega_{\text{mod}} \approx 2\pi \times 38$ kHz corresponding to $m_{\text{dark}} = 87$ u and $m_{\text{dark}} = 174$ u, respectively (see table 7.1).
We have expanded this method for ion strings with up to four ions including the \( \text{Ba}^{+} \)-ion. For this purpose, we perform the following step-by-step analysis.

1. The position \( x \) of the \( \text{Ba}^{+} \)-ion with respect to the trap center is detected. If \( x \neq 0 \), the value of \( x \) allows us to directly determine the total number of ions in the string.

2. If \( x = 0 \) we need to distinguish between a single \( \text{Ba}^{+} \) ion and a three-ion string with \( \text{Ba}^{+} \) at its center. This is done by modulating the trap drive at \( \omega_{\text{ax,Ba}} \), thereby only exciting the \( \text{Ba}^{+} \) ion if no further ions are present.

3. We destructively detect the \( \text{Rb}^{+} \) ions by modulating the trap drive on a 5 kHz wide band around \( 2 \times \omega_{r,Rb}/(2\pi) = 691 \text{ kHz} \). This selectively removes only \( \text{Rb}^{+} \) ions from the string making use of the relatively weak inter-ionic coupling when exciting the ions radially.

4. Steps 1. and 2. are repeated to detect the number of remaining ions.

5. The \( \text{Rb}_{2}^{+} \) ions are destructively detected via modulation around \( 2 \times \omega_{r,Rb2}/(2\pi) = 341 \text{ kHz} \).

### 7.7.2 Method 2

We have also developed a second ion detection method that does not require an ion fluorescence signal. Instead, the trapped ions are detected via their interaction with an atomic sample. For this purpose, we produce a comparatively small atom cloud containing about \( 1 \times 10^5 \) atoms at a density of a few \( 10^{12} \text{ cm}^{-3} \). In addition, we set the frequency of the dipole trap laser to an off-resonant value so that the production of additional ions during the ion probing procedure becomes extremely unlikely. We now fully overlap the ion and atom traps for an interaction time \( t_{\text{int}} = 2 \text{ s} \). By applying an external electric field of several \( \text{V/m} \) we set the ion excess micromotion energy to values on the order of tens of \( k_{\text{B}} \times \text{mK} \) [Ber98, Här12]. Consequently, if ions are present in the trap, strong atom losses occur due to elastic atom-ion collisions. Fig.7.7 shows a histogram of the atom numbers of the probe atom samples consisting of the outcome of about 1,000 experimental runs. The histogram displays several peaks which can be assigned to the discrete number of ions in the trap. Up to five ions were trapped simultaneously and detected with high fidelity.
Figure 7.7: Ion detection method based on ion-induced atom loss. We overlap an ultracold atom cloud containing approximately 110,000 atoms with the center of the Paul trap. After an interaction time $\tau = 2\,\text{s}$ we detect the ion-induced atom loss via absorption imaging of the atom cloud. The discrete number of trapped ions is clearly reflected in the displayed histogram of atom numbers.

The atom loss rate increases nonlinearly with ion number mainly because the inter-ionic repulsion prevents the ions from all occupying the trap center where the atomic density is maximal. While ion detection method 2 does not distinguish ionic masses, it has advantages in terms of experimental stability and does not require the trapping of ions amenable to laser cooling or other fluorescence based detection techniques.
• In the original publication [Här13c] the relevant excitation energies with respect to $A^{1}\Sigma_{u}^{+}$ and $b^{3}\Pi_{u}$ were assigned to the vibrational levels $v'_{A} = 68$ and $v'_{b} = 72$. Later it turned out that actually these energies correspond to $v'_{A} = 66$ and $v'_{b} = 73$, respectively. Therefore, the numbering was changed accordingly in the present reprint.
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Chapter 8

Outlook

During my time with this project one of the main goals was lowering the collision energy in order to reach the s-wave regime. Diving in a completely new area of research made it also possible to observe new and unexpected things while working towards this goal. At the already available collision energies one can investigate many aspects of cold chemistry. The main topic of the present thesis, atom-ion three-body recombination, is but one example of this field. In the following I will point towards several additional experiments that are of interest going further in this direction. Reaching ultracold atom-ion collisions however is still the priority and there are several ideas that I will sketch about how one might actually get there in the near future.

8.1 Cold chemistry

Cold chemistry is already a hot topic when it comes to experimental atom-ion physics. Charge transfer has been investigated in great detail but could be described mostly with classical mechanics so far. However questions regarding more complex topics like three-body recombination or chemistry involving molecular ions are still open.

Shape resonances

Even though the current collision energies are too high to reach the quantum s-wave regime one could in principle already see quantum effects in atom-ion collisions due to shape resonances. A particular partial wave, if in resonance with a bound state behind the centrifugal barrier, can enhance the cross section even if many partial waves contribute
to a collision. Calculations of these resonances for the atom-ion systems in questions are available [Hal13, Idz09], showing a multitude of resonances at currently accessible collision energies. Experimentally, the preparation of defined atom-ion collision energies can be done by either moving the atoms in respect to the ions or vice versa. A precisely defined collision energy is however not possible in the experiment, only collision energy distributions can be prepared. The distribution width is given by the initial conditions, i.e. temperature, while the mean or center collision energy can be tuned by the relative velocity between the atom and the ion systems. Measuring the resonances will require the energy distribution width to be on the order of the resonance width, otherwise the resonances features will be lost in thermal averaging. While it seems to be likely that narrow enough collision energy distributions in the desired relative velocity range can be achieved, experimental demonstration of atom-ion shape resonances does not exist yet.

**Molecular ions**

Most cold atom-ion experiments so far have been undertaken with atomic ions, mostly because they are simpler to prepare compared to molecular ions. The already rich chemistry observed in atomic atom-ion collisions can be expected to become even more complex and hence more interesting if molecular ions come into play. Chemical processes like particle exchange reactions which go beyond the so far observed binary charge transfer, radiative association and ternary recombination could be investigated in a controlled environment at low collision energies. A promising approach to prepare few or single molecular ions would be to use the reaction products of atomic atom-ion reactions. Making experiments with molecular ions a natural evolution for current generation atom-ion setups.

**Three-body recombination spectroscopy**

In a similar fashion to the method presented in chapter 7 one could spectroscopically investigate the state distribution after charged three-body recombination. Working with charged instead of a neutral molecule directly, BaRb$^+$ in our case, guarantees that the reaction product is trapped, without an additional ionization step. This would allow a more simple one photon dissociation spectroscopy instead of a multi-photon process required in neutral three-body recombination. In addition one would probe the recombination into a different long-range potential, which is varying as $r^{-4}$ compared to the neutral $r^{-6}$ case. Accessing this similar, but yet complimentary information, would pave the way for a thorough understanding of three-body recombination process itself.
Many-body inelastic processes
Envisioned atom-ion experiments investigating many-body phenomena like polaron physics are based on the strong and long-range atom-ion interaction, allowing many atoms to interact with a single ion at the same time. But the desired many-body interaction will also give rise to inelastic processes, which have to be accounted for as they will set bounds on experimentally accessible regimes. Three-body recombination can be regarded as one of the simplest many-body reactions which could be extended by adding more interaction partners. Increasing the amount of atoms interacting with a single ion at the same time is experimentally feasible, by simply increasing the atomic density or reducing the ion’s kinetic energy further. Disentangling the involved many-body reaction channels however will be the challenging task.

Controlling cold reactions
Obtaining control over reaction channels will become relevant once these processes set limits on experimentally accessible regimes. A few control options have already been demonstrated and several more have been proposed. Also, additional directions will emerge with the ongoing experimental and theoretical investigation of the reaction dynamics.

- Internal state preparation has been shown to affect and/or suppress reaction channels [Hal11, Rat12, Tom15]. This approach depends solely on the species combination and experimental tools available for state initialization of the chosen species.

- Feshbach resonances can be used to directly tune the interaction analogous to neutral atoms [Idz09]. This idea has proven itself time and time again in ultracold neutrals but it requires $s$-wave collision energies.

- With an increasing three-body cross section towards lower collision energies (see chapter 3) schemes to suppress this process could become desirable when approaching the $s$-wave regime. A viable option would be reducing the dimensionality of the atom-ion system to directly influence the collision dynamics. Confining atom-ion collisions to 1D has been investigated theoretically [Goo10] promising suppression of three-body collisions.

- Direct manipulation and suppression of inelastic collisions by light can be extended with the concept of blue shielding. A blue detuned laser is being used in order to excite a colliding particle pair into a repulsive state, which does not allow a close encounter collision anymore and hence no inelastic process. The concept itself
is known ultracold atoms (see e.g. [Wei99]) and could be extended to atom-ion collisions if suitable transitions can be found.

8.2 Towards atom-ion $s$-wave collisions

All current generation atom-ion experiments have a lower bound on their achievable collision energies due to the Paul trap’s micromotion. It is possible to reduce the micromotion energy by compensating the responsible electric fields but there are limits to this. One approach is to choose a favorable reduced mass in form of a heavy ion and light atom. An increase of the characteristic energy $E^*$ and at the same time a reduction of micromotion heating then ideally leads to sufficiently low energies for $s$-wave collisions. This approach is covered in the references [Cet12] and [Kry15] which both focus on a fundamental limit of atom-ion collision energies in a Paul trap. I will however look at a complementary approach that aims to circumvent micromotion all together.

Optical ion trapping

An optical dipole trap for a single ion has been demonstrated by now [Sch10b, Hub14, Lam16], making it a possibly viable option for atom-ion experiments. It is however still challenging as a relatively strong confinement is needed to compensate electrical forces due to residual stray electric fields. A good compensation of said electrical fields is therefore a prerequisite. Our currently routinely available compensation of radial stray electric fields, on the level of $E_{DC} \leq 10 \text{mV/m}$, should be more than sufficient. Also, the required laser sources at the desired wavelengths are readily available by now even with sufficient output powers. I have in detail covered the prerequisites for ion trapping in our setup as well as possible viable trap geometries in my diploma thesis [Krü11].

Dipole trapping of $\text{Ba}^+$ ions has been demonstrated with lifetimes of up to several seconds depending on the chosen wavelength [Lam16]. The remaining challenge lies in co-trapping ultracold neutral Rb atoms in the vicinity of the ion. Ideally the same light field should facilitate a trap to Rb as well and possibly provide much stronger dipole forces for the ion. With the $\text{Ba}^+$ and Rb wavelengths of 493nm and 780nm a reasonable choice is being blue detuned to both, near resonant to 493nm and far off resonance to 780nm. This trap geometry would require on a beam with an intensity minimum which is simple to generate, for example with a single phase plate. Blue detuning also has the advantage of having minimal light at the trap center as the trap photons could affect the collision process of $\text{Ba}^+\text{-Rb}$ itself.
Ground state cooled ion
Having a ground state cooled ion, with very well compensated micromotion, the ion kinetic energies can be very low. Elastic atom-ion collisions will then redistribute the available micromotion energy, known as micromotion heating, until an equilibrium temperature is reached. But instead of working with a the steady state collision energy one could design experiments where only the initial few collisions are of interest, before the equilibrium temperature is reached. The low collision energies during this initial time will then have a chance to be within the $s$-wave regime. The success of this approach will depend on how well remaining excess micromotion can be compensated because it defines the collision energy of the first collision. But with the already attainable compensation of the excess micromotion energy below the $\mu K$ level (see e.g. chapter 5 or Ref. [Pou12]) it should be feasible.

Atom-ion physics with Rydberg atoms
A completely different approach to access the ultracold regime in atom-ion collisions emerged in the group of Tilman Pfau recently [Sch16]. Here huge Rydberg atoms which contain an atom within its volume can be seen as the Rydberg core (an ion) interacting with a single atom if the Rydberg electron is on a high enough orbit. This idea has two major advantages. First, the collision energies can be sufficiently low for $s$-wave collisions as the Rydberg atoms have the same kinetic energy as the ultracold atomic gas they are created from. Second, unwanted effects on the ionic core due to residual electrical fields are completely shielded by the Rydberg electron. Second, residual stray electric fields do not introduce unwanted effects on the ionic core as it is completely shielded by the Rydberg electron. However, this clever approach also has the drawback that the electron cannot be completely ignored for the atom-ion interaction. How far this idea can be utilized for ultracold atom-ion physics will depend heavily on whether a regime can be found where the electron presence is of no consequence for the atom-ion interactions of interest.

Threshold ionization
This idea aims to create ultracold ions directly from an ultracold atomic gas. Given enough knowledge about the Rydberg level structure one can excite an atom directly to the ionization threshold and create an ultracold ion in free space. Having no ion trap in place makes electrical stray field compensation crucial as electric forces will accelerate the ion out of the atom cloud and limit experiment times. Already almost two decades ago E-field compensation in Rydberg experiments achieved levels down $E \approx 2 \text{ mV/m}$ [Ost99].
Improving this by two more orders of magnitude would equal an acceleration of $\sim 1 \text{ g}$ for Rb$^+$ which in turn corresponds to overlap times on the order of $\sim 1 \text{ ms}$ providing ample time to investigate ultracold atom-ion collisions.

**Switching off the Paul trap**

Another approach to work with an ion in free space is switching off the Paul trap which contains an initially laser cooled ion. The heating during the switch off phase is negligible, as the procedure is in principle the same as when loading into an optical trap, just without the optical trap being present. Initial experiments in this direction have already been performed in our laboratory, showing a $50 \mu\text{s}$ lifetime of the ion after turning off the Paul trap. We found this lifetime to depend heavily on how well residual electrical stray field are compensated. But the lifetime limit was set solely by the presence of the static quadrupole created by the endcaps which are responsible for axial ion confinement. This remaining quadrupole will accelerate the ion into a radial direction which finally results in ion loss. One can in principle also ramp down the axial confinement similar to the radial RF confinement and therefore relax the limits on the ion lifetime.
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We analyze reactive collisions of a single Ba$^+$ ion in contact with an ultracold gas of Rb atoms at low three-body collision energies of 2.2(9) mK $\times$ $k_B$. Mapping out the Ba$^+$ loss rate dependence on the Rb atom density we can discern two-body reactive collisions from three-body ones and determine both rate coefficients, which are $k_1 = 3.1(6)(6) \times 10^{-13}$ cm$^3$ s$^{-1}$ and $k_3 = 1.04(4)(45) \times 10^{-13}$ cm$^3$ s$^{-1}$, respectively (statistical and systematic errors in parentheses). Thus, the measured ternary recombination dominates over binary reactions even at moderate atom densities of $n \approx 10^{12}$ cm$^{-3}$. The results for Ba$^+$ and Rb are representative for a wide range of cold ion-atom systems and can serve as guidance for the future development of the field of hybrid atom-ion research.

DOI: 10.1103/PhysRevA.94.030701

Cold atom-ion physics in hybrid traps is a young, developing field [1–3], which builds on the relatively long-range $r^{-4}$ polarization potential between an atom and an ion. In general, this potential promises large cross sections and therefore strong interactions between particles. As a consequence, a number of interesting research proposals have been brought forward ranging from sympathetic cooling down to ultracold temperatures [4], to studying the physics of strongly correlated many-body systems, e.g., ultracold charge transport [5], novel many-body bound states [6] and strong-coupling polarons [7], quantum information processing [8], and quantum simulation [9]. Most of these ideas rely on interactions mediated by elastic atom-ion collisions, while inelastic collisions and chemical reactions are undesired as they represent a time limit for the suggested experiments. Therefore it is important to identify and investigate possible reactions and to eventually gain control over them. Inelastic processes can be divided up into classes such as two-body or three-body collisions. In general, binary collisions are dominant at low enough atomic densities, while ternary collisions will eventually take over with increasing density. This knowledge has been extensively applied in the field of ultracold neutral atoms by typically working with low enough atomic densities (e.g., smaller than about 10$^{14}$ cm$^{-3}$ for $^{87}$Rb in order to keep three-body losses negligible [10]. Considering the low-density limit, theoretical predictions for cold hybrid atom-ion systems have been focusing on binary inelastic/reactive atom-ion collisions (e.g., Refs. [11,12]) which were discussed as the limiting factors for proposed atom-ion experiments [4,13–15]. Along the same lines, measurements on atom-ion reactions in the low mK regime were, until recently, unambiguously interpreted in terms of pure two-body decay [16–21].

In this Rapid Communication we show, however, that in general the decay analysis requires the simultaneous consideration of both two- and three-body reactions. Our measurements reveal that at mK temperatures inelastic three-body collisions of the ion can dominate over its two-body reactions, even at moderate atomic densities down to $3 \times 10^{11}$ cm$^{-3}$. Indeed, the main focus of this work lies on how to clearly distinguish two-body from three-body processes and extract the corresponding rate coefficients. One could in principle argue that in order to study only two-body reactions the atomic density simply needs to be lowered sufficiently. This is, however, not practical in standard setups with magnetic or dipole traps because the resulting reaction rate can be so small that the ion lifetime exceeds the atomic cloud lifetime. Alternatively, one could consider working with a magneto-optical trap (MOT) which allows for both low densities and long lifetimes due to continuous loading. However, in a MOT the reaction-rate measurements of the ground-state atoms are swamped beneath a background of reactions of electronically excited atoms occurring at much higher rates.

For our investigations we use a heteronuclear combination of Ba$^+$ + Rb, where both two-body and three-body collisions lead to reactions and hence to ion loss in the experiment. This complements a recent experiment of ours with homonuclear Rb$^+$ + Rb + Rb [22] for which reactive and inelastic two-body collisions are either forbidden or irrelevant. Furthermore, we note that in parallel to the work discussed here, we have studied the energy scaling of atom-ion three-body recombination [23].

We measure the density dependence of the reaction rate $\Gamma = k_1n + k_3n^2$ and extract the binary and ternary loss rate coefficients $k_1$ and $k_3$. Here, $n$ is the peak atom density at the cloud center where the ion is located. For the analysis the evolution of $n(t)$ needs to be included, as the atom cloud is decaying during the time $t$ due to elastic atom-ion collisions. We experimentally determine $n(t)$ by excluding experimental runs where the ion has undergone a reaction during the interaction time $t$ in order to avoid systematic errors introduced by reactive collisions.

The experiments are performed in a hybrid apparatus that has already been described in detail elsewhere [24]. We prepare a single $^{138}$Ba$^+$ in a linear Paul trap and bring it into contact with an ultracold cloud of spin-polarized $^{87}$Rb ($F = 1, m_F = -1$). The atoms are prepared at a separate location from which they are transported to the Paul trap and loaded into a far off-resonant crossed optical dipole trap. During the final preparation stage for the atoms, the cloud and the ion are separated by about 100 $\mu$m along the Paul trap axis to avoid unwanted atom-ion interactions. By ramping one endcap voltage of the linear Paul trap to its final value, we shift the ion into the center of the atom cloud within 10 ms and start the atom-ion interaction. We use thermal atom clouds consisting of typically $N \approx 40–135 \times 10^3$ atoms at temperatures of $T \approx 330$ nK with peak densities between $n \approx 6$ and $84 \times 10^{11}$ cm$^{-3}$. The Ba$^+$ ion is confined in a
linear Paul trap which is operated at a frequency of 4.21 MHz with radial and axial trapping frequencies of \( \omega_r; \omega_a \) = 2\( \pi \) \times (59.5; 38.4) kHz. Single \(^{138}\)Ba\(^+\) ions are loaded by isotope-selective, resonant two-photon ionization. Using standard laser cooling techniques these are cooled to Doppler temperatures of \( \approx 0.5 \) mK. Before immersing the Ba\(^+\) into the atomic bath we switch off the laser cooling, which guarantees that the ion is in the electronic ground state during the atom-ion interaction. The average kinetic energy \( \bar{E}_{\text{kin}} \) of the ion is determined by the interplay of elastic collisions and the driven micromotion \([17,25–28]\). \( \bar{E}_{\text{kin}} \) is adjusted by tuning the excess micromotion into account the decay of the atom density during the interaction time. This is because elastic atom-ion collisions either remove atoms from the shallow atom trap or heat up the atomic ensemble. If we take into account the decay of \( n(t) \), a fit of Eq. (1) (solid line) describes the data very well. In other words, for a proper description of the ion loss \( \Gamma \) and to determine the rate constants \( k_2 \) and \( k_3 \), the evolution of the density \( n(t) \) has to be accurately determined. This, however, is somewhat involved and will be discussed in the following.

To determine \( n(t) \), we measure the remaining atom number \( N \) and temperature \( T \) of the cloud via absorption imaging after 15 ms time of flight. Figure 2(a) shows histograms of the atom number distributions for various interaction times \( t \). Initially the distribution is Gaussian. As time goes on, elastic atom-ion collisions shift this distribution towards lower atom numbers. In addition, a broad tail develops. This tail can be discussed later. Figure 1 shows the measured probability \( p \) to detect the Ba\(^+\) ion as a function of the interaction time \( t \) (please note the time-scale change after 0.8 s). We model the decay using the rate equation \( p = -\Gamma(t)p \), with the loss rate \( \Gamma(t) = k_2n(t) + k_3n(t)^2 \), where \( n(t) \) is the time-dependent atom density at the location of the ion. Integrating the equation yields

\[
\rho(t) = \exp \left(-\int_0^t \Gamma(t')dt'\right).
\]

A constant density \( n(t) \) would lead to an exponential decay, \( \rho(t) = \exp(-\Gamma t) \), which does not describe the observed loss very well (Fig. 1, dashed line). As the inset of Fig. 1 shows, the density decreases during the interaction time. This is because elastic atom-ion collisions either remove atoms from the shallow atom trap or heat up the atomic ensemble. If we add applied laser cooling with a red detuning of 2 GHz for several seconds, typically 50% of the initially undetected Ba\(^+\) ions can be recovered. These ions have gained high kinetic energies in a chemical reaction, which will be discussed later. Figure 1 shows the measured probability \( p \) to detect the Ba\(^+\) ion as a function of the interaction time \( t \) (please note the time-scale change after 0.8 s). We model the decay using the rate equation \( p = -\Gamma(t)p \), with the loss rate \( \Gamma(t) = k_2n(t) + k_3n(t)^2 \), where \( n(t) \) is the time-dependent atom density at the location of the ion. Integrating the equation yields

\[
\rho(t) = \exp \left(-\int_0^t \Gamma(t')dt'\right).
\]

A constant density \( n(t) \) would lead to an exponential decay, \( \rho(t) = \exp(-\Gamma t) \), which does not describe the observed loss very well (Fig. 1, dashed line). As the inset of Fig. 1 shows, the density decreases during the interaction time. This is because elastic atom-ion collisions either remove atoms from the shallow atom trap or heat up the atomic ensemble. If we take into account the decay of \( n(t) \), a fit of Eq. (1) (solid line) describes the data very well. In other words, for a proper description of the ion loss \( \Gamma \) and to determine the rate constants \( k_2 \) and \( k_3 \), the evolution of the density \( n(t) \) has to be accurately determined. This, however, is somewhat involved and will be discussed in the following.

To determine \( n(t) \), we measure the remaining atom number \( N \) and temperature \( T \) of the cloud via absorption imaging after 15 ms time of flight. Figure 2(a) shows histograms of the atom number distributions for various interaction times \( t \). Initially the distribution is Gaussian. As time goes on, elastic atom-ion collisions shift this distribution towards lower atom numbers. In addition, a broad tail develops. This tail can be discussed later. Figure 1 shows the measured probability \( p \) to detect the Ba\(^+\) ion as a function of the interaction time \( t \) (please note the time-scale change after 0.8 s). We model the decay using the rate equation \( p = -\Gamma(t)p \), with the loss rate \( \Gamma(t) = k_2n(t) + k_3n(t)^2 \), where \( n(t) \) is the time-dependent atom density at the location of the ion. Integrating the equation yields

\[
\rho(t) = \exp \left(-\int_0^t \Gamma(t')dt'\right).
\]
explained as a consequence of reactive atom-ion collisions that release substantial amounts of energy which eject the product ion out of the atom cloud onto a large orbit trajectory in the Paul trap. This is consistent with the recovery of hot Ba\(^+\) ions when additional far red-detuned laser cooling is applied, as mentioned above. Although two-body and three-body reactions at mK temperatures are predicted to dominantly produce translationally cold molecular BaRb\(^+\) ions [29,30], additional kinetic energy can be released in fast secondary processes such as photodissociation or collisional relaxation. Once the ion is on the large orbit, the atom-ion collision rate is significantly reduced, essentially stopping the continuous atom loss [22]. From Fig. 2(a) we find that the counts in the tail almost exclusively correspond to experimental runs where a reaction with Ba\(^+\) occurred (green color), whereas the counts in the Gaussian dominantly correspond to runs without reactions (blue color).

For our analysis we only consider system trajectories without reactions, making sure that the ion has been constantly exposed to the central density \(n(t)\). The average atom number \(N\) and temperature \(T\) of these postselected trajectories are plotted in Fig. 2(b). We then calculate the peak atom density (shown in Fig. 1 inset) \(n = (\frac{\hbar}{2\pi m\omega x\omega y\omega z})^3,\) with the mass \(m\), using separately measured trap frequencies \((\omega_x, \omega_y, \omega_z)\) of the atom dipole trap. From these sampling points we extract the time-dependent density \(n(t)\).

We are now ready to quantitatively analyze the reaction rate and to extract binary and ternary reaction-rate constants. In order to obtain a high accuracy (and as a check for consistency) we perform Ba\(^+\) lifetime measurements at ten different initial peak densities [Fig. 3(a)]. Atom clouds with different densities are prepared by varying the trap frequencies and the atom number but keeping the atom temperature \(T\) at a constant value of \(T \approx 330\) nK. This temperature was chosen in order to be sufficiently above the critical temperature \(T_c\) for Bose-Einstein condensation and to have negligible losses due to evaporative cooling. The trap depths are between 5 and \(10\) \(\mu\)K \(\times k_B\), resulting in trap frequencies of \((\omega_x, \omega_y, \omega_z) \approx 2\pi \times (16\) to 27; 97 to 151; \(107\) to \(161)\) Hz. The mean ion kinetic energy is \(4.0(1.6)\) mK \(\times k_B\), as determined in Ref. [23].

The densities between \(n \approx 6\) and \(22 \times 10^{11}\) cm\(^{-3}\) are prepared with \(N \approx 40 \times 10^3\) atoms, while densities between \(n \approx 24\) and \(84 \times 10^{11}\) cm\(^{-3}\) are prepared with \(N \approx 135 \times 10^3\) atoms.

In a first simple analysis we do not include the density evolution and fit exponential decays (dashed lines) to each data set in Fig. 3(a). The resulting loss rates \(\Gamma\) are then plotted as a function of their respective initial atom densities \(n(t = 0)\) in Fig. 3(b). By fitting \(\Gamma = k_2n + k_3n^2\) (blue dashed line) we obtain a quasipure quadratic density dependence, where \(k_1 = 1.03(2)\times 10^{-24}\) cm\(^6\) s\(^{-1}\) and \(k_2\) is consistent with zero. For comparison, if we try to describe the data only by two-body reactions, \(\Gamma \propto n\), no agreement is found (red dashed line).

Now, we perform a more rigorous analysis, where we account for the density decay during the interaction time, which can be as much as 20\% for the experimental runs in Fig. 3. This will enable us to also extract a reliable \(k_2\) rate constant from the data. With the previously described method we determine \(n(t)\) for each Ba\(^+\) lifetime curve. We then fit Eq. (1) to all of the ten measured decays in Fig. 3(a) (solid lines) simultaneously, with only two free fit parameters, the binary and ternary rate coefficients \(k_2\) and \(k_3\), which amount to \(k_2 = 3.1(6)\times 10^{-13}\) cm\(^3\) s\(^{-1}\) and \(k_3 = 1.04(4)\times 10^{-24}\) cm\(^6\) s\(^{-1}\). The first parentheses denote the statistical uncertainty of the fitted values. The second ones give the 1\(\sigma\) systematic error due to the atom density uncertainty of 20\%, which translates linearly into \(k_2\) and quadratically to \(k_3\).

Notably, both approaches yield the same \(k_3\) within their uncertainties, but only the latter provides a nonzero \(k_2\), which emphasizes the necessity to include the atom cloud decay. We plot \(\Gamma = k_2n + k_3n^2\), using the extracted \(k_2\) and \(k_3\) coefficients in Fig. 3(b) (green curve). Even at low densities \(n < 10^{12}\) cm\(^{-3}\), the green curve deviates only slightly from the pure three-body loss (blue dashed line), highlighting the small contribution of binary reactions to the total ion loss.

We now compare the obtained rate coefficients to the results of other groups in the field. Our extracted two-body charge-transfer rate coefficient \(k_2\) for the Ba\(^+\) + Rb system is compatible with a MOT measurement from Ref. [29] where an upper bound of \(k_2 < 5 \times 10^{-13}\) cm\(^3\) s\(^{-1}\) is given for ground-state charge transfer. An ab initio calculation within Ref. [29] predicts \(k_2 \approx 1 \times 10^{-14}\) cm\(^3\) s\(^{-1}\), which is
a factor of 30 smaller compared to our present \( k_3 \). A possible explanation for this large discrepancy is an additional two-body loss channel that might appear in our experiment. Indeed, calculated \( \text{Ba}^+ + \text{Rb} \) molecular potential energy curves (see, e.g., Ref. [29]) indicate that the 1064 nm dipole laser can near-resonantly photodetach a colliding atom-ion pair to a repulsive molecular potential energy curve. For the potential curves that correlate with ionized \( \text{Rb}^+ \) and electronically excited neutral \( \text{Ba} \), this process is experimentally indistinguishable from charge transfer.

We note that the three-body rate coefficient \( k_3 \), determined in this work for \( \text{Ba}^+ + \text{Rb} + \text{Rb} \) is of similar magnitude as the one for \( \text{Rb}^+ + \text{Rb} + \text{Rb} \) [22], which is only by a factor of 3 smaller. This can be understood as a consequence of the same long-range atom-ion interaction potential of both systems, as it only depends on the polarizability of the \text{Rb} atom. Indeed, a theoretical classical trajectory study predicted very similar three-body cross sections for \( \text{Ba} \) and \( \text{Rb}^+ \) [30]. Furthermore, since in cold reactive ternary collisions typically large, weakly bound molecules should be formed [23], the short-range details of the molecular interaction potential do not contribute. This suggests a universal behavior of cold atom-atom-ion three-body recombination, leading to similar reaction-rate coefficients for a variety of hybrid atom-ion systems.

In conclusion, we have studied reactive collisions of a cold, single \( \text{Ba}^+ \) ion in contact with an ultracold cloud of \text{Rb} atoms. Mapping out the \( \text{Ba}^+ \) loss dependence on the \text{Rb} atom density enabled us to extract both the binary \( k_3 \) and ternary \( k_3 \) reaction-rate coefficients at \( \text{mK} \times k_B \) ion energies. The \( \text{Ba}^+ + \text{Rb} + \text{Rb} \) three-body rate coefficient \( k_3 \) is comparatively large, about four orders of magnitude larger than the one for ultracold neutral \( \text{Rb} + \text{Rb} + \text{Rb} \) collisions [31]. Moreover, it dominates over the two-body loss down to comparatively low densities of \( k_2/k_3 \approx 3 \times 10^{11} \text{ cm}^{-3} \). If working with degenerate quantum gases such as Bose-Einstein condensates with typical densities around \( 10^{14} \text{ cm}^{-3} \), three-body recombination will occur on the sub-ms time scale, limiting the time for atom-ion experiments. As shown in parallel work of ours [23], this time scale gets even shorter when lowering the collision energy \( E_{\text{coll}} \), as \( k_3 \) scales as \( k_3 \propto E_{\text{coll}}^{-3/4} \). In view of the number of proposed experiments where reactive collisions are unwanted, we expect a future demand for schemes to suppress three-body reactions besides the existing ones for two-body reactions [15].
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We study three-body recombination of $^{138}\text{Ba}^+ + \text{Rb} + \text{Rb}$ in the mK regime where a single $^{138}\text{Ba}^+$ ion in a Paul trap is immersed into a cloud of ultracold $^{87}\text{Rb}$ atoms. We measure the energy dependence of the three-body rate coefficient $k_3$ and compare the results to the theoretical prediction, $k_3 \propto E_{\text{col}}^{-3/4}$, where $E_{\text{col}}$ is the collision energy. We find agreement if we assume that the nonthermal ion energy distribution is determined by at least two different micromotion induced energy scales. Furthermore, using classical trajectory calculations we predict how the median binding energy of the formed molecules scales with the collision energy. Our studies give new insights into the kinetics of an ion immersed in an ultracold atom cloud and yield important prospects for atom-ion experiments targeting the $s$-wave regime.
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When three atoms collide, a diatomic molecule can form in a three-body recombination (TBR) process. In cold neutral atomic gases, TBR was investigated for spin-polarized hydrogen as well as alkalis (see, e.g., [1–3]). In the context of Bose-Einstein condensation, TBR plays a crucial role as a main loss mechanism. By now, the scaling of TBR as a function of collision energy and scattering lengths in neutral ultracold gases has been investigated in detail [4]. When considering TBR in atom-ion systems, one can expect three-body interactions to be more pronounced due to the underlying longer-range $r^{-4}$ polarization potential. Energy scaling of TBR in charged gases was studied at temperatures down to a few Kelvin, especially for hydrogen and helium due to their relevance in plasmas and astrophysics (see, e.g., [5,6]). Depending on the studied temperature range a variety of power laws was found but not a common threshold law. The recent development of novel hybrid traps for both laser cooled atoms and ions has opened the possibility to investigate cold atom-ion interactions and chemical reactions in the mK regime and below. First experiments in such setups studied elastic and reactive two-body collisions (see, e.g., [7–14]). In accordance with the well-known Langevin theory, the corresponding reactive rates were measured to be independent of the collision energy [8,10]. Very recently we predicted a theoretical threshold law on the scaling properties for cold atom-atom-ion three-body collisions [15]. Understanding the scaling of reaction rates with quantities such as the collision energy is crucial for fundamentally understanding TBR and for the prospects of the experimental realization of ultracold $s$-wave atom-ion collisions. Furthermore, as we show here, studying TBR allows for insights into the kinetics of an ion immersed in a cloud of atoms. Experimentally, TBR in the mK regime was recently observed for $^{87}\text{Rb}^+ + \text{Rb} + \text{Rb}$ [16] and $\text{Ba}^+ + \text{Rb} + \text{Rb}$ [17]. In the $\text{Ba}^+$ experiments TBR was already dominating over two-body reactions even for moderate atomic densities of $10^{12}$ cm$^{-3}$.

This Letter reports on the combined theoretical and experimental investigation of the energy scaling of three-body atom-atom-ion collisions in the mK regime. We measure the TBR rate coefficient $k_3$ of $^{138}\text{Ba}^+$ in an ultracold Rb cloud as a function of the mean collision energy of the ion, $E_{\text{col}}$, which we control via the excess micromotion (eMM) of the Paul trap. $k_3$ is formally distinguished from $k_3$, which is the TBR rate coefficient for a precise collision energy $E_{\text{col}}$ in the center-of-mass frame. By averaging $k_3$ over the ion energy distribution $\bar{k}_3$ is obtained. We calculate $k_3$ using classical trajectory calculations (CTC) [15,18] and derive its energy scaling, $k_3 \propto E_{\text{col}}^{-3/4}$. Agreement is found between theory and experiment if we assume that the energy distribution of the ion depends on multiple energy scales due to various sources of excess micromotion. Besides the prediction of $k_3$, the CTC calculations also provide the binding energy distribution of the formed molecules and the scaling properties of these distributions when the collision energy is varied.

The experiments are performed in a hybrid apparatus that has already been described in detail elsewhere [19]. After loading a single $^{138}\text{Ba}^+$ ion by isotope selective, resonant two-photon ionization, it is stored in a linear Paul trap driven at a frequency of 4.21 MHz with radial and axial trapping frequencies of $(\omega_r, \omega_a) = 2\pi \times (59.5, 38.4)$ kHz, respectively. There, it is laser cooled to Doppler temperatures of $\approx 0.5$ mK. In order to perform our experiments in the electronic ground state, we switch off the cooling and...
repumper light, before immersing the ion into the ultracold atomic cloud.

Once in the cloud, there is a complicated interplay of elastic two-body atom-ion collisions and the driven micromotion of the Paul trap. This interplay leads to a non-Maxwell-Boltzmann distribution of the ion’s kinetic energy \( E_{\text{kin}} \) [8,20–22] with an equilibration time on the ms time scale [23]. The average kinetic energy \( \bar{E}_{\text{kin}} \) of the ion in the atom cloud is then determined by the available energy sources for the ion, such as the eMM energy [8]. In our experiment we can adjust \( E_{\text{kin}} \) by controlling one part of the eMM energy, \( E_{\text{MM}} \), which is set via static electric fields. Concretely, we can write \( \bar{E}_{\text{kin}} = c_{\text{dyn}}(E_{\text{MM}} + E_{\text{min}}) \), where the offset energy \( E_{\text{min}} \) contains all other energy contributions, e.g., phase micromotion (\( \phi \text{MM} \)) [24] or residual collisional effects [21,22]. The proportionality factor \( c_{\text{dyn}} \approx 5.0 \), which depends on the atom-ion mass ratio and the trap parameters, is extracted from a MC calculation similar to [25]. We can tune \( E_{\text{MM}} \) accurately between 5\( \mu \)K \( \times \) \( k_B \) and 100\( \mu \)K \( \times \) \( k_B \). \( E_{\text{min}} \), on the other hand, is not known precisely. From independent measurements and MC calculations based on the scaling of elastic atom-ion collisions, we estimate \( E_{\text{min}} \) to be in the range between 200 and 800\( \mu \)K \( \times \) \( k_B \).

The cloud consists of \( N \approx 1.2 \times 10^8 \) \(^{87}\)Rb atoms at a temperature of \( T \approx 700 \) nK with a peak density of \( n \approx 19 \times 10^{11} \) cm\(^{-3}\). It is cigar shaped with a radial and axial size of roughly 10 and 50 \( \mu \)m, respectively. The atoms are spin polarized (\( F = 1, m_F = -1 \)) and confined in a far off-resonant crossed optical dipole trap at a wavelength of 1064 nm with a trap depth of \( \approx 10 \) \( \mu \)K \( \times \) \( k_B \). We shift the ion into the cloud over a distance of 120 \( \mu \)m within 2 ms by changing the end cap voltage of the linear ion trap. After an interaction time of \( \tau = 300 \) ms, during which the Ba\(^+\) ion is typically lost with a probability of up to 65\%, we separate the two traps again and detect whether the Ba\(^+\) ion is still present. For this, we shine a laser cooling beam focused to a waist of 20 \( \mu \)m through the Paul trap center and collect the possible fluorescence on an EMCCD camera for 100 ms. If no Ba\(^+\) is detected, we conclude that a reaction must have taken place during \( \tau \) [26].

Repeating the single ion experiment roughly 170 times we extract the probability \( p \) that Ba\(^+\) is still present. For the given experimental settings the ion loss is well described by an exponential decay of the form \( p = \exp(-\Gamma \tau) \). This can be seen in the inset of Fig. 1, where we plot \( p \) as a function of interaction time \( \tau \) measured at \( E_{\text{MM}} \approx 8 \) \( \mu \)K. Figure 1 plots the loss rate \( \Gamma \) as a function of \( E_{\text{MM}} \). A Ba\(^+\) ion in our experiment is lost either by a two-body charge transfer or by a three-body event [17]. The corresponding loss rate \( \Gamma \) of the ion is \( \Gamma = -nk_2 - n^2k_3 \). The charge transfer rate coefficient \( k_2 \) has been previously measured for Ba\(^+\) + Rb, \( k_2 = 3.1(6)(6) \times 10^{-13} \) cm\(^3\)/s (statistical and systematic errors in parentheses) [17] (see also [9,27]), and contributes less than 1 s\(^{-1}\) to the loss rate \( \Gamma \) for the given atomic density. Also, it has been verified that \( k_2 \) is energy independent [7,8,10], consistent with Langevin theory. By subtracting this constant \( k_2 \) loss from \( \Gamma \) and dividing by the (constant) density \( n \) we obtain \( k_3 \) [see Figs. 1 and 3(b)]. Clearly, \( k_3 \) is energy dependent. As we discuss later, we expect a scaling of \( k_3 \) with a power law, \( k_3 \propto E_{\text{MM}}^{\sigma} \).

Neglecting the atom motion due to ultracold temperatures we can express \( E_{\text{col}} \) in terms of the ion kinetic energy \( E_{\text{kin}} \), \( E_{\text{col}} = (1 - (\frac{m_{\text{Ba}}}{(m_{\text{Ba}} + 2m_{\text{Rb}})})E_{\text{kin}}) \). We attempt to describe the scaling of the measured \( k_3 \) with a power law \( k_3 \propto E_{\text{kin}}^{\sigma} \) by fitting the expression

\[
\tilde{k}_3 = \tilde{k}_{3,\text{min}}((E_{\text{MM}} + E_{\text{min}})/E_{\text{min}})^{\sigma}
\]

to the data. Here, \( E_{\text{min}} \) and \( \sigma \) are free parameters. The constant \( \tilde{k}_{3,\text{min}} = 1.04(4)(45) \times 10^{-24} \) cm\(^3\)/s is \( \tilde{k}_3 \) at \( E_{\text{MM}} = 0 \) and was determined in a parallel study [17]. For the fit we discard data points above \( E_{\text{MM}} > 20 \) \( \mu \)K \( \times \) \( k_B \). As such for energies, the ion is not localized well enough in the center of the cloud. It probes areas of the atomic cloud at lower densities, hence decreasing the observed loss rate (see the sketch in Fig. 1). The fit yields \( \sigma = -0.46(9) \) and \( E_{\text{min}} = 410(180) \) \( \mu \)K \( \times \) \( k_B \) (green dashed line in Fig. 1), with the errors denoting a \( \sigma \) statistical uncertainty of the fitted values. Interestingly, in our previous study of TBR of \(^{85}\)Rb\(^+\) + Rb + Rb [16] we observed a similar scaling exponent of \( \alpha \) = −0.43.

We now turn to investigate the scaling of TBR theoretically with a CTC formalism. A classical treatment of the collision dynamics is appropriate, since the experiments described here in general involve much higher energies than the threshold energy of \( \approx 50 \) nK \( \times \) \( k_B \) for entering the \( s\)-wave regime of Ba\(^+\) + Rb. We have adapted a recently
developed method for the calculation of three-body recombination cross sections based on classical trajectories [15,18] for the study of atom-atom-ion recombination. The method employed relies on mapping the three-body problem into a six-dimensional configuration space, described in hyperspherical coordinates, after separating out the center-of-mass motion [18]. Since the kinetic energy of the ion is typically several orders of magnitude higher than the temperature of the ultracold neutral atoms we fix one of the hyperangles associated to the ratio of the atom-ion versus the atom-atom initial momentum, guaranteeing that in the center-of-mass coordinate system 95% of the collision energy $E_{\text{col}}$ is along the direction of the ion. In the classical trajectory calculations only Rb-Rb collisions in triplet states are considered and spin flip transitions are neglected. For the Rb-Rb pair interaction we employ the $a^{3}S_{u}^{+}$ potential of Strauss et al. [28]. On the other hand, the Ba$^{+}$ - Rb interaction potential is taken to be $-C_{3}(1-(r_{\text{int}}/r)^{3})/r^{4}$, where $C_{3} = 160$ a.u. denotes the experimental long-range value of the interaction and $r_{\text{int}}$ represents the position of the minimum of the potential, taken from Ref. [29].

The TBR rate for Ba$^{+}$ + Rb + Rb has been computed by running $10^{5}$ trajectories per collision energy. We checked that during the simulation the total energy and angular momentum are conserved up to the fifth decimal place. Details about the numerical method employed to solve Hamilton’s equations of motion, in conjunction with the sampling of the initial conditions, can be found in [18]. Figure 2(a) shows a three-body trajectory that results in a recombination event with a collision energy of 100 $\mu$K $\times k_B$. This particular trajectory leads to a large size ($\sim 800$ atom), very weakly bound molecular ion. Counting the fraction of trajectories that lead to molecule formation we can extract the TBR rate coefficient $k_3$ for Ba$^{+}$ + Rb + Rb. Figure 2(b) plots $k_3$ as a function of collision energy $E_{\text{col}}$. We compare these CTC calculations (diamonds) with an analytically derived scaling law [15] where $k_3 \propto E_{\text{col}}^{-3/4}$ [dashed line in Fig. 2(b)] and find very good agreement.

Strikingly, the theory prediction of $\alpha = -0.75$ does not seem to agree well with the experimentally observed value of $\alpha = -0.46(9)$ from the fit of Eq. (1) to our data. We explain this discrepancy as follows. In contrast to the theoretical approach where $k_3$ is determined for a precisely defined collision energy $E_{\text{col}}$, in the experiments we observe $\tilde{k}_3$, an average over a distribution $P(E_{\text{col}},\{E_i\})$ of collision energies, calculated as

$$ \tilde{k}_3(E_i^{\ast}) = \int k_3(E_{\text{col}})P(E_{\text{col}},\{E_i\})dE_{\text{col}}. $$

Here, $\{E_i\}$ is a list of the relevant energy scales that determine the distribution, such as the experimentally tuned $E_{\text{MM}}$ or $E_{\phi\text{MM}}$. We extract these distributions with a MC calculation based on [25]. If only a single scale $E_{\text{i}}^{\ast}$ is present, the energy distributions can be expressed as functions of the ratio $E_{\text{col}}/E_{\text{i}}^{\ast}$.

$$ P(E_{\text{col}},E_{\text{i}}^{\ast})dE_{\text{col}} = \tilde{P}(E_{\text{col}}/E_{\text{i}}^{\ast})dE_{\text{col}}/E_{\text{i}}^{\ast}. $$

Figure 3(a) shows three calculated distributions, each with its own scale $E_{\text{i}}^{\ast}$. The distributions $P(E_{\text{col}},E_{\text{MM}})$ for $E_{\text{MM}} = 1$ mK (green) and 20 mK (red) have the exact same shape, a consequence of Eq. (3). The third distribution $P(E_{\text{col}},E_{\phi\text{MM}} = 1$ mK) (blue), generated with a phase micromotion, has a somewhat different shape. Using Eq. (2) one can show that distributions that satisfy Eq. (3) translate the power law $k_3 \propto E_{\text{col}}^{-3/4}$ into $\tilde{k}_3 \propto (E_{\text{i}}^{\ast})^{-3/4}$. In our experiment, however, where at least two energy scales, $E_{\text{MM}}$ and $E_{\text{min}}$, occur, this translation of the scaling breaks down and Eq. (1) cannot be used in the data analysis anymore. Instead, we calculate $\tilde{k}_3$ with Eq. (2) to directly compare theory and experiment. The choice and magnitude of $E_{\text{MM}}$ is the only free model parameter. Here, we assume that $E_{\text{min}}$ is entirely determined by phase micromotion. $E_{\phi\text{MM}}$. The phase micromotion is chosen to be shared equally between both pairs of opposing radio frequency (rf) driven electrodes [24]. Figure 3(b) shows the experimental $\tilde{k}_3$ (full circles), together with the calculation (blue solid line) with $E_{\phi\text{MM}} = 790$ $\mu$K [30]. The shape of the theory curve describes the experimental data quite well, apart from an overall factor of about 1.1.
FIG. 3. (a) Calculated ion energy distributions \( P(E_{col}, E_1^3) \), each with a single energy scale \( E_1^3 \). An energy of \( E_1^3 = E_{MM} = 1 \) mK (20 mK) was used for the green (red) distribution. Choosing \( E_1^3 = E_{MM} = 1 \) mK produces the blue distribution, which has a different shape compared to both previous distributions. (b) Comparison of the experimental (full circles) \( \bar{k}_3 \) data as a function of \( E_{MM} \) with the full calculation (blue line). The red line is the same calculation but multiplied by 1.1.

(see blue and red solid lines). In general, the overall magnitude and energy dependence of \( \bar{k}_3 \) is reproduced by the presented \textit{ab initio} CTC treatment down to the mK regime, which is remarkable as \( E_{\text{min}} \) is the only free parameter.

We now turn to briefly discuss the molecular products after TBR. In a previous study of TBR for He, it was suggested that the binding energy of the products is correlated with the collision energy [18]. We find again the same behavior for TBR of an ion with two atoms. Figure 4(a) shows two logarithmically binned histograms of molecular binding energies after TBR. The maximum of each histogram can be considered the typical binding energy of the formed molecule as a function of the collision energy. The dashed line represents a power law fit.

In conclusion, we have investigated the energy scaling of three-body recombination in an atom-ion system down to mK energies. Single Ba\(^+\) ions in contact with ultracold Rb atoms have been used to measure the TBR rate coefficient \( \bar{k}_3 \). Utilizing classical trajectory calculations, we numerically accessed the TBR rate coefficient \( \bar{k}_3 \) for the Ba\(^+\) + Rb + Rb system for various collision energies. We find a power law scaling of the form \( \bar{k}_3(E_{col}) \propto E_{col}^\alpha \) with an exponent \( \alpha = -3/4 \). Our experimental and theoretical studies indicate that the presence of several energy scales gives rise to energy distributions of the immersed ion that impede a direct application of scaling laws to the measured data. The obtained energy scaling provides an important insight for prospects of atom-ion experiments in the ultracold regime, as the already strong TBR rate observed here will increase by another three orders of magnitude once the \( s \)-wave regime at 50 nK is reached.

This work was supported by the German research foundation Deutsche Forschungsgemeinschaft (DFG) Grant No. SFB/TRR21 and by the U.S. Department of Energy, Office of Science, under Award No. DE-SC0010545. A. K. acknowledges support from the Carl Zeiss Foundation. J. P.-R. and C. H. G. thank Francis Robicheaux for many fruitful discussions. J. H. D. and C. H. G. acknowledge inspiring interactions within program INT-14-1.

[23] The equilibration time can be estimated from the Langevin collision rate, which at our given density is about 4 ms$^{-1}$.
[26] We note that our detection scheme cannot detect a reaction if the final product (e.g., after a secondary process) is again a cold Ba$^+$ ion. From parallel experiments where we investigate the reaction products, however, we have no evidence for such a reaction outcome. In fact, our present work shows good agreement between theory and experiment if we assume that a reaction channel producing cold Ba$^+$ ions is negligible.
[30] Such a phase micromotion can be caused by a relative length difference of $\Delta l/l \approx 10^{-3}$ between the cables supplying opposing rf electrodes, which is well within the tolerances of our setup.
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We report on three-body recombination of a single trapped Rb$^+$ ion and two neutral Rb atoms in an ultracold atom cloud. We observe that the corresponding rate coefficient $K_3$ depends on collision energy and is about a factor of 1000 larger than for three colliding neutral Rb atoms. In the three-body recombination process large energies up to several 0.1 eV are released leading to an ejection of the ion from the atom cloud. It is sympathetically recooled back into the cloud via elastic binary collisions with cold atoms. Further, we find that the final ionic product of the three-body processes is again an atomic Rb$^+$ ion suggesting that the ion merely acts as a catalyst, possibly in the formation of deeply bound Rb$_2$ molecules.
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Early on in the quest for ultracold quantum gases, three-body recombination played a crucial role as a limiting factor for Bose-Einstein condensation. It was first investigated in spin-polarized hydrogen [1] and somewhat later for alkali atoms [2,3]. Recently, three-body recombination was investigated with single atom resolution [4]. Combining ultracold atoms with cold trapped ions is an emerging field where large scattering cross sections naturally come into play due to the comparatively long range $1/r^3$ polarization interaction potential. Two-body collisions between atoms and ions in the low energy regime have been recently studied [5–11]. In this Letter, we report on three-body collisions involving two ultracold $^{87}$Rb atoms and a $^{87}$Rb$^+$ ion at mK temperatures. The ion in our experiment can be regarded as a reaction center, facilitating molecule formation through its large interaction radius.

For the work presented here, it is essential that we work with ions and atoms of the same species. This renders charge transfer reactions irrelevant, which otherwise would strongly constrain our measurements. As Rb$^+$ is not amenable to laser cooling and cannot be imaged, we detect the ion and investigate its dynamics in an indirect way, i.e., through its action on the atom cloud. In our experiments, we place a single ion into the center of an atomic sample resulting in a continuous loss of atoms due to elastic atom-ion collisions. This behavior is interrupted when a highly energetic three-body process ejects the ion from the atom cloud. By examining the statistics of ion-induced atom loss in hundreds of repetitions of the experiment, we can investigate a number of important details of the three-body process, such as its quadratic density dependence, the energy that it releases, its rate coefficient $K_3$, the dependence of $K_3$ on collisional energy, and its reaction products. Furthermore, our measurements also demonstrate sympathetic cooling of an ion from eV energies down to about 1 mK using an ultracold buffer gas.

The atom-ion collision experiments are conducted in a hybrid apparatus (for details see Ref. [12]) where a single $^{87}$Rb$^+$ ion, trapped in a linear Paul trap, is brought in contact with an ultracold cloud of spin polarized $^{87}$Rb atoms ($F = 1, m_F = −1$). The atom cloud is previously prepared at a separate location from where it is transported to the Paul trap and loaded into a far off-resonant crossed optical dipole trap. The dipole trap is at first spatially separated from the trapped ion by about 50 μm. To start the atom-ion collision experiments, it is then centered on the ion with μm precision within a few 100 ms. At this point the atom cloud consists of $N_{at} \approx 4 \times 10^4$ atoms at a temperature of $T_{at} \approx 1.2 \, \mu$K and a peak density $n_{at} \approx 1.1 \times 10^{12} \, \text{cm}^{-3}$. At trapping frequencies of (190, 198, 55) Hz this results in a cigar shaped cloud with radial and axial extensions of about 10 and 35 μm, respectively.

The single Rb$^+$ ion is confined in a Paul trap driven at a frequency of 4.17 MHz resulting in radial and axial trapping frequencies of 350 and 72 kHz, respectively. As the trap is about 4 eV deep, the ion typically remains trapped for thousands of experimental cycles. It is initially produced by photoionization of an atom from a cold Rb cloud in the Paul trap [13]. Typical kinetic energies $E_{ion}$ of the ion after sympathetic cooling in the atom cloud are about a few mK · $k_B$. This energy scale is mainly set by two quantities: (1) The excess micromotion [14] in the Paul trap whose main part we can control by compensating stray electric fields [13], (2) Heating effects induced by the interplay of micromotion and elastic collisions [15–17].

As described in Ref. [8], an ion immersed in an ultracold atom cloud leads to atom loss by expelling atoms from the shallow optical trap ($\approx 10 \, \mu$K · $k_B$ trap depth) via elastic collisions. The radio frequency (rf) driven micromotion is a constant source of energy which drives these loss-afflicting collisions. Figure 1(a) shows such a decay of an atom cloud at relatively low densities ($\approx 10^{11} \, \text{cm}^{-3}$) and...
relatively high ion energies ($\sim 35 \text{ mK} \cdot k_B$ [18]). Plotted is the number of remaining atoms after an atom-ion interaction time $\tau$. Each data point corresponds to a single measurement. Overall, the plot shows a relatively smooth decay of the atom cloud with a relative scatter of the atom number of less than 10%. This changes drastically when we carry out the experiments at low ion energies ($\approx 0.5 \text{ mK} \cdot k_B$ [18]) and larger densities ($\approx 10^{12} \text{ cm}^{-3}$) [Fig. 1(b)]. Here, the scatter dramatically increases with $\tau$ and is on the order of the number of lost atoms. In Fig. 1(c) histograms are shown which contain the data of Fig. 1(b). With increasing time $\tau$, the initial Gaussian distribution develops a striking tail towards large atom numbers. At the tips of the tails we find cases where even after interaction times of several seconds barely any atoms have been lost, a signature of missing atom-ion interaction. Apparently, sporadically the ion is ejected from the atom cloud and promoted onto a large orbit for a period of time during which atom-ion collisions are negligible [Fig. 2(a)]. In principle, this is reminiscent of the energy distributions with high energy tails that have recently been predicted for trapped ions immersed in a buffer gas [15,16]. However, it turns out that such an explanation is inconsistent with our observations on the grounds of energetics and scaling. Rather, we find that it is a three-body recombination process involving the ion and two neutrals that ejects the ion from the cloud. Due to the large trap depth the ion is not lost in such an event, but it is recooled back into the cloud through binary collisions after some time.

Figure 2(b) illustrates in a simple picture how the decay of the atom number over time can follow different paths. The solid trace $T_1$ shows the case when only binary atom-ion collisions occur. Such traces result in the narrow Gaussian peak of the atom number distribution shown on the right of Fig. 2(b). Traces $T_2$ and $T_3$ exhibit three-body collisions at points $E_2$ and $E_3$. At point $R_2$ the ion reenters the atom cloud after an interruption time $t_{\text{out}}$. Rare three-body events and long times $t_{\text{out}}$ result in a long tail of the distribution. We can reproduce the histograms in Fig. 1 with a simple Monte Carlo type simulation (for details see Supplemental Material [19]). We assume an initial Gaussian distribution of the atom number which then decays exponentially with the binary atom-ion collision rate $K_2 n_{\text{at}}$. Here, $K_2$ is a rate constant given by the product

FIG. 1 (color online). Decay of the atom cloud under influence of a single trapped ion. (a) Remaining atom numbers after interaction time $\tau$ for an ion with $E_{\text{ion}} \approx 35 \text{ mK} \cdot k_B$ [18] and $n_{\text{at}} = 10^{11} \text{ cm}^{-3}$. The solid line indicates the decay of the mean atom number. (b) Same as (a) but $E_{\text{ion}} \approx 0.5 \text{ mK} \cdot k_B$ [18] and $n_{\text{at}} = 1.1 \times 10^{12} \text{ cm}^{-3}$. (c) Histograms containing the data shown in (b).
of the elastic cross section and the ion velocity. A three-body event, occurring at a rate $K_3 n_2^2$, interrupts this decay for a period $t_{out}$. As the ion can only be recooled by the atomic sample, we assume the rate for reentry of the ion into the atom cloud to be proportional to the number of atoms $1/(t_{out}) = N_{at}/c_{out}$ with $c_{out}$ being a constant that depends on the trap parameters. Figure 2(b) (right) shows exemplarily that the model can describe well the histograms in Fig. 1. In the following, we continue the analysis by studying $P_{\text{three-body}}$ which is the probability that at least one three-body process takes place within time $\tau$. For each $\tau$ we determine $P_{\text{three-body}}$ from our histograms. $P_{\text{three-body}}$ is the count number of the tail of a histogram divided by the histogram's total count number (for details see Supplemental Material [19]). Figure 2(c) shows these data for four atomic densities, including the data in Fig. 1(c). All four data sets have in common that the number of three-body events first rapidly increases and subsequently levels off. The levelling off is mainly due to the fact that the probability for a three-body reaction is strongly density-dependent. Surprisingly, in the beginning of the interaction ($\tau \leq 1 \text{s}$) only very few three-body events are detected for the lower density samples. We explain this delay by an initial phase of sympathetic cooling of the $\text{Rb}^+$ ion which experiences significant heating during the preparation (e.g., rf evaporative cooling) of the atom cloud. From numerical calculations similar to Ref. [16] we estimate that recoiling times of about 1 s in atom clouds with $n_{at} \approx 10^{12} \text{ cm}^{-3}$ correspond roughly to ion kinetic energies of a few $100 \text{ K} \cdot k_B$. The ion will typically undergo several thousand binary collisions with cold atoms until it is sympathetically recooled to $\text{mK} \cdot k_B$ energies. We are able to describe all four data sets in Fig. 2(c) consistently with our simple Monte Carlo model (continuous lines) [20]. From a fit to the data sets we obtain rate coefficients $K_2 = 5.0(5) \times 10^{-9} \text{ cm}^3/\text{s}$ and $K_3 = 3.3(3) \times 10^{-25} \text{ cm}^5/\text{s}$ and the reentry parameter $c_{out} \approx 1.7 \times 10^5 \text{ s}$. The errors given exclude systematic uncertainties in the atomic density. We note that the value for our atom-atom-ion $K_2$ rate coefficient is more than three orders of magnitude larger than the three-body coefficient for three colliding neutral $^{87}\text{Rb}$ atoms [2]. The value of $K_2$ roughly agrees with previously obtained results [7,8]. For the typical atom numbers used here the obtained value of $c_{out}$ results in several seconds of negligible atom-ion interaction following each ejection of the ion.

In order to challenge our analysis we have attempted to model the events that send the ion into orbit as two-body processes. The corresponding linear density dependence of the event rate yields inconsistent fit results such that we can exclude two-body interactions as an explanation for our data (for details see Supplemental Material [19]). As a cautionary note, we point out that three-body recombination processes to weakly bound molecular states with binding energies $\leq 10 \text{ meV}$ are not detected in our experiments as the ion will not leave the atom cloud. Thus, the true three-body coefficient may even be significantly larger.

In a further experiment, we quantify the kinetic energy gained by the ion in a three-body event. The idea is to lower the depth of the ion trap such that an ion with an energy of a few 0.1 eV escapes while a cold ion remains trapped. The experiment is performed as follows. We prepare a first atom cloud which we bring to interaction with an ion for 4 s. Similar to the previously described experiments, we measure the ion-induced atom loss from which we judge whether or not the ion has participated in a three-body event. Directly afterwards, the ion trap depth is reduced to one of 5 values $U_{\text{red}}$ by lowering one of the end cap voltages of the Paul trap within 300 ms. The voltage is held at this value for 200 ms and ramped back up within 200 ms. Subsequently, we probe the ion’s presence in the trap via the loss it inflicts on a second atom cloud. This cloud is prepared within 40 s and contains about $5 \times 10^4$ atoms. Figure 3(a) shows the remaining atom number of the atom cloud after 6 s of interaction time [21]. An atom number $\leq 1 \times 10^4$ indicates the presence of an ion while a number around $4.5 \times 10^4$ shows its absence. The clear splitting of the two groups of data allows for ion detection with an efficiency close to unity. Figure 3(a) contains two different plot symbols, distinguishing two classes of ions. Black squares correspond to ions that have participated in a three-body event within the first atom cloud while grey circles correspond to ions where only binary collisions were detected. We now analyze the data points of

FIG. 3 (color online). (a) Probing the ion’s presence using an atom cloud. A low (high) remaining atom number $N_{at}$ signals the presence (absence) of an ion. For better visibility, we have slightly offset in energy the black squares corresponding to ions that have participated in a three-body process from the grey circles corresponding to ions where purely binary collisions were detected. (b) Ion loss probability $P_{\text{loss}}$ calculated from the data in (a). The continuous lines are fits to the data using a broadened step function. The trap depths $U_{\text{red}}$ are determined for our Paul trap geometry using methods detailed in Ref. [22] for both $\text{Rb}^+$ (bottom abscissa scale) and $^{87}\text{Rb}^+$ (top). A trap with negative trap depth value is nontrapping.
From the energy offset between the two fit curves we determine the energy released in the three-body process, as derived from the simulation is also given (see text for details). We note that for trap depths $E_{\text{ion}}$ = 25 eV the energy can be expressed as $E_{\text{ion}} = c_{\text{dyn}} E_{\text{EMM}}$ [18]. $c_{\text{dyn}}$ is a constant which depends on the atom-ion mass ratio and the spatial extension of the atom cloud and for our experiments can be estimated to be about 2 [16]. We attempt to describe our data with a power-law dependence of the form $K_1 \propto E_{\text{ion}}^{\alpha}$ within our simulation. Good agreement with the data is achieved for $\alpha = -0.43$. $E_{\text{res}} = 370 \mu \text{K} \cdot k_0$ and a maximal value for $K_1$ of $2.75 \times 10^{-25} \text{cm}^6/\text{s}$ [solid trace in Fig. 4(b)]. For comparison, curves for exponents $\alpha = -0.5$ and $\alpha = -0.33$ (dashed and dotted traces, respectively) are shown as well. A residual energy $E_{\text{res}} = 370 \mu \text{K} \cdot k_0$ is a reasonable value for our current setup and in agreement with other measurements of ours [13].

In conclusion, we have studied three-body recombination involving a single trapped ion and two of its parent atoms at collision energies approaching the sub-mK regime. With a relatively simple model we can understand the two- and three-body collision dynamics and extract corresponding rate coefficients. We observe an increase of the three-body rate coefficient with decreasing collision energy, a behavior that can be expected to become crucial for future experiments targeting even lower temperatures. After a three-body event, ion energies on the order of 0.4 eV were measured, indicating that deeply bound molecules have been created. Since we have not observed $\text{Rb}_2^+$ ions, the formation of $\text{Rb}_2$ seems probable. The ion would then act as an atomic size catalyzer at mK temperatures.

The authors would like to thank Kilian Singer, Piet Schmidt, David Hunne, Olivier Dublieu, and Brett Esry for helpful discussions and information. This work was supported by the German Research Foundation DFG within the SFB/TRR21.

[18] Due to the nonthermal energy distribution of the immersed ion, [15,16] we use the median as an energy measure.
[20] The initial cool down time is accounted for by adjusting the starting time for each data set.
[21] We deliberately apply an offset electric field of about 6 V/m to increase the excess micromotion energy. In this way, we make three-body reactions unlikely and induce a rapid loss of atoms through binary atom-ion collisions.
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1. Method to determine \( P_{\text{threebody}} \)

\( P_{\text{threebody}} \) is the probability for at least one three-body process to happen within time \( \tau \). We describe here in more detail how we extract \( P_{\text{threebody}} \) from an atom number histogram. Fig. 1 shows such a histogram which consists of two components: a Gaussian distribution on the left hand side and a tail on the right hand side. We assume that only counts outside the Gaussian (i.e. within the tail) correspond to experimental runs with atom-atom-ion three-body events. Then,

\[
P_{\text{threebody}} = \frac{\text{Sum of all counts in the tail}}{\text{Total number of counts of histogram}}.
\]

A Gaussian fit to the peak on the left hand side of the histogram separates the tail from the Gaussian distribution. For the fit we use the data points roughly up to the top of the peak of the distribution (solid line in the figure). In addition, we estimate the uncertainty of \( P_{\text{threebody}} \). For this, we vary the number of columns used for the fit and record the corresponding fluctuations of the fit results.

2. Description of the numerical simulation

Based on Monte Carlo techniques, we have implemented a simple numerical simulation of the atom-ion interactions. The simulation takes into account the binary atom-ion collisions leading to atom loss, recooling of the ion and the three-body events which eject the ion from the atom cloud.

Initially the ion is positioned at the center of the atom cloud. Time advances in small steps \( \Delta t \). The evolution of atom number \( N_{\text{at}} \) and density \( n_{\text{at}} \) (for the time being) follows

\[
N_{\text{at}}(t + \Delta t) = N_{\text{at}}(t) - K_2 n_{\text{at}}(t) \Delta t
\]

and

\[
n_{\text{at}}(t + \Delta t) = n_{\text{at}}(t) \frac{N_{\text{at}}(t + \Delta t)}{N_{\text{at}}(t)}.
\]

Thus, in our simple model two-body collisions lead to an exponential decay of the atom number, which is a sufficiently good approximation of the observed behavior. We neglect ion-induced temperature changes of the atom cloud which would lead to corrections of the density evolution.

The possibility of a three-body event is included in the simulation in a probabilistic way. We compute

\[
\wp_{\text{threebody}} = K_3 n_{\text{at}}(t)^2 \Delta t
\]

which is the probability that within the time step \( \Delta t \) a three-body event will take place. If the three-body event does happen, the simulation stops the evolution of \( N_{\text{at}} \) and \( n_{\text{at}} \) until a reentry of the ion into the atom cloud takes place. The probability for the reentry within a time step \( \Delta t \) is

\[
\wp_{\text{reentry}} = \frac{N_{\text{at}}(t)}{\text{cont}} \Delta t.
\]

The simulation runs until the total interaction time \( \tau \) is reached. By performing many runs of the simulation we arrive at the atom number distribution in figure 2b and the averaged values for \( P_{\text{threebody}} \) in figures 2c and 4 of the main text.

3. Modelling of the ion ejections as two-body events

An important test of our interpretation of the experimental data is the comparison with a model that does not contain three-body collisions. Instead, events sending the ion onto large orbits are also modelled as two-body processes. We can adapt our simulation of the previous section by simply replacing the probability density \( \wp_{\text{threebody}} \) by \( \wp_{\text{twobody}} \) where

\[
\wp_{\text{twobody}} = K_2 n_{\text{at}}(t) \Delta t.
\]

Fig. 2 shows the simulation results using a best fit value of \( K_2 = 2.0 \times 10^{-13} \text{ cm}^3/\text{s} \). While a data set for a single density can still be described reasonably well, this clearly does not work for all four sets with a single \( K_2 \) rate constant. Thus we exclude two-body interactions as the cause of the ion-ejection.
FIG. 2. Data points from Fig. 2c of the main text and results of simulations of the ion ejection as two-body events.
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We report on a sensitive method to minimize excess micromotion of an ion in a Paul trap. The ion is placed in an ultracold cloud of neutral Rb atoms in which ionic micromotion induces atomic losses and heating. Micromotion is minimized by applying static electric offset fields such that both loss and heating are minimized. We achieve a compensation on the level of the most precise compensation methods to date. In contrast to these methods, our scheme is applicable even for ions that cannot be optically probed. Furthermore, it avoids the formation of atomic losses and heating. Micromotion is minimized by applying static electric offset fields, thus minimizing excess micromotion.

In the last decades, there has been tremendous progress in experiments with ions confined in Paul traps. Single or well-defined numbers of ions have been prepared and manipulated on the quantum level.1–4 Laser cooling and manipulation of these strongly isolated quantum objects can then be used for precision spectroscopy, quantum simulation, and quantum computation. For such experiments, control over the ionic excess micromotion is a pre-condition. Furthermore, a young line of research investigates cold collisions between trapped ions and ultracold neutral atomic gases.5–10 Here, excess micromotion sets the dominant energy scale and it needs to be compensated with high precision to reduce the atom-ion collision energies to the mK regime and beyond.

Micromotion is a driven oscillatory motion of the ions in the radio frequency (rf) field of the Paul trap. Ideally, the ion is trapped at a node of the rf field, where micromotion is minimal. However, possible stray electric fields displace the ion from this location and into trap regions with increased rf fields. These in turn increase the micromotion amplitudes by inducing the so-called excess micromotion. This micromotion contribution thus needs to be minimized by compensating the stray electric fields. To date, a number of methods have been devised to accurately compensate excess micromotion, all of which employ resonant scattering of light off the ion. Such methods employ, e.g., motional side-band spectroscopy,11–13 photon correlation measurements,11,14 precise position detection of the ion while changing the rf confinement,11 or detection of ionic motional excitation when resonantly modulating the ion trap potential.15,16 For the ionic species typically used in these experiments, resonant light at wavelengths below 500 nm is needed. This is known to produce unstable patch charges on dielectric surfaces making frequent readjustments of the compensation voltages necessary. Also, the laser-based compensation methods fail when working with “dark” ions, such as Rb+1, where optical transitions are not accessible.

Here, we present a compensation method where ionic micromotion is probed by immersing a single ion into an ultracold 87Rb atom cloud. The ion collides with the atoms at typical rates of several kHz. Since the atomic temperatures Ta in our experiments are on the order of 1 μK, the dominant energy scale for these collisions is set by the ion micromotion which typically is orders of magnitude larger. Through the collisions, energy is transferred from the ion to the atoms.6,7,17 If the transferred energy is larger than the atom trap depth, the colliding atom will be lost. Otherwise, the atom remains trapped and eventually rethermalizes with the rest of the cloud leading to an increase of the atomic temperature. After several seconds of immersion and typically many thousand collisions, we detect both the number of remaining atoms and the final atomic temperature by standard absorption imaging techniques. In an iterative process, we minimize the loss and heating of the atom cloud by applying electric compensation fields, thus minimizing excess micromotion.

The experiments are performed with 87Rb+ ions confined in a linear Paul trap of which the design is discussed in detail in Ref. 18. The effective radial distance from the trap center to the four rf electrodes is R = 2.6 mm and the trap is driven at a frequency of Ω = 2π × 4.17 MHz and an amplitude of V0 = 500 V. The endcap electrodes are supplied with static voltages of about 8 V. This configuration results in trapping frequencies of ω0/2π = 2π × (350, 51) kHz. To compensate radial ion micromotion, we apply electric offset fields perpendicular to the trap axis by using two pairs of compensation electrodes.

We begin our investigations by immersing the ion into the center of a comparatively dilute atom cloud which is held in a far-detuned optical dipole trap.7 At atomic trap frequencies of (136, 141, 40) Hz, initial atom number Na = 1.1 × 1011, and temperature Ta = 1.1 μK, the initial atomic peak density is na = 1 × 1011 cm−3. The atom clouds are reproduced within an experimental cycle time of about 30 s with fluctuations in atom number of less than 5%, even for thousands of experimental cycles.

Figure 1(a) shows both decay and heating of the atom cloud as a function of the interaction time τ when exposed to a single ion. This measurement was performed for two micromotion settings as determined by the radial electric offset field ϵr. For a small offset field (ϵr < 0.1 V/m, blue data points), atom loss and heating are suppressed as compared to a field of ϵr = 4 V/m (black data points). In addition to the electric fields, also the number of trapped ions obviously strongly
affects the losses and heating of the atom cloud. As we want to carry out all our minimization experiments with a single ion, we have developed a way to determine the ion number in the cloud by simply looking at atomic losses. Fig. 1(b) shows a histogram of about 1000 atom loss experiments where atomic clouds \( N_{\text{at}} = 1.1 \times 10^5, n_{\text{at}} = 3 \times 10^{12} \text{ cm}^{-3} \) were exposed to a variable number of trapped Rb\(^+\) ions for 2 s at electric fields of several V/m. The well separated peaks of the distribution of the histogram reflect the number of trapped ions, as indicated in the graph. As an example, an atom number around \( 6 \times 10^4 \) indicates the presence of a single trapped ion. We then use such a single ion for the investigations of ion micromotion.

We now perform a first micromotion compensation measurement for which we immerse the single ion for a fixed interaction time \( \tau = 8 \text{ s} \) into the dilute atom cloud \( N_{\text{at}} = 1.1 \times 10^5, n_{\text{at}} = 1 \times 10^{11} \text{ cm}^{-3} \). We vary the radial electric fields between \( e_r = \pm 5 \text{ V/m} \) and measure the final atom numbers and temperatures (Fig. 2). At each electric field setting, we perform about 15 individual measurements which are shown as the scattered grey points in the figure. Each data point was measured with a freshly prepared atom cloud. While most of these points lie within a relatively small range of scatter, there are some extreme outliers with almost no atom loss or heating effect (best seen in Fig. 2(a)). These extreme events occur predominantly when ion micromotion is well compensated and are explained by three-body recombination processes between the ion and two neutral atoms, as described in detail in Ref. 19. Briefly, the energy released upon recombination ejects the ion from the atom cloud so that atom-ion collisions temporarily stop and no more losses occur. In the measurement shown in Fig. 2, the atomic density is low enough that three-body recombination processes are quite rare.

At this point of our investigations, we want to suppress their influence on the data. To do this, we first determine the mean atom number and temperature at each interaction time from all data points at this field setting. Then, we ignore those data points which lie outside a 2 \( \sigma \) environment around these mean values and average over the remaining measurement outcomes. In this way, the influence of the extreme events is filtered out to a large part and the mean values given in Fig. 2 contain almost exclusively two-body atom-ion collisions.

Figure 2 shows a monotonic dependence on the electric field strength \( |e_r| \), both in the atom numbers and the atomic temperatures. Atom losses and heating are minimal for a vanishing offset field. Furthermore, as one might expect, the data are symmetric with respect to the sign of the electric field. Scans of this type can be used to minimize electric fields with a sensitivity given by how precisely we can determine the center of the peak (dip). Fitting a parabola to the data (see insets in Fig. 2) allows us to extract the optimal

![FIG. 1. Atomic signals after atom-ion interaction. (a) Evolution of atom numbers (upper panel) and atomic temperatures (lower panel) during interaction with a single ion. The measurement was performed both for \( e_r = \pm 0.1 \text{ V/m} \) (blue data points) and for \( e_r = 4 \text{ V/m} \) (black data points). (b) Histogram of remaining atom numbers after exposing about 1000 atom clouds for 2 s to a variable number of trapped ions. The peak structure of the histogram indicates that the atom number decreases in nearly discrete steps with an increasing number of ions in the trap (indicated on the top axis). This result is used to determine an unknown number of ions in the trap by measuring the losses that the ions inflict on a cold atom cloud.](image1)

![FIG. 2. Micromotion compensation using a dilute atom cloud. Insets: Parabolas are fitted locally to the atom number maximum and the temperature minimum. This allows for electric field compensation down to \( \Delta e_r < 0.05 \text{ V/m} \).](image2)
electric field setting to within $\Delta \varepsilon_r < 0.05 \text{ V/m}$. A corresponding parameter of crucial importance in cold atom-ion interactions is the average micromotion energy

$$E_r = \frac{m_{\text{ion}}}{16} (q_r \Omega)^2,$$

where $m_{\text{ion}}$ is the ionic mass, $q_r = 2ea_0/(m_{\text{ion}}R^2 \Omega^2) \approx 0.24$ and $r = e_0 k_0/(m_{\text{ion}} \Omega^2)$ is the displacement of the ion from the rf node. Using Eq. (1), we derive a residual radial micromotion energy of $E_r = \hbar_B \times 3.2 \mu \text{K}$ from our uncertainty in the electric offset field $\varepsilon_r$.

It turns out that we can increase the sensitivity by carrying out the measurement using a larger and denser atom cloud ($N_{\text{at}} = 9 \times 10^{12}$; $n_{\text{at}} = 1.5 \times 10^{13} \text{ cm}^{-3}$). The increase in density by more than an order of magnitude compared to the previous measurement strongly increases the three-body atom-ion recombination rate. This can be seen when comparing the data scatter in Figs. 3 and 2(a). Especially for small electric fields $\varepsilon_r$ the scatter in Fig. 3 is large, indicating that nearly every atom-ion interaction period includes at least one three-body event. Thus, it does not make sense to sort out data with three-body events. We simply take the mean of all data points. Oddly, this changes the form of the data curve (as compared to Fig. 2(a)) which is now cusp-shaped. The cusp can be explained by two facts: (1) Three body-recombination events in general lead to an increase in the final atom number, as an ejected ion does not kick out atoms. (2) The probability for three-body events increases strongly with decreasing micromotion. As seen in the inset of Fig. 3(a), a parabola is not the ideal fit to the cusp. A cusp function such as $c_1 |\varepsilon_r - c_2|^2 + c_3$, where $c_{1,2,3}$ are fit parameters, does much better. We obtain an uncertainty of $\Delta \varepsilon_r < 0.02 \text{ V/m}$ which corresponds to a micromotion energy $E_r = \hbar_B \times 0.6 \mu \text{K}$.

The data shown in Figs. 1–3 are obtained by varying electric offset fields in the vertical direction, perpendicular to the trap axis. Measurements in the horizontal direction are performed in a similar way with similar results. In a symmetrically driven linear Paul trap, ideally, there is no micromotion along the trap axis. We drive our trap in an asymmetric way where two of the four rf electrodes are grounded. This leaves to non-vanishing rf fields (and micromotion) everywhere along the trap axis except in the central point (see schematic in Fig. 4), analogous to the radial directions. Although these axial rf fields are significantly weaker than the corresponding radial ones, they still result in large micromotion energies if the ion is strongly shifted from the trap center. Due to the small axial trapping frequency of about 50 kHz, ions in our trap are highly susceptible to electric stray fields in axial direction. We adjust the axial offset electric fields by changing the voltage on one of the endcap electrodes. Figure 4 shows a scan over several V/m which moves the ion through the entire atom cloud. The inner parabolically shaped parts of the data around $\varepsilon_r = 0$ are similar to the curves in Figs. 2 and 3. The outer wings, however, mainly reflect the decrease of the density at the edge of the atom cloud. Here, the ion probes the Gaussian density distribution of the atoms (as discussed in Ref. 7). Again, fitting a parabola to the central region of Fig. 4 we obtain an electric field uncertainty of $\Delta \varepsilon_r < 0.06 \text{ V/m}$ which corresponds to a positional accuracy of $\Delta z < 0.7 \mu \text{m}$ and a residual axial micromotion energy $E_z = \hbar_B \cdot 21 \mu \text{K}$. Thus, the micromotion energy is significantly larger than for the radial directions. Stronger axial confinement of the ion would increase the achievable positional accuracy of this measurement and thereby reduce the corresponding micromotion energy.

The micromotion minimization scheme using atomic probes works in all three spatial dimensions. This is a great advantage as it relaxes the experimental complexity, e.g., in terms of optical access to the trap center. Practically, however, a good compensation in one direction requires an iterative process of compensating all three dimensions. Only then can the micromotion energy of the ion be significantly reduced. Indeed, the data shown in this work were acquired after micromotion in the remaining two dimensions had already been minimized.

FIG. 3. Same as Fig. 2 but using an atomic sample at a density of $n_{\text{at}} \approx 1.5 \times 10^{12} \text{ cm}^{-3}$. The additional effects of three-body atom-ion recombination increase the electric field sensitivity and allow for field compensation down to $\Delta \varepsilon_r < 0.02 \text{ V/m}$.

FIG. 4. Influence of axial ion micromotion on atom number and atom temperature. By scanning the electric field $\varepsilon_r$, the ion is moved across the atom cloud. Losses and heating are a convolution of both micromotion and atomic density. The parabolic fits allow us to determine the electric field uncertainty to $\Delta \varepsilon_z < 0.06 \text{ V/m}$ and the position of the rf frequency node to within $\Delta z \approx 0.7 \mu \text{m}$. 
To verify that the atom-based micromotion compensation yields the same optimal electric field settings as established optical methods, we perform measurements on a single $^{138}$Ba$^+$ ion with no atom cloud being present. We laser cool the ion and detect its fluorescence on a charge-coupled device camera. We use two micromotion minimization methods: (1) minimizing position changes of the ion when changing the trap frequency of the Paul trap [1] and (2) minimizing motional excitation of the ion while modulating the rf with the trap frequency. With these methods we are able to compensate radial electric fields to about 0.1 V/m and to position the ion axially to better than 1 μm (corresponding to $\Delta E_z \approx 0.09$ V/m).

In order to benchmark our minimization method, we compare its accuracy to the ones of various optical methods, as reported in the literature. Table I lists the field uncertainties $\Delta E_x, z$, the motional micromotion amplitudes $u_x, z$, and the micromotion kinetic energies $E_{k,x,z}$ for a variety of species and ion traps. Care has to be taken when directly comparing the results, as the set-ups, trap frequencies, and rf-drive frequencies differ substantially. Nevertheless, the table shows that atom-based micromotion compensation is as precise as the reported values achieved with optical methods.

In conclusion, we have presented a method to compensate ion excess micromotion in a Paul trap. The trapped ion is immersed into an atomic cloud. Micromotion is detected in terms of atomic loss and heating of the cloud as induced by two-body and three-body collisions between ion and atoms. Our minimization results are as precise as reported values for fluorescence-based detection methods. While our minimization method is certainly somewhat slower than most optical techniques: (1) minimizing position changes of the ion due to phase differences of opposing rf electrodes of the trap, (2) minimizing motional excitation of the ion while modulating the rf with the trap frequency. With these methods we compare its accuracy to the ones of various optical methods, as reported in the literature. Table I lists the field uncertainties $\Delta E_x, z$, the motional micromotion amplitudes $u_x, z$, and the micromotion kinetic energies $E_{k,x,z}$ for a variety of species and ion traps. Care has to be taken when directly comparing the results, as the set-ups, trap frequencies, and rf-drive frequencies differ substantially. Nevertheless, the table shows that atom-based micromotion compensation is as precise as the reported values achieved with optical methods.

Table I. Comparison of commonly used figures of merit to quantify ion micromotion. Residual electric field uncertainties $\Delta E_{r,z}$ and corresponding micromotion amplitudes $u_{r,z}$ are given along with the trap drive frequency and the secular frequencies. The first seven rows show values extracted from information of the given references. The last row gives the values obtained in this work.

<table>
<thead>
<tr>
<th>Ion species</th>
<th>Ref.</th>
<th>$\Delta E_r$ [V/m]</th>
<th>$u_r$ [nm]</th>
<th>$E_r$ [µkK]</th>
<th>$\Delta E_z$ [V/m]</th>
<th>$u_z$ [n]</th>
<th>$E_z$ [µkK]</th>
<th>$\Omega/2\pi$ [MHz]</th>
<th>$\omega_x/2\pi$ [MHz]</th>
<th>$\omega_z/2\pi$ [MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{138}$Ba$^+$</td>
<td>13</td>
<td>1.8</td>
<td>7</td>
<td>230</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>5.3</td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>$^{172}$Yb$^+$</td>
<td>14</td>
<td>0.9</td>
<td>1.1</td>
<td>175</td>
<td>0.3</td>
<td>0.2</td>
<td>5.4</td>
<td>25.7</td>
<td>0.48</td>
<td>0.12</td>
</tr>
<tr>
<td>$^{40}$Ca$^+$</td>
<td>15</td>
<td>0.4/2.5</td>
<td>6/40</td>
<td>380/17000</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>15</td>
<td>1.2/1.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$^{27}$Al$^+$</td>
<td>21</td>
<td>7</td>
<td>2.5</td>
<td>710</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>59</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>$^{88}$Sr$^+$</td>
<td>22</td>
<td>1</td>
<td>0.8</td>
<td>33</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>22</td>
<td>3.6</td>
<td>3.1</td>
</tr>
<tr>
<td>$^{40}$Ca$^+$</td>
<td>23</td>
<td>0.4</td>
<td>0.4</td>
<td>4.8</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>23.5</td>
<td>3.4</td>
<td>1.2</td>
</tr>
<tr>
<td>$^{25}$Mg$^+$</td>
<td>24</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>0.2</td>
<td>0.75</td>
<td>25</td>
<td>4.5</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$^{87}$Rb$^+$</td>
<td>0.02</td>
<td>0.5</td>
<td>0.5</td>
<td>0.06</td>
<td>3.4</td>
<td>21</td>
<td>4.17</td>
<td>0.35</td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>
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20. To calculate $E_r$ we use Eq. (1) and replace $q_r$ and $r$ by $q_z$ and $z$. In our trap $q_z \approx 0.04$. $q_r \approx 0.01$.
Long-term drifts of stray electric fields in a Paul trap

A. Härter · A. Krückow · A. Brunner · J. Hecker Denschlag

1 Introduction

Paul traps have become essential tools in widely different fields of research ranging from quantum information [1–3] and quantum simulation [4] to precision metrology [5] and cold collisions between ions and neutrals [6–11]. The further development of all these lines of research hinges on continuing improvements of the Paul trap architectures and on a better understanding of the current experimental issues.

Ideally, a single ion in a Paul trap is only subjected to the electric fields generated by the voltages applied to the trap electrodes. However, even small spatial variations of the electrode surface potential (i.e. patch potentials) in the vicinity of the trap center create stray electric fields that significantly perturb this ideal configuration. This leads to undesired experimental complications. Quasi-static stray fields lead to positional shifts of the trapped ion [12–19] and thus to excess micromotion [20]. Rapidly fluctuating stray fields lead to ion heating [15–18, 21–25].

For the following discussion, we will formally group patch potentials into two categories. Patch potentials of category 1 can decay via electronic discharge currents, similar to a capacitor that is shorted with a resistor. Thus, their evolution is in general governed by the motion of electrons. For example, the photoelectric effect can generate charges on the dielectric surfaces of the Paul trap. These surfaces could be the trap mounts but also insulating oxide layers on the trap electrodes. The photoelectric effect typically appears with light at wavelengths below about 500 nm. As most of the trapped ion species require light at such “blue” wavelengths for laser cooling and interrogation, light-induced patch charges will continuously be created while the experiments are carried out. In addition, patch potentials of category 1 can also be...
generated in other ways such as the direct deposition of electrons and ions on dielectric surfaces (see e.g. [14]).

Patch potentials of category 2 are stable as long as the surface atoms do not move. They are due to a spatial variation of the material’s work function which depends on its composition, its crystal orientation, and its surface adsorbates [26, 27]. Surface adsorbates can be elements or compounds which are physically or chemically bound onto the surface. Crystal orientation comes into play for neighboring grains in a polycrystalline structure. A change in composition comes about, e.g. when two different metals are brought into contact. This gives rise to the contact potential, i.e. the difference of the work functions of the two metals. Ion traps are often loaded from atomic beams that are directed toward the trap center. If the atomic beam hits the Paul trap electrodes, atoms are deposited on the electrode surface, potentially forming contact potentials. Furthermore, as previously mentioned, the formation and deposition of chemical compounds on the trap surface can also create electric stray fields.

Patch potentials of both categories have been observed to cause deteriorations of Paul traps leading to strong ion heating effects [15–17, 21–25]. However, the influence and evolution of the patch potentials of category 2 was often masked by the presence of photo-induced patch potentials.

Here, we study the long-term dynamics of quasi-static electric fields in a Paul trap in an environment where we systematically suppress both continuous surface contamination and continuous photo-induced patch charge buildup. We observe smooth drifts of the quasi-static electric stray fields on various timescales from days to months. We interpret these different timescales as indications of different physical and chemical processes that take place. For example, electric fields induced by the exposure of the trap to laser light typically decay within a few days. Fields induced by creating an atomic beam using a barium oven show slower dynamics on the order of months. After longer time periods without surface contamination and photo-induced charging, the stray electric fields settle smoothly toward a stable value with very small residual drifts as low as 0.03 V/m per day.

In our setup, we achieve the suppression of surface contamination and photo-induced patch charges as follows. We create and probe ions (Rb+) in a linear Paul trap by using only near-infrared light sources (λ = 780 and 1,064 nm) and small clouds of ≈ 10^5 ultracold Rb atoms, which have previously been optically transported into the chamber [28]. Thus, the net flux of atoms into the chamber is negligible. We measure the electric stray fields by applying compensating electric fields until the excess micromotion of the ion is minimized [29].

2 Experimental setup and methods

The design of our linear Paul trap is shown in Fig. 1. The effective distance from the trap center to each of the four radiofrequency (rf) electrodes is 2.6 mm, while the distance to the endcap electrodes measures 7 mm. To create radial confinement, a voltage driven at a frequency of 4.17 MHz with an amplitude of 500 V is applied to two of the rf electrodes while the other two are held at ground potential. Axial confinement is generated by applying static voltages of about 8 V to the two endcap electrodes. Under these experimental conditions, an 87Rb+ ion is confined at radial trapping frequencies of about 350 kHz and an axial trapping frequency of about 50 kHz. The total depth of the trap is on the order of 4 eV and allows for ion storage times of many days, even without any type of cooling. The Paul trap is part of a hybrid atom-ion trap setup that brings the trapped ion into contact with an ultracold cloud of atoms [30]. Ensembles of 87Rb atoms are prepared in a separate vacuum chamber and transported into the Paul trap using a long-distance optical transport line. They are then loaded into a crossed dipole trap where further evaporative cooling down to typical temperatures of 700 nK is performed. The atom numbers typically range between 10^5 and 10^6 atoms.

Both the optical transport and the crossed dipole trap are implemented using several W of laser power at a wavelength of 1,064 nm. To perform absorption imaging of the atoms, resonant laser light at 780 nm is used. After this destructive imaging process, a new atom cloud is prepared within 30 s for the next measurement. To load an ion, a Rb atom cloud with a density of several 10^15 cm^-3 is prepared and positioned at the center of the Paul trap. Three-body interactions are negligible. We create and probe ions (Rb+) in a linear Paul trap by using only near-infrared light sources (λ = 780 and 1,064 nm) and small clouds of ≈ 10^5 ultracold Rb atoms, which have previously been optically transported into the chamber [28]. Thus, the net flux of atoms into the chamber is negligible. We measure the electric stray fields by applying compensating electric fields until the excess micromotion of the ion is minimized [29].

![Fig. 1 Paul trap with mounts. The trap consists of four rf electrodes (blue), two endcap electrodes (yellow), and two pairs of compensation electrodes (green). The mounts for the trap and the barium oven are made of MACOR. The aperture plate was installed to reduce the amount of barium deposited on the trap electrodes.](image-url)
recombination processes in the atom cloud produce \( \text{Rb}_2 \) molecules that are subsequently ionized by a REMPI process using photons from the dipole trap laser [28]. Subsequently, the molecular \( \text{Rb}_2^+ \) ions quickly dissociate via collisions with neutral atoms and finally yield \( \text{Rb}^+ \) ions.

To detect the number of trapped \( \text{Rb}^+ \) ions and measure their micromotion, we employ a sensitive probing scheme using ultracold atomic clouds [29]. For this, we immerse the ions into clouds consisting of about \( 10^5 \) atoms at densities around \( 10^{12} \text{ cm}^{-3} \). After a few seconds of interaction time, we detect the final atom number and atom temperature which depend on the number of ions and their micromotion. This enables us to reliably work with a single ion and, by minimizing its excess micromotion with the help of electric compensation fields, to measure the stray electric fields acting on the ion [20, 29]. Due to the production time required for the atom clouds, an electric field measurement requires about an hour of measurement time, resulting in a limited temporal resolution. The measurement precision is high and typically ranges around 0.1 V/m for the results presented here.

3 Results

As a first step, we investigate the susceptibility of our trap setup with respect to laser light at various wavelengths that are available in our laboratory (Fig. 2). For these and the following measurements, each laser beam propagates through the center of the ion trap in horizontal direction at an angle of 45° with respect to the trap axis. In particular, the laser beam and its specular reflection from the vacuum windows do not directly impinge on any trap electrode or trap mount. Only some stray scattered light from the windows illuminates the trap parts diffusely and quite evenly. Both the trap electrodes and the trap mounts can be “charged up” via the photoelectric effect. The trap mounts and the mounts for the barium oven are made of machinable glass-ceramic (MACOR), which is very susceptible for accumulating charges. Charges can also accumulate on the trap electrode surfaces as these often feature undesired insulating coatings such as oxide layers. As expected, for wavelengths below 500 nm, we find a sharp increase in light-induced buildup of electric fields (see Fig. 2). For 780 nm or the even longer wavelength of 1,064 nm, we did not detect any measurable light-induced electric fields.

In general, we find the photo-induced stray electric fields to be pointing mostly in vertical (+y-axis) and axial (+z-axis) direction. There might be a number of reasons how this asymmetry in the direction of the electric stray field comes about. One reason could be that the laser light illuminates the trap setup asymmetrically. However, we can exclude this possibility as the field direction is quite insensitive to changes in the propagation direction of the laser light, in particular when it is flipped by 90° in the horizontal plane. Another possible explanation for the asymmetry could be the presence, e.g. of a single dust particle on the trap electrodes, which is something we cannot rule out. An obvious asymmetry, however, is already inherent in our Paul trap setup due to the location of the mount and aperture plate of the barium oven (see Fig. 1, lower right). Indeed, we estimate that these two parts (which are made of MACOR) can lead to significant electric stray fields at the location of the ion. For one, they can potentially be charged to voltages of up to 500 V, as determined by the amplitude of the rf trap drive. (The rf fields prevent the patch potentials from saturating at a low voltage, the value of which would be normally set by the difference of the work function and the photon energy.) Secondly, our trap geometry is relatively open such that external electric fields can penetrate quite well to the position of the ion. We cannot deterministically charge the aperture plate or the oven mount to a certain voltage in order to test their effect on the electric field at the position of the ion. However, we can apply voltages to the Ba oven itself which should create electric fields of similar magnitude and orientation. We find that a voltage of 1 V on the oven indeed results in a dominant electric field contribution of +0.1 V/m in y-direction. The other two field components are each about a factor of 6 smaller (−0.016 V/m in x-direction and +0.016 V/m in z-direction). These values set a lower bound to the expected fields originating from a charged aperture plate which is located closer to the ion than the oven.

Next, we start a long-term experiment where we monitor the evolution of all three spatial components of the stray electric field over a time span of about 4 months (Fig. 3). Before the start of these measurements, the ion trap was operated with Ba\(^+\) ions so that both the barium oven and the necessary lasers were frequently used. Consequently, there is a substantial stray electric field to begin with. During the measurements (except for two short occasions),
the whole experimental setup is almost entirely shielded from ambient light by means of light-tight protective covers to avoid any patch charge buildup. All three electric field components (in x-, y-, z-direction) show a more or less monotonic decay and converge toward long-term limits which are each set to $\Delta e = 0$ in the plot. The solid lines in Fig. 3 are double-exponential fits of the form

$$e(t) = \Delta e_1 \exp(-t/\tau_1) + \Delta e_2 \exp(-t/\tau_2),$$

where $\Delta e_{1,2}$ are the electric field shifts and $\tau_{1,2}$ are the time constants of the exponential decay curves. For the two radial directions (x- and y-directions), we find relatively rapid initial decays with time constants $\tau_1 = 0.3$–2.7 days (see inset of Fig. 3) and subsequent slow decays with $\tau_2 \approx 90$ days. In axial direction, the time constants are 0.6 and 18 days. For all three directions, the slow decays are dominant as they account for roughly 80–95% of the electric field shifts (see Table 1).

On two occasions ($t \approx 70$ and $t \approx 100$ days), the light-tight protective covers around the experimental setup had been subjected to any light below a wavelength of 780 nm. Solid lines are double-exponential fits with long-term time constants on the order of 3 months. Offsets of the electric fields are chosen such that $\Delta e$ converges toward 0 in the long-term limit. Inset zooms into the initial field evolution with time constants of 0.3 and 2.7 days (cf. Table 1)

After about 100 days, the daily drift of the vertical field was below 0.03 V/m yielding extremely stable experimental conditions. In addition, this slow drift allows for a precise prediction of the expected electric fields at a given time so that the field compensation can be adjusted without requiring additional measurements.

We explain the evolution of the photo-induced stray fields as follows: Initially, the photoelectric effect generates charges on electrically isolated surfaces resulting in electric stray potentials. Over time these potentials discharge by the finite resistivity of the material. In case of a charging of the aperture plate or the oven mount, we can estimate it is clear that timescales for the discharging of the MACOR parts should not be much longer than a few days. The fact that we observe not only a single timescale for the field decay indicates that there is more than one contribution to the stray fields. A charged up MACOR part might exhibit a different discharge behavior than a dust particle or an isolated patch on the electrode surface. In any case, the data in Fig. 4 and especially in Fig. 3 (at $t \approx 70$ and $t \approx 100$ days) clearly indicate that photo-induced fields always decay on a timescale faster than 2 weeks. The question is then how the very slow drift taking place over about 90 days can be explained (see Fig. 3). Our observations suggest that the electric fields linked to this slow decay have a different origin than the photoelectric effect.
We conjecture that the slow drifts originate from the dynamics of potentials of category 2, e.g. contact potentials. These potentials may change due to slow chemical reactions in the ultrahigh vacuum environment or by diffusion and migration processes on the electrode surface. It is known that barium reacts and forms compounds with O₂, N₂, CO₂, and H₂O. It also acts as a getter material, inclosing non-reactive gases. Thus, the mobility of Ba on a surface is sizeable. (Interestingly, the work function of barium is known to remain quite constant (≈2.5 eV) even when contaminated with other substances.) Diffusion or migration of barium on the electrode surface can coat certain compound layers and set other ones free—thus giving rise to slowly changing contact potentials. At room temperature, the vapor pressure of barium is very low. Even at 200 °C, it only reaches 10⁻¹² mbar. This suggests that barium coatings have a long lifetime at ambient temperatures. Previous studies have investigated the influence of barium contaminations on Paul trap electrodes made of Be–Cu [16]. Long timescales for the quasi-static electric stray field drifts on the order of months were found, similar to our time constant for the slow drift ($τ_2 = 90$ days) in Fig. 3. Furthermore, it was found in [15] that baking out a Paul trap with tungsten electrodes that had been coated with Ba significantly changed electric stray fields.

In order to test our conjecture, we now investigate the influence of the barium oven (while keeping any light below a wavelength of 780 nm blocked off). Immediately after the measurements of Fig. 4 are completed, the oven is heated to a temperature of more than 600 °C for 10 min inducing a drop of the vertical electric field component by about 7.5 V/m (Fig. 5). The horizontal and axial fields each drop by about 2 V/m (not shown). This electric field drop may be partially explained by a rapid discharging of leftover light-induced charges on the oven mount caused by the heat dissipated by the oven. The conductivity of MACOR increases by more than ten orders of magnitude when heated from room temperature to several 100 °C. It can thus be expected that any leftover charges in the vicinity of the oven will be efficiently removed at such high temperatures. However, the electric field $ΔE$ drops much further than the initial value of $−2$ V/m in Fig. 4, namely down to $−6.5$ V/m. This additional negative electric field

<table>
<thead>
<tr>
<th>Direction (Fig. 3)</th>
<th>Cause</th>
<th>$τ_1$ (days)</th>
<th>$ΔE_1$ (V/m)</th>
<th>$τ_2$ (days)</th>
<th>$ΔE_2$ (V/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical</td>
<td>Blue light + oven operation</td>
<td>0.3 ± 0.4</td>
<td>$−0.4 ± 0.2$</td>
<td>90 ± 10</td>
<td>$−7.4 ± 0.4$</td>
</tr>
<tr>
<td>Horizontal</td>
<td>Blue light + oven operation</td>
<td>2.7 ± 0.8</td>
<td>$−2.1 ± 0.3$</td>
<td>94 ± 21</td>
<td>$−7.3 ± 0.7$</td>
</tr>
<tr>
<td>Axial</td>
<td>Blue light + oven operation</td>
<td>0.6 ± 0.8</td>
<td>$0.4 ± 0.2$</td>
<td>18 ± 3</td>
<td>$1.9 ± 0.1$</td>
</tr>
<tr>
<td>Vertical (Fig. 4)</td>
<td>Blue light</td>
<td>1.2 ± 0.1</td>
<td>$1.2 ± 0.1$</td>
<td>11 ± 0.3</td>
<td>$4.9 ± 0.1$</td>
</tr>
</tbody>
</table>

Oven-induced and light-induced effects give rise to drifts with opposite signs.

![Fig. 4](image-url) Vertical electric field shift induced by subjecting the Paul trap to light at 413 nm. The subsequent relaxation is fit by a double-exponential function with a dominant slow decay accounting for 80 % of the field shift. The corresponding time constant is $τ_2 = 11$ days.

![Fig. 5](image-url) Vertical electric field shift induced by heating the barium oven for 10 min. During the oven heating time, the field dropped by about 7.5 V/m. After the oven was turned off, the field shows a drift toward higher values. The straight solid line is a guide to the eye.
drop cannot be explained by the discharge of the charges that were previously produced photoelectrically.

One possible explanation for this field contribution is the effect of contact potentials on the trap electrodes. Despite the collimation of the atomic beam through the aperture plate, a fraction of the atoms emerging from the barium oven reaches the rf electrodes close to the trap center. Such a coating of the electrodes might immediately change the distribution of the contact potentials in close vicinity to the ion. These potentials can be up to about a couple of Volts (V), as determined by the difference in work function of the metals involved. In our setup, there is a clear asymmetry on how the Ba oven may coat the trap electrodes with Ba atoms. The two lower rf electrodes will each be coated only on one side, whereas the two upper electrodes will probably be coated over the full tip. It is then to be expected that contact potentials of the upper electrodes dominate over the potentials of the lower ones. As the work function of Ba is lower than that of stainless steel, an electric field component should build up which points toward the negative y-axis. This is indeed what we observe. Furthermore, there is also an asymmetry in z-direction, as the atomic beam from the oven passes at an angle of about 45° through the blades (see Fig. 1). This may give rise to an electric stray field component in z-direction.

Figure 5 shows that after the oven is turned off, the vertical electric field component increases by about 0.5 V/m per day. Such a behavior agrees with the observations at the beginning of the long-term measurements shown in the inset of Fig. 3. This again supports our interpretation that the 90-day long drift behavior of the electric field in Fig. 3 is a result of initially coating the trap electrodes and mounts with Ba which afterward migrates and undergoes chemical reactions on the surface.

4 Conclusion

In conclusion, we have investigated the long-term drifts of quasi-static electric stray fields in a linear Paul trap. We find drifts on timescales ranging from about half a day to 3 months. We suggest that these different timescales reflect different physical or chemical processes. Light-induced electric fields decay on relatively short timescales on the order of a few days. This is most probably due to charges located on insulating material which slowly discharge via the high electric resistance. In contrast, electric fields which are induced by turning on the Ba oven exhibit long-term drifts on timescales of up to 90 days. Guided by analysis, our interpretation is that the oven coats the trap electrodes or mounts. As a consequence, contact potentials appear which give rise to the electric fields. These fields show long-term drifts possibly due to slow migration or reaction processes taking place on the electrode surface.

Patch potentials have been identified as the common source of both quasi-static and fluctuating electric fields. The timescales for the drifts and fluctuations of these fields is reflected by the dynamics taking place on different length scales of the patches. It has been found that atomic contamination of Paul traps lead to both quasi-static and rapidly fluctuating patch fields [14, 17, 16]. Our findings on the evolution and the origins of quasi-static charges may thus provide new insights into mechanisms connected to rapidly fluctuating charges such as anomalous heating effects. The results presented here are a first investigation with our setup in the direction of surface dynamics of patch potentials. In the future, the experiments can easily be refined to obtain more detailed information and to test hypotheses. For example, by locally applying laser fields on trap mounts and electrodes (either to heat them up or to produce photo-induced patch charges in a controlled way), we should be able to spatially probe surface properties. Another result of our work is that by systematically avoiding the creation of electric patch potentials, we are able to get into a regime of very small and predictable electric stray field drifts as low as 0.03 V/m per day. Such stability of the trap conditions may prove valuable for the future development of precision ion trap experiments.
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Population distribution of product states following three-body recombination in an ultracold atomic gas

A. Härter1, A. Krükow1, M. Deiß1, B. Drews1, E. Tiemann2 and J. Hecker Denschlag1*

Three-body recombination is a collision process where two atoms combine to form a molecule and a third atom carries away part of the released reaction energy. Here, we experimentally determine for the first time the population distribution of the molecular reaction products after a three-body recombination for non-resonant particle interactions. The key to our measurements is a sensitive detection scheme that combines the photoionization of the molecules with subsequent ion trapping. Using an ultracold 87Rb gas at very low kinetic energy below $h \times 20 \text{ kHz}$, we find a broad population of final states with binding energies of up to $h \times 750 \text{ GHz}$. This is in contrast with previous experiments, performed in the resonant interaction regime, that found a dominant population of only the most weakly bound molecular state or the occurrence of Efimov resonances. This work may contribute to the development of an in-depth model that can qualitatively and quantitatively predict the reaction products of three-body recombination.

Whereas cold collisions of two atoms are well understood, the addition of a third collision partner markedly complicates the interaction dynamics. In the context of Bose–Einstein condensation in atomic gases, three-body recombination plays a crucial role and it constitutes a present frontier of few-body physics. Until now, recombination events were mainly investigated by measuring atom loss rates. Discussions of the final states populated in the recombination process were restricted to the special case of resonant interactions and culminated in the observations of Efimov resonances and of molecules in the most weakly bound states. However, in the more general case of non-resonant interaction, that is, a modulus of the scattering length smaller than or comparable to the van der Waals radius, the recombination products might depend on details of the interaction potential. In fact, ongoing theoretical studies using simplified models indicate that recombination does not necessarily always favour the most weakly bound state (J. d’Incao, private communication; see also ref. 15). In general, recombination processes are of fundamental interest in various physical systems. The control and tunability of ultracold atomic systems provide an experimental testbed for a detailed understanding of the nature of these processes.

Here, we demonstrate the probing of molecules with binding energies up to $h \times 750 \text{ GHz}$ (where $h$ is Planck’s constant) generated through three-body recombination of ultracold thermal 87Rb atoms. We produce the atomic sample in an optical dipole trap located within a linear Paul trap. The recombination and detection process is illustrated in Fig. 1a–d. Following a recombination event, the created Rb$_2$ molecule can undergo resonance-enhanced multiphoton ionization (REMPI) by absorbing photons from the dipole trap laser at a wavelength of around 1.064.5 nm. The ion is then captured in the Paul trap and detected essentially background-free with very high sensitivity on the single-particle level. Figure 1e shows a simplified scheme of the Rb$_2$ and Rb$^+$ potential energy curves. From weakly bound molecular states, three photons suffice to reach the molecular ionization threshold. An additional photon may dissociate the molecular ion. By scanning the frequency of the dipole trap laser by more than 60 GHz we obtained a high-resolution spectrum featuring more than 100 resonance peaks. This dense and complex spectrum contains information concerning which vibrational, rotational and hyperfine levels of the Rb$_2$ molecule are populated. We perform an analysis of these data and make a first assignment of the most prominent resonances. This assignment indicates that in the recombination events a broad range of levels is populated in terms of vibrational, rotational, electronic and nuclear spin quantum numbers.

Our experimental scheme to detect cold molecules makes use of the generally excellent detection efficiencies attainable for trapped ions. It is related to proven techniques where cold molecules in magneto-optical traps were photoionized from the singlet and triplet ground states (see also ref. 24). Our method is unique as it introduces the use of a hybrid atom–ion trap that significantly improves the detection sensitivity. We perform the following experimental sequence. A thermal atomic sample typically containing $N_a \approx 5 \times 10^7$ spin-polarized 87Rb atoms in the $|F = 1, m_F = -1 \text{ hyperfine state is prepared in a crossed optical dipole trap at a magnetic field of about 5 G. The trap is positioned onto the nodal line of the radiofrequency field of a linear Paul trap. Along the axis of the Paul trap the centres of the atom and ion trap are separated by about 300 μm to avoid unwanted atom–ion collisions (Fig. 1d). At atomic temperatures of about 700 nK and peak densities $n_a \approx 5 \times 10^{10} \text{ cm}^{-3}$ the total three-body recombination rate in the gas is $\Gamma_{rec} = \Gamma_1 n_a^2 N_a/3! \approx 10 \text{ kHz}$. Here, the three-body loss rate coefficient $\Gamma_1$ was taken from ref. 3. At the rate $\Gamma_{rec}$, pairs of Rb$_2$ molecules and Rb atoms are formed as final products of the reactions. Both the atom and molecule would generally be lost from the shallow neutral particle trap owing to the comparatively large kinetic energy they gain in the recombination event (in our case typically of the order of a few $K \times k_B$, where

1Institut für Quantenmaterie and Center for Integrated Quantum Science and Technology IQST, Universität Ulm, 89069 Ulm, Germany. 2Institut für Quantenoptik, Leibniz Universität Hannover, 30167 Hannover, Germany. *e-mail: johannes.denschlag@uni-ulm.de

© 2013 Macmillan Publishers Limited. All rights reserved.
Two pathways for the production of our neutral Rb₂ molecules come immediately to mind. One pathway is far-off-resonant photoassociation of two colliding Rb atoms (here with a detuning of about 500 GHz × h). This pathway can be ruled out using several arguments, the background of which will be discussed in more depth later. For one, we observe molecules with a parity that is incompatible with photoassociation of totally spin-polarized ensembles. Furthermore, we observe a dependence of the ion production rate on light intensity that is too weak to explain photoassociation.

The second pathway is three-body recombination of Rb atoms. Indeed, by investigating the dependence of the ion production rate \( \Gamma_{\text{ion}} \) (which is normalized to a cloud atom number of 10⁶ atoms) on atomic density, we find the expected quadratic dependence

\[ \ ion = \text{constant} \times n^2 \]

on atomic density, we find the expected quadratic dependence of the ion production rate on light intensity that is too weak to explain photoassociation.

As a consistency check of our assumption that Rb₂ molecules are ionized in the REMPI process, we verify the production of Rb⁺ ions. For this, we perform ion mass spectrometry in the Paul trap (Methods). We detect primarily molecular Rb⁺ ions, a good fraction of atomic Rb⁺ ions but no Rb⁺ ions. Our experiments show that Rb⁺ ions are produced in light-assisted collisions of Rb⁺ ions with Rb atoms on timescales below a few milliseconds. Details of this dissociation mechanism are under investigation and will be discussed elsewhere.
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This allows us to roughly estimate the maximal binding energy of the molecules involved. As the velocity of the colliding ultracold atoms is extremely low, the kinetics of the recombinations products is dominated by the released molecular binding energy $E_b$. Owing to energy and momentum conservation the molecules will be expelled from the reaction with a molecular velocity $v_{th} = \sqrt{2E_b/(3m_{Rb})}$, where $m_{Rb}$ is the molecular mass. The molecular resonance frequency $v_0$ will then be Doppler-broadened with a half-width $\Delta v_0 = \sqrt{3v_{th}^2/2c}$. Here, $c$ is the speed of light. By comparing $\Delta v_0$ to the observed values of $\Delta v$, we estimate a maximal binding energy of the order of $E_{b,max} \approx \hbar \times 2.5 \text{THz}$. This simple analysis overestimates the value $E_{b,max}$ because it neglects the natural linewidth of the transition and possible saturation broadening. Still, it already strongly constrains the possibly populated molecular levels that are observed in our experiment.

Next, we investigate the dependence of the ion production rate on laser intensity $I_L$. In our experimental set-up, this measurement is rather involved because the laser driving the REMPI process also confines the atomic cloud. Thus, simply changing only the laser intensity would undesirably also change the density $n_0$ of the atoms. To prevent this from happening we keep $n_0$ constant ($n_0 \approx 5 \times 10^{13} \text{cm}^{-3}$) by adjusting the atom number and temperature appropriately. Owing to these experimental complications we can vary $I_L$ only roughly by a factor of 2 (Fig. 4a). We set the laser frequency to the value of $v_L = v_0 \equiv 281,610 \text{GHz}$, on the tail of a large resonance (Fig. 3). The atomic temperatures in this measurement range between 500 nK and 1.1 µK, well above the critical temperatures for Bose–Einstein condensation. The atomic densities can therefore be described using a Maxwell–Boltzmann distribution.

### Figure 2 | Dependence of the ion production rate $\Gamma_{ion}$ on atomic density.

$\Gamma_{ion}$ is normalized to a cloud atom number of $10^8$ atoms. The data are well described by a quadratic fit (solid green line). They were taken at a constant dipole trap laser intensity $I_L = 36 \text{ kW cm}^{-2}$ and a laser frequency of $v_L = 281,630 \text{GHz}$. The error bars indicate statistical uncertainties and represent one standard deviation from the mean.

Dense distribution of these lines reflects that a fairly broad range of states is populated. A direct assignment of the observed resonances is challenging, as it hinges on the precise knowledge of the level structure of all the relevant ground and excited states. In the following we will access and understand the data step by step.

One feature of the spectrum that stands out is the narrow linewidth of many lines. For example, Fig. 3b shows a resonance of which the substructures have typical half-widths $\Delta v \approx 50 \text{MHz}$.

### Figure 3 | REMPI spectrum.

a. A scan of the dipole trap laser frequency $v_L$ over more than 60 GHz around an offset frequency $v_0^0 \equiv 281,610 \text{THz}$ shows a multitude of resonance lines. Each data point is the result of 30–60 repetitions of the experiment with ion detection on the single-particle level. The total spectrum was obtained over a time span of 2 months. Checks of the long-term consistency of resonance positions and strengths were performed. Spectral regions dominated by transitions to $c^3\Sigma_g^+$ are indicated by the shaded areas in dark and light blue ($0_g'$ and $1_g'$ component, respectively). b. High-resolution scan of the strong resonance at $v_L - v_0^0 = 0.5 \text{GHz}$. c. Central spectral region with assigned P/R branches of the transition $^1\Sigma_u^+ \rightarrow ^3\Sigma_g^+$ ($P'(v' = 68)$). The corresponding quantum numbers $I$ and $J$ are given. P(J) marks the transition $J \rightarrow J+1$; R(J) marks the transition $J \rightarrow J-1$. These lines can be grouped into pairs sharing the same $J'$ of the excited state and quantum number. The region where also transitions to $b^3\Pi_u$ appear is marked by a green horizontal bar. The error bars indicate statistical uncertainties and represent one standard deviation from the mean.
Figure 4 | Dependence of the ion production rate on the intensity of the dipole trap laser. a. Assuming a power-law dependence $I_{\text{ion}} \propto I^\alpha$, the best fit to the data is achieved for $\alpha \approx 1.5$ (solid green line). Linear and quadratic fits are also given (blue and red dashed lines, respectively). b. Measurement of the intensity dependence using a chopped dipole trap. The ratio $R \approx 1$ on resonance indicates saturation of both transitions I and II. The error bars indicate statistical uncertainties and represent one standard deviation from the mean.

To better understand possible density variations of the atomic cloud induced by changes in laser intensity, we employ a further method that enables us to vary the intensity with negligible effects on the atomic sample. We achieve this by keeping the time-averaged intensity ($I_{\text{av}}$) constant and comparing the ion production rates within a continuous dipole trap and a chopped dipole trap in which the intensity is rapidly switched between 0 and $2I_{\text{av}}$. In both cases the trap is operated at an intensity ($I_{\text{av}}$) $\approx 15$ kW cm$^{-2}$. In the chopped configuration the intensity is switched at a frequency of 100 kHz so that the atoms are exposed to the light for 5 µs followed by 5 µs without light. It should be noted that molecules formed in the dark period with sufficiently high kinetic energies may leave the central trapping region before the laser light is switched back on. They are then lost for our REMPI detection. Taking into account the molecular velocity and the transverse extensions of the laser beams we can estimate that this potential loss mechanism leads to errors of less than 30%, even at the highest binding energies relevant to this work ($E_b \approx h \times 750$ GHz, see below). We did not observe evidence of such losses experimentally. Investigations were made by changing the chopping frequency. We define $R$ as the ratio of the ion production rates in the chopped and the continuous trap configuration. Figure 4b shows the results of these measurements for various laser frequencies $\nu_L$. We find a value $R \approx 1.5$ for off-resonant frequency settings $\nu_L - \nu_0 < 0.4$ GHz, in good agreement with the result presented in Fig. 4a. When scanning the laser onto resonance at $\nu_L - \nu_0 \approx 0.45$ GHz (Fig. 3b) we obtain $R \approx 1$. This result indicates a linear intensity dependence of the REMPI process in the resonant case, which is explained by the saturation of two of the three molecular transitions involved. It is known that transitions into the ionization continuum (photon III, Fig. 1e) will not saturate under the present experimental conditions. This means that the excitation pathway through photon I and II must be saturated and therefore both are close to resonance.

However, given the wavelength range of about 1,064.5 $\pm$ 0.15 nm, an inspection of the level structure shows that photon I can only resonantly drive three different transitions that connect vibrational levels in states $A$ and $b$ to vibrational levels in states $A$, $b$ and $c$ (Fig. 1e). Spectroscopic details for these transitions and the corresponding vibrational levels are given in the Methods and in Fig. 5. From recent spectroscopic studies $23-27$ and further measurements in our laboratory the level structure of all relevant levels of the $X$, $a$, $A$, $b$ and $c$ states is well known. The absolute precision of most of the level energies is far better than 1 GHz for low rotational quantum numbers $J$.

In the experimental data (Fig. 3a) the central region from $\nu_L - \nu_0 = -6$ to 7 GHz is marked by several prominent resonances that are significantly stronger than those observed throughout the rest of the spectrum. These resonance peaks can be assigned
to transitions from the X ground state to A and b states. The prominence of these singlet transitions is explained by the near degeneracy of levels due to small hyperfine splittings. Indeed, by analysing these strong resonances with regard to line splittings and intensities it was possible to consistently assign rotational ladders for total nuclear spin quantum numbers I = 1, 2, 3 for the transition X(ν = 115) → A(ν = 68). The starting point of the rotational ladder for I = 2 was fixed by spectroscopic measurements in our laboratory. At frequencies ν3 − ν12 ≥ 2 GHz additional strong lines appear that we attribute to the X(ν = 109) → b(ν = 72) transition. The fact that we observe X state molecules with I = 1, 2, 3 is interesting because for I = 1, 3 the total parity of the molecule is negative, whereas for I = 0, 2 it is positive. However, a two-body collision state of our spin-polarized Rb atoms necessarily has positive total parity due to symmetry arguments and a photoassociation pathway would lead to ground-state levels with positive parity. The observed production of molecules with negative total parity must then be a three-body collision effect.

We now consider the role of secondary atom–molecule collisions that would change the product distribution owing to molecular recombination. Two aspects are of importance: depopulation of detected molecular levels, and population of detected molecular levels through relaxation from more weakly bound states. In our experiments reported here we detect molecules that are formed in states with binding energies of the order of hundreds of GHz × h. These molecules leave the reaction with kinetic energies of several K × h. At these energies the rate coefficients for depopulating atom–molecule collisions are small (see for example ref. 15) and the collision probability before the molecule is either ionized or has left the trap is below 1%.

For the population processes, we can estimate an upper bound for rate coefficients by assuming recombination to occur only into the most weakly bound state with a binding energy of 24 MHz × h. In this case, subsequent atom–molecule collision rates will be roughly comparable to those expected in the ultracold limit. At typical rate coefficients of 10−10 cm3 s−1 (refs 28–31) and the atomic densities n3 = 1 × 1013 cm−3 used in the measurement shown in Fig. 2, the collision probability before the molecule leaves the atom cloud is around 5%. This small probability grows linearly with density so that the density dependence of the ion production rate should show a significant cubic contribution if secondary collisions were involved (as expected for this effective four-body process). This is inconsistent with the data and thus indicates that the population that we detect is not significantly altered by secondary collisions.

We can roughly estimate the range of molecular rotation J of the populated levels in the ground state. The strong, isolated lines that we have assigned to the X(ν = 115) → A(ν = 68) transition are all contained within a relatively small spectral region (|ν3 − ν12| ≤ 6 GHz) and are explained by rotational quantum numbers J ≤ 7. Population of higher rotational quantum numbers would result in a continuation of the strong resonance lines stretching to transition frequencies beyond ν3 − ν12 = 10 GHz, which we do not observe. Similarly, if only rotational quantum numbers J ≤ 5 were populated, a spectrum would result that does not have enough lines to explain the data. Thus, we can roughly set the limits on the molecular rotation to J ≤ 7, a value that is also consistent with our observations of the spread of the transitions X → b and a → c (Fig. 5). Finding quantum numbers as high as J = 7 is remarkable because the three-body collisions at microkelvin temperatures clearly take place in an s-wave regime, that is, at vanishing rotational angular momentum. Hence, one could expect to produce X state molecules dominantly at J = 0, which, however, we do not observe.

Despite the limited spectral range covered by our measurements, we can already estimate the number of molecular vibrational levels populated in the recombination events. From the three states X(ν = 109), a(ν = 26) and X(ν = 115) that we can observe within our wavelength range, all deliver comparable signals in the spectrum of Fig. 3. This suggests that at least all vibrational states more weakly bound than X(ν = 109) should be populated, a total of 38 vibrational levels (counting both singlet and triplet states). This is a significant fraction of the 169 existing levels of the X and a states, although restricted to a comparatively small range of binding energies.

In conclusion, our work represents a first experimental step towards a detailed understanding on how the reaction channels in three-body recombination are populated. A full understanding will clearly require further experimental and theoretical efforts. On the experimental side the scanning range has to be increased and it could be advantageous to switch to a two-colour REMPI scheme in the future. Such studies may finally pave the way to a comprehensive understanding of three-body recombination, which includes the details of the final products.

Reaching beyond the scope of three-body recombination, the great sensitivity of our detection scheme has enabled us to state-selectively probe single molecules that are produced at rates of only a few hertz. We thereby demonstrate a new scheme for precision molecular spectroscopy in extremely dilute ensembles.

Methods

Dipole trap and REMPI configuration. The crossed dipole trap is composed of a horizontal and a vertical beam focused to beam waists of ~90 μm and ~150 μm, respectively. It is positioned onto the nodal line of the radiofrequency field of the linear Paul trap with micrometre precision. The two trap centres are separated by about 300 μm along the axis of the Paul trap (Fig. 1d). In a typical configuration, the trap frequencies of the dipole trap are (175, 230, 80) Hz resulting in atom cloud radii of about (6.7, 16) μm. The short-term frequency stability of the dipole trap laser source is of the order of 1 kHz and it is stabilized against thermal drifts to achieve long-term stability of a few megahertz. The two beams of the dipole trap are mutually detuned by 160 MHz to avoid interference effects in the optical trap. Consequently, two frequencies are in principle available to drive the REMPI process. However, the intensity of the horizontal beam is 4 times larger than the one of the vertical beam and we have not directly observed a corresponding doubling of lines. Further details on the atom–ion apparatus are given in ref. 32.

Paul trap configuration. The linear Paul trap is driven at a radiofrequency of 4.17 MHz and an amplitude of about 500 V resulting in radial confinement with trap frequencies of (ωx, ωy, ωz) = 2π × (220, 230, 80) kHz for a 138Ba+ ion. Axial confinement is achieved by applying static voltages to two end plates yielding ωx, ωx = 2π × 40.2 kHz. The trap frequencies for dark Rb+ and Ba+ ions produced in the REMPI processes are (ωx, ωy, ωz) = (ωBa, ωBaBa, ωBaBaBa, ωBaBaBaBa), where ωBaBa and ωBaBaBa denote the mass of the Ba+ ion and the dark ion, respectively. The depth of the Paul trap is roughly 2 V on all ionic species relevant to this work.

Ion detection methods. We employ two methods to detect Rb+ and Ba+ ions, both of which are not amenable to fluorescence detection. In the first of these methods we use a single trapped and laser-cooled 138Ba+ ion as a probe. By recording its position and trapping frequencies in small ion strings with up to 4 ions we detect both the number and the masses of the ions following each REMPI process (see also ref. 33). The second method is based on measuring the number of ions in the Paul trap by immersing them into an atom cloud and recording the ion-induced atom loss after a hold time of 2 s (see also ref. 34). During this detection scheme, we take care to suppress further generation of ions by working with small and dilute atomic clouds and by detuning the REMPI laser from resonance. Both methods are background-free in the sense that no ions are captured on timescales of days in the absence of the atom cloud. Further information on both detection methods is given in the Supplementary Information.

Spectroscopic details. Spin–orbit and effective spin–spin coupling in the A, b, c states lead to Hund’s case c coupling where the relevant levels of states A and b have 0+ symmetry whereas the levels of state C have 0− symmetry and 1− components. The level structure of the 0+ states is quite simple as it is dominated by rotational splittings. Typical rotational constants for the electronically excited states are of the order of 400 MHz; for the weakly bound X and a states they are around 100–150 MHz.

Figure 5 shows the relevant optical transitions between the X, a, c states and the A, B, C states in our experiment. For the given expected relative strengths of these transitions, we consider only Frank–Condon factors and the mixing of singlet and triplet states, and electronic transition moments are ignored. The coloured arrows
correspond to transitions with large enough Franck–Condon factors (typically $10^{-3} - 10^{-10}$) so that at laser powers of $\approx 10^6 \text{W cm}^{-2}$ resonant transitions can be well saturated. Transitions marked with grey arrows can be neglected owing to weak transition strengths, being forbidden in first order by dipole selection rules.
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In this Supplementary Information we describe two methods that we employ to detect small numbers of Rb⁺ and Ba²⁺ ions in our linear Paul trap.

Method 1

To implement our first ion detection method allowing mass-sensitive detection of “dark” ions we rely on the presence of a single “bright” ion in the trap. Information on additional ions can be extracted from its fluorescence position. When using this method, our experimental procedure begins with the loading of a single ¹³⁸Ba⁺-ion into our linear Paul trap. We laser-cool the ion and image its fluorescence light onto an electron-multiplying charge-coupled device camera. This enables us to determine the position of the trap center to better than 100 nm. The ion is confined at radial and axial trapping frequencies \( \omega_{r,Ba} \approx 2\pi \times 220 \text{kHz} \) and \( \omega_{ax,Ba} \approx 2\pi \times 40.2 \text{kHz} \) and typically remains trapped on timescales of days. Next, we prepare an ultracold atomic sample in the crossed dipole trap. At typical atomic temperatures of about 300 nK the atom cloud has radial and axial extensions of about 7 \( \mu \text{m} \) and 15 \( \mu \text{m} \) and is thus much smaller than the trapping volume of our Paul trap. To avoid atom-ion collisions we shift the Ba²⁺-ion by about 300 \( \mu \text{m} \) with respect to the atom cloud before the atomic sample enters the Paul trap. The shifting is performed along the axis of the trap by lowering the voltage on one of the endcap electrodes. Additionally, we completely extinguish all resonant laser light so that the atoms are only subjected to the light of the dipole trap. At typical atomic temperatures of about 7 \( \mu \text{K} \) the atom cloud has radial and axial extensions of about 7 \( \mu \text{m} \) and 15 \( \mu \text{m} \) and is thus much smaller than the trapping volume of our Paul trap. To avoid atom-ion collisions we shift the Ba²⁺-ion by about 300 \( \mu \text{m} \) with respect to the atom cloud before the atomic sample enters the Paul trap. The shifting is performed along the axis of the trap by lowering the voltage on one of the endcap electrodes. Additionally, we completely extinguish all resonant laser light so that the atoms are only subjected to the light of the dipole trap. The atomic sample is moved into the center of the radial trapping potential of the Paul trap and is typically held at this position for a time \( \tau_{\text{hold}} \approx 10 \text{ s} \). Despite the axial offset from the center of the Paul trap, the atom cloud at this position is fully localized within the trapping volume of the Paul trap. After the hold time the sample is detected using absorption imaging. Subsequently, the ion cooling beams are switched back on for fluorescence detection of the Ba²⁺-ion.

The presence of a second ion in the trap leads to positional shifts of the ¹³⁸Ba⁺-ion by distances on the order of 10 \( \mu \text{m} \) (see Fig. 1). We make use of the mass-dependent trap frequencies of the Paul trap to gain information on the ion species trapped. In a two-ion Coulomb crystal composed of a Ba²⁺-ion and a dark ion, the axial-center of-mass frequency \( \omega_{ax,2ion} \) shifts with respect to \( \omega_{ax,Ba} \) depending on the mass of the dark ion \( m_{\text{dark}} \). We measure \( \omega_{ax,2ion} \) by modulating the trap drive at frequencies \( \omega_{\text{mod}} \) and by monitoring the induced axial oscillation of the Ba²⁺-ion, visible as a blurring of the fluorescence signal. In this way, after each ion trapping event, we identify a resonance either at \( \omega_{\text{mod}} \approx 2\pi \times 44 \text{ kHz} \) or \( \omega_{\text{mod}} \approx 2\pi \times 38 \text{ kHz} \) corresponding to \( m_{\text{dark}} = 87 \text{ u} \) and \( m_{\text{dark}} = 174 \text{ u} \), respectively (see table 1).

We have expanded this method for ion strings with up to four ions including the Ba²⁺-ion. For this purpose, we perform the following step-by-step analysis.

1. The position \( x \) of the Ba²⁺-ion with respect to the trap center is detected. If \( x \neq 0 \), the value of \( x \) allows us to directly determine the total number of ions in the string.

2. If \( x = 0 \) we need to distinguish between a single Ba⁺ ion and a three-ion string with Ba⁺ at its center. This is done by modulating the trap drive at \( \omega_{ax,Ba} \), thereby only exciting the Ba⁺ ion if no further ions are present.

3. We destructively detect the Rb⁺ ions by modulating the trap drive on a 5 kHz wide band around \( 2 \times \omega_{\text{Rb}}/(2\pi) = 691 \text{ kHz} \). This selectively removes only Rb⁺ ions from the string making use of the relatively weak inter-ionic coupling when exciting the ions radially.

4. Steps 1. and 2. are repeated to detect the number of remaining ions.

Table 1 | Trap oscillation frequencies of two-ion crystals

<table>
<thead>
<tr>
<th>Ion species</th>
<th>( \omega_{ax,2ion}/2\pi ) [kHz]</th>
<th>( \omega_{ax}/2\pi ) [kHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>¹³⁸Ba⁺ and ¹³⁸Ba⁺</td>
<td>40.2</td>
<td>220.0</td>
</tr>
<tr>
<td>¹³⁸Ba⁺ and ⁸⁷Rb⁺</td>
<td>44.0</td>
<td>345.3</td>
</tr>
<tr>
<td>¹³⁸Ba⁺ and ⁸⁷Rb⁺</td>
<td>37.7</td>
<td>170.7</td>
</tr>
</tbody>
</table>

Figure 1 | Ion detection using a ¯¹³⁸Ba⁺-ion. Positional shifts of the fluorescence of the Ba⁺-ion and measurements of the trap oscillation frequencies allow us to perform mass-sensitive detection of up to three “dark” ions in the trap.
We overlap an ultracold atom cloud containing approximately 110,000 atoms with the center of the Paul trap. After an interaction time $\tau = 2\, \text{s}$ we detect the ion-induced atom loss via absorption imaging of the atom cloud. The discrete number of trapped ions is clearly reflected in the displayed histogram of atom numbers.

5. The Rb$^+$ ions are destructively detected via modulation around $2 \times \omega_{\text{dip,Rb}}/(2\pi) = 341\, \text{kHz}$.

**Method 2**

We have also developed a second ion detection method that does not require an ion fluorescence signal. Instead, the trapped ions are detected via their interaction with an atomic sample. For this purpose, we produce a comparatively small atom cloud containing about $1 \times 10^5$ atoms at a density of a few $10^{12}\, \text{cm}^{-3}$. In addition, we set the frequency of the dipole trap laser to an off-resonant value so that the production of additional ions during the ion probing procedure becomes extremely unlikely. We now fully overlap the ion and atom traps for an interaction time $\tau_{\text{int}} = 2\, \text{s}$. By applying an external electric field of several V/m we set the ion excess micromotion energy to values on the order of tens of $k_B \times \text{mK}$. Consequently, if ions are present in the trap, strong atom losses occur due to elastic atom-ion collisions. 

Fig. 2 shows a histogram of the atom numbers of the probe atom samples consisting of the outcome of about 1,000 experimental runs. The histogram displays several peaks which can be assigned to the discrete number of ions in the trap. Up to five ions were trapped simultaneously and detected with high fidelity. The atom loss rate increases nonlinearly with ion number mainly because the interionic repulsion prevents the ions from all occupying the trap center where the atomic density is maximal. While ion detection method 2 does not distinguish ionic masses, it has advantages in terms of experimental stability and does not require the trapping of ions amenable to laser cooling or other fluorescence based detection techniques.