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Abstract7

The effect of solvation on the adsorption of organic molecules on graphite at room temperature8

has been addressed with force field molecular dynamics simulations. As a model system, the sol-9

vation of a bis(terpyridine) (BTP) isomer in water and trichlorobenzene (TCB) was studied with10

an explicit solvation model. Including solvation has a noticeable effect on adsorption energies. Al-11

though the results of the different considered force fields differ quite significantly, they all agree12

that the adsorption of BTP from the TCB solvent is almost thermoneutral. The substrate just acts as13

a template to allow a planar arrangement of the network which is stabilized by the intermolecular14

interaction. Using an atomic thermodynamics approach, the order of the stability of various net-15

work structures as a function of the chemical potential is derived yielding a sequence in agreement16

with the experiment.17
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Introduction20

The controlled formation of structured surfaces by the formation of hydrogen-bonded organic net-21

works is of technological interest for future applications such as molecular electronics, organic22
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photovoltaics [1] or functionalized host-guest systems [2] that might be used in heterogeneous23

catalysis. As a model system for ordered organic adlayers, bis(terpyridines) (BTPs) have been24

studied intensively in recent years [2-10]. They are known to adsorb in a flat configuration on25

various surfaces and to form self-organized ordered surface structures. In previous publications,26

we could show that combined DFT and force field simulations can help to explain experimental27

observations in the adsorption behaviour of BTPs on graphite [11,12]. One example is the obser-28

vation of blurred STM images of phtalocyanine molecules adsorbed as guest molecules in a BTP29

host network which is due to the fact that rotations of the host molecules are hardly hindered by30

barriers [6,11].31

Recently it was shown by scanning tunneling microscopy (STM) experiments that 3,3’-BTP ex-32

hibits a variety of adlayer structures at the interface between highly oriented pyrolytic graphite33

(HOPG) and the liquid as a function of the concentration in solution [6]. The resulting structures –34

one hexagonal, two closely related linear and one densely packed linear structure – were ordered35

according to their packing density as a function of the concentration. Furthermore it was found36

that the presence of the liquid has a decisive influence on the structure formation: whereas at the37

liquid/HOPG interface three closely related linear and one hexagonal two-dimensional patterns38

were identified, at the gas/HOPG interface only one of the linear and the hexagonal structures were39

found. The concentration dependence of the different surface structures was rationalized within40

a thermodynamic model [13]. However, in the calculations of the adsorption energies the solvent41

was entirely neglected, as it is typically done in calculations addressing the adsorption of organic42

molecules [14], even if experimentally they are deposited from a solution.43

Hence we here address the adsorption of BTP on graphite in the presence of a liquid phase in or-44

der to assess the explicit influence of the solvent on the molecular adsorption at the solid/liquid45

interface. Note that the modeling of a liquid requires to determine free energies instead of just total46

energies which means that computationally expensive statistical averages have to be performed47

in order to evaluate free energy differences. Although electronic structure calculations based on48

density functional theory can reproduce properties of planar arrangements of aromatic molecules49
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satisfactorily [15-18], the large size of the considered systems and the requirement to perform ther-50

mal averages make first-principles electronic structure calculations computationally prohibitively51

expensive. Therefore we have employed classical force fields as included in the Forcite module of52

the Accelrys’ Materials Studio package to describe the interaction between adsorbate, substrate53

and solvent. It is true that the force fields in this package tend to overestimate BTP adsorption ener-54

gies on graphite [12]. Still, trends in the stability of BTP stuctures on graphite as a function of the55

environment should still be reproduced.56

As a solvent, we have have taken into account 1,2,4-trichlorobenzene (TCB) which has been used57

in the experiments [6]. Additionally, we have also considered water as a reference since many58

organic molecules are deposited from aqueous solutions. In this work, we show that the molecule-59

solvent interaction has an important influence on the stability range of the considered structures.60

Still, the order of the stability as a function of the chemical potential is not modified by the inclu-61

sion of the solvent effects. Because of the strong TCB-BTP interaction, the adsorption of a single62

BTP molecule on graphite out of a TCB solution is almost thermoneutral. Hence it is the inter-63

molecular interaction in the hydrogen-bonded networks on graphite that stabilizes the molecular64

layers, the surface just acts as a template to allow a planar arrangement of the hydrogen-bonded65

network.66

Computational details67

In this study, force field molecular dynamics are used in order to describe the adsorption properties68

of solvated BTP molecules on graphite. The structure of 3,3’-BTP which is known for its high69

versatility in surface structures is shown in Fig. 1. There are of course force-fields that reproduce70

structural properties of water quite satisfactorily [19,20]. However, here we need general purpose71

force fields that are able to describe different solvents, solvent-molecule and molecule-surface72

interactions equally well. Hence we use the Universal (UFF) [21], Compass (condensed-phase73

optimized molecular potentials for atomistic simulation studies) [22], Dreiding [23] and Consistent74
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Figure 1: Structure of the 3,3’-BTP molecule.

Valence (CVFF) [24] force fields included in the Forcite module of the Accelrys’ Materials Studio75

package.76

The graphite surface is modeled by a 5 layer graphite (0001) slab. Convergence criteria are cho-77

sen according to the program’s ultrafine settings. Partial charges of the atoms are assigned with78

the Gasteiger [25] and QEq [26] methods for UFF and Dreiding, whereas charging methods are79

already included in the CVFF and Compass force fields.80

As mentioned in the introduction, the theoretical treatment of liquids requires to consider free ener-81

gies and free energy differences. Typically free energy differences are determined by performing82

constraint MD simulations using either umbrella sampling schemes [27,28], free energy pertur-83

bation methods [29] or some other appropriate thermodynamic integration scheme such as the84

recently developed enveloping distribution sampling (EDS) method [30].85

However, using one of these schemes often requires a series of molecular dynamics simulations.86

In order to derive the adsorption energy of the BTP molecules from solution at finite temperatures,87

we rather take advantage of the fact that BTP molecules on the surface and in solution replace88

approximately the same amount of solvent molecules. Hence we determine the free enthalpy of89

adsorption ∆E f ree
ads from the solvent according to the scheme illustrated in Fig. 2, i.e., it is evaluated90

as the difference of the free enthalpy of the molecule adsorbed at the substrate/solvent interface91
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minus the free enthalpy of the molecule dissolved above the substrate/solvent interface:92

∆E f ree
ads = E f ree

ads −E f ree
diss . (1)93

We also determine free enthalpies instead of free energies, in order to stay consistent with our pre-94

vious thermodynamics calculations that we want to improve by using the solvent model. The free95

enthalpies are derived as the energy average along molecular dynamics simulations which were96

performed within the NPT ensemble at 298 K (Nosé thermostat) and at 0.0001 GPa (Berendsen97

barostat) after initial geometry optimization steps of the randomly chosen starting configuration98

according to Ref. [31]. The first 50 ps of the simulations with a time step of 1 fs were considered99

as the equilibration time, all averages have been performed using the subsequent 100-150 ps of100

simulation time.101

Figure 2: Structural models used to derive the free enthalpy of adsorption of a dissolved molecule:
a) adsorbed molecule at the substrate/solvent interface and b) dissolved molecule above the sub-
strate/solvent interface.
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The free enthalpies of adsorption in the presence of the solvent will be contrasted with the adsorp-102

tion energies at the solid-gas interface which were calculated as usual according to [32]103

Eads = Emol/sur f − (Emol +Esur f ) . (2)104

where Emol/sur f is the total energy of the molecule/surface system, and Emol and Esur f are the total105

energies of the isolated molecule and the surface alone, respectively.106

In order to validate the reliability of the force fields used in this study, we have considered liquid107

densities and the solvation energies in water and TCB. In order to be consistent with our scheme to108

determine the free enthalpies of adsorption, we estimated the solvation energy Esolv from the free109

enthalpy of the dissolved molecule E f ree
mol−solv, the free enthalpy of the solvent alone E f ree

solvent and the110

enthalpy of the isolated molecule Emol according to111

Esolv = E f ree
mol−solv− (E f ree

solvent +Emol) . (3)112

This procedure neglects effects due to the volume change of the solvent when the molecule is113

dissolved. However, due to the large number of solvent molecules included in the simulations, the114

influence of these effects should be neglibible.115

Results116

Validation step 1: Liquid densities117

As a first test case, the densities of liquid water and 1,2,4-trichlorobenzene (TCB) are considered,118

yielding an indication whether the intermolecular interactions within the solvent phase can be119

reproduced correctly by a force field. The calculated results are compared with the corresponding120

experimental values for water [33] and TCB [34].121

For water, a strong variation between the different force field results is observed (see fig. 3). The122

average densities of the molecular dynamics trajectory range from 0.07 g/cm3 for UFF with123
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Figure 3: Force field molecular dynamics densities of water and TCB at 298 K. Experimental
values are taken for water from Ref. [33] and for TCB from Ref. [34].

Gasteiger charging, up to 1.01 g/cm3 for Dreiding with QEq charges. A value of 0.997 g/cm3
124

would have been expected [33]. With UFF, the deviation from the experiment is particularly high125

with both charging methods. Dreiding performs well with QEq charging, but not with Gasteiger126

charges. Compass and CVFF also show a deviation from experimental values of less than 5 %. Fur-127

ther Compass calculations with varying system size could show that the solvent density does not128

change noticeably over a wide range of system sizes. Starting from a system of 30 water molecules,129

the density remains at 0.96 g/cm3. Using less water molecules leads to higher densities. But even130

when only 3 molecules are used, the density only increases by 8% to 1.04 g/cm3.131

The energy difference between an isolated molecule and a molecule in the condensed phase, the132

cohesive energy, is also relatively independent of the system size. In systems of 10 to 700 wa-133

ter molecules, the cohesive energy remains at -365 to -369 meV. With smaller systems, the cohe-134

sive energy decreases: With 5 molecules representing liquid water, it drops to -404 meV. We also135

checked the influence of the runtime of the trajectories on the average values. Total runtimes of136

150 ps are used in order to evaluate the influence of the length of equilibration phase and actual137

trajectory. For the larger systems, the extreme cases of 20 ps equilibration time and 130 ps runtime138

one the one hand and of 100 ps equilibration and only 50 ps runtime on the other hand differ in139
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average potential energy by only a few meV. The standard deviation in the potential energy remains140

below 10 meV per molecule for cell sizes above 10 molecules.141

Figure 4: Equilibrium distance and interaction energy for water dimers, calculated with different
force fields and with quantum chemical methods.

In order to understand the reason for the discrepancy between calculated water densities and the142

experimental value, we have determined the equilibrium distance and interaction energy for a143

water dimer with different force fields and additionally also with quantum chemical methods. The144

corresponding results are plotted in Fig. 4. The considered quantum chemical methods agree in145

an equilibrium distance of 1.98 to 2.05 Å, with interaction energies ranging from -85 to -102 meV.146

Interestingly enough, Dreiding with Gasteiger charging reaches a very similar result of 2.00 Å147

and -82 meV, but still the Dreiding/Gasteiger density is much too low. Dreiding/QEq, Compass148

and CVFF have stronger hydrogen bonds of 105 to 137 meV. Although they yield water-water149

distances that are too small, their densities agree very well with the experimental result. With150

less than 40 meV, UFF greatly underestimates the hydrogen bonds, resulting in particularly low151

densities.152

TCB on the other hand is more accurately described by force fields. The force field densities vary153
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between 1.37 g/cm3 (Dreiding/Gasteiger) and 1.48 g/cm3 (UFF/QEq). The deviation from the154

experimental density of 1.45 g/cm3 [34] is less than 6 % for all force fields.155

In conclusion of that part, it is important to note that liquid water is only poorly reproduced by the156

force fields considered in this study due to problems with the reliable description of intermolec-157

ular hydrogen bonds and liquid densities. For TCB on the other hand, the force field results are158

reasonably accurate, possibly because hydrogen bonds are less important in the TCB bonding.159

Validation step 2: Solvation energies160

Figure 5: Force field molecular dynamics result for the free energy of solvation Esolv for pyridine
and benzene in water. Experimental values from Ref. [35].

As a further validation, we addressed the interaction between solvent and dissolved organic161

molecule which should be reproduced accurately for a meaningful description of the system. As162

test systems, we considered the solvation of pyridine and benzene as small but similar models for163

the larger BTP molecule which consists of pyridine and benzene rings. The resulting solvation164

energies evaluated according to Eq. 3 are collected in Fig. 5 and compared with the experimental165

solvation energies of -517 meV for pyridine and -329 meV in water [35].166

Quantitatively, most of the the force field results do not agree very well with the experiment. Dreid-167

ing/QEq reproduces 88 % of the pyridine solvation energy. CVFF decribes the benzene solvation168

rather well, it overestimates the energy by only 16 %. UFF/Gasteiger is correct in a qualitative169

sense, pyridine has a higher gain in solvation energy than benzene. This is not achieved by any of170

the other force fields. Still, UFF/Gasteiger underestimates the solvation energies.171
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Both UFF/QEq and Dreiding/QEq calculations fail for benzene solvation, they overestimate the172

solvation energy by a factor of 3 to 4. On the other hand, pyridine solvation energies are too small173

by a factor of 2 to 3 with CVFF and Compass. Dreiding/Gasteiger calculations result in positive174

solvation energies, whereas negative values would be expected.175

These results are certainly not satisfactory in a quantitative way. Obviously the problem with the176

description of the intermolecular hydrogen bonds directly translates to inaccurate solvation ener-177

gies in water. Still, most of the force fields are able to show that pyridine and benzene have small178

negative solvation energies in water, so the method might still be useful for a more qualitative179

analysis of the BTP adsorption process.180

Another problem might be the rather crude model we use that neglects the changes of volume181

in the system. However, if the number of water molecules is large enough, this volume change182

becomes smaller than the natural fluctuations in the volume throughout the trajectory. For the ben-183

zene in water case, with 300 water molecules the volume changes by 6% when a benzene molecule184

is added to the system whereas the standard deviation amounts to 8% of average volume for the185

benzene-water solvated system. With a further increase of the system size to 600 water molecules,186

the volume change amounts to less than 3%. Using more than 1200 water molecules brings about187

only small changes: For system sizes betweeen 1200 and 2100 atoms, the volume change stays188

close to 1%, similar to the standard deviation.189

Figure 6: Force field molecular dynamics result for the free energy of solvation Esolv for 3,3’-BTP
in water and TCB.

Additionally, the BTP solvation process has been addressed. Note that due to the approximate na-190
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Table 1: Solvation (Esolv) and adsorption (Eads) energies of 3,3’-BTP in eV calculated using differ-
ent force fields.

Esolv Eads
Water TCB Water TCB Vacuum

UFF, Gasteiger -2.459 -2.225 -4.270 0.137 -4.560
UFF, QEq -4.413 -2.625
Dreiding, Gasteiger 6.112 -1.925 -2.696 -0.142 -3.941
Dreiding, QEq -5.404 -0.016
Compass 17.349 -1.406 -1.409 0.072 -4.027
CVFF -0.068 -2.787 -3.569 -0.052 -7.312
Exp. -0.340[2]

ture of the determination of the solvation energy according to Eq. 3 the results which are collected191

in Fig. 6 and Tab. 1 can only be of a qualitative manner. However, to the best of our knowledge,192

there are no experimental values for the BTP solvation energies available. It is just known that BTP193

molecules dissolve easily in TCB, but are not soluble in water [4].194

For the molecular dynamics simulations of the solvated BTP molecule, rather large unit cells con-195

taining 395 to 400 water molecules and 106 to 143 TCB molecules, respectively, were used. This196

is a compromise between cells being large enough for minimal volume effects and being small197

enough for an efficient computational treatment.198

The solvation energies of BTP in water and in TCB again vary strongly with the force field used.199

Not all force fields can reproduce the experimental findings at least in a qualitative way. Both200

UFF calculations and Dreiding/QEq result in a higher energy gain for the dissolution in wa-201

ter. With about 200 meV, the difference between solvation in water and TCB is only small for202

UFF/Gasteiger. It is more significant in the UFF/QEq and the Dreiding/QEq calculations with203

nearly 2 and more than 5 eV, respectively. Thus QEq charging is not used any more for the subse-204

quent calculations.205

Only with Compass, CVFF and Dreiding/Gasteiger, the force field results show that it is energet-206

ically more favorable to dissolve the BTP molecule in TCB than in water. The Compass result is207

probably closest to the experimental observations. Here, the solvation in water is clearly not fa-208

vorable, and the difference to the TCB solvation is more than 18 eV. Dreiding/Gasteiger show a209

similar trend, but with 8 eV, the energy difference is considerably smaller. In the CVFF calculation,210
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the difference is only about 3 eV and the solvation in water is not decidedly unfavorable from an211

energetic point of view.212

Adsorption of a dissolved BTP molecule213

Figure 7: Adsorption energy of a 3,3’-BTP molecule on graphite: under vacuum conditions and at
the solid|liquid-interface from water or TCB, respectively. Experimental value and DFT-D3 result
from ref. [12].

Finally, we consider the adsorption energy of 3,3’-BTP on graphite under different conditions,214

namely for the BTP adsorption under vacuum conditions, at the solid/liquid interface with TCB215

as a solvent, as in the experiment, and additionally the case of adsorption of a BTP molecule from216

water. These numbers are listed in Tab. 1. Furthermore, in Fig. 7 they are compared with the ad-217

sorption energy under vacuum conditions derived both from experiment and from DFT-D3 [36]218

calculations [12] with semi-empirical corrections for the van der Waals attraction. Obviously force219

fields significantly overestimate the interaction between graphite and the BTP molecule, as can be220

seen from the vacuum results [12]. Yet, as we will see below, for the adsorption from solution still221

results in semi-quantitative agreememt with the experiment are obtained.222

The free enthalpies of adsorption were derived as illustrated in Fig. 2: MD simulations were per-223

formed for a BTP molecule adsorbed on the surface with a solvent atmosphere at 298 K and for224

a dissolved molecule that is not yet adsorbed. The comparison of the average potential energies225

for the two different cases then yields the free enthalpy of adsorption of a dissolved molecule. The226

adsorption energies obtained following that procedure show surprising results: Even though the227
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solvation and adsorption energies strongly vary with the force field, the general trend is the same228

in each case. While the adsorption from water leads to a high gain in energy, the adsorption from229

TCB is rather neutral in its energy balance. With UFF, adsorption from water yields over 90 %230

of the energy that is obtained under vacuum conditions. Dreiding still reaches nearly 70 %. With231

Compass and CVFF, this ratio drops to 35 and 49 %, respectively. The adsorption energy from232

TCB is much smaller with all force fields, it ranges from 137 meV with UFF to -142 meV with233

Dreiding. This agrees qualitatively rather well with experimental findings, where the analysis of234

Langmuir adsorption isotherms has resulted in a 3,3’-BTP adsorption enthalpy of -340 meV at the235

solid/liquid interface.[2] In contrast to the observations under vacuum conditions, it might be that236

force fields tend to underestimate the interaction energy.237

Figure 8: Structural models of the different 3,3’-BTP surface structures that have been observed at
the solid/liquid interface.

These findings can be rationalized fairly easily. BTP interacts strongly with the graphite surface via238
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van der Waals interaction [12], thus the adsorption under vacuum conditions leads to a relatively239

high gain in energy. BTP also interacts strongly with the TCB solvent, which is why it can be240

dissolved in TCB. When it adsorbs on the surface, it gains the adsorption energy, but at the same241

time it loses part of the interaction with the water. In total, both contributions seem to balance out.242

The interaction between BTP and water, on the other hand, is rather weak. So in the hypothetical243

case of BTP adsorption from water, the system would gain the large adsorption energy, but the244

loss of BTP-water interaction is rather small so that in total, an energy gain is associated with the245

adsorption.246

Table 2: Adsorption energy of 3,3’-BTP per molecule in different surface structures in eV at the
gas/solid and free enthalpy of adsorption at the liquid/solid interface at 298 K.

DP LIN1 LIN2 HEX
Vacuum conditions -4.029 -4.173 -4.475 -4.491
Full solvation 0.203 -0.0775 -0.339 -0.0564

Phase stability247

Experimentally, it was observed that BTP on graphite in TCB solution exhibits a series of different248

structures – one hexagonal, two closely related linear and on densely packed linear structure –249

that were ordered according to their packing density as a function of the concentration [6]. These250

structures are illustrated in Fig. 8. Also the coexistence of different structures was found.251

Thermodynamically, the stability of the adsorbate structures is governed by the free energy. Ne-252

glecting entropic effects, the free energy of adsorption can be expressed as [13,32]253

∆G = ρ(Eads−µ) , (4)254

where is Eads is the adsorption energy per molecule in a given structure and ρ is the density of255

molecules per surface area in this structure. µ is the chemical potential which depends monotoni-256

cally on the concentration. A plot of the free energy of adsorption ∆G versus the chemical potential257

µ shows which phase is lowest in free energy at a given potential range. Using the experimen-258

tally derived adsorption enthalpy [2] of a single molecule and estimated values for the hydrogen259
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bonding between the molecules, the sequence of observed structures as a function of concentration260

could be reproduced [2]. This sequence could also be reproduced based on adsorption energies261

obtained from force field calculations at the gas/solid interface, but at an entirely different range of262

chemical potentials because of the rather different energy reference related to molecules in the gas263

phase.264

The calculations presented so far have already shown that the inclusion of TCB into the model has265

a drastic effect. It might also well be that the solvent affects the strength of the intermolecular266

interactions. We have therefore estimated ∆G at 298 K taking the presence of the solvent into267

account.268

MD runs with the full surface structures including graphite, BTP and TCB were carried out corre-269

sponding to an explicit solvation model. Due to the computational effort of these very large cells,270

some simplifications were necessary. Only 3 carbon layers could be used in order to represent the271

graphite surface. MD runs covered 150 ps, with the initial 50 ps as equilibration time. For each272

phase, one trajectory run for the adsorbed ordered surface structure in the presence of the solvent273

and another trajectory run for the BTP molecules in solution as illustrated in Fig. 2 using the same274

unit cell were performed. Ideally, no interaction between a BTP molecule and the surface or an-275

other BTP molecule should occur in the latter simulations. These simulations were done using the276

Compass force field which provided the most reliable results.277

Figure 9: Plot of the free adsorption enthalpy of different 3,3’-BTP phases against the chemical
potential obtained with fully solvated surface structures using the Compass force field.
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As a result, the adsorption energies in Tab. 2 are obtained. These adsorption energies combine278

the BTP/graphite interaction with intermolecular interactions and solvent effects. The adsorption279

enthalpies range from 0.203 eV for the DP structure to -0.339 eV for the LIN2 structure. The Com-280

pass force field adsorption energy of a single BTP molecule amounts to 0.072 eV (see Tab. 1). This281

indicates that for the LIN1, LIN2 and Hex structures whose adsorption enthalpies are negative the282

intermolecular interaction is attractive where for the DP structure the packing is so dense that the283

intermolecular interaction is already repulsive. The range of adsorption enthalpies is 80 meV larger284

than the range of adsorption energies of the corresponding structures at the gas/solid interface. Fur-285

thermore, at the gas/solid interface all structures are energetically more favorable per adsorbed286

molecule than the isolated adsorbed 3,3’-BTP molecule whose adsorption energy is -4.027 eV. This287

indicates that the intermolecular interaction is weakened by the presence of the solvent.288

The phases in Fig. 9 are ordered according to their packing densities, in agreement with the ex-289

periment. The broader range of adsorption energies now translates to a broad range of chemical290

potential values over which the phase transitions occur. In agreement with the semiempirical re-291

sults, the transition between the LIN1 and LIN2 phases is found at a slightly positive chemical292

potential. However, compared to the semiempirical results, the HEX|LIN2 and LIN1|DP transi-293

tions occur at noticeably lower and higher chemical potentials, respectively. According to Fig. 9,294

the HEX phase should not be observed since the free energy of adsorption is positive which means295

that the BTP-uncovered substrate is more stable. However, it is also apparent how close the two296

curves of the HEX and the LIN2 phases on the one hand and of the LIN1 and DP phases on the297

other hand are. Given the uncertainty of the force field calculations, it might well be that the stabil-298

ity range of the LIN1 and LIN2 phases are smaller. It should also be noted that the stability ranges299

shown in Fig. 9 are based on the assumption of thermal equilibrium. Kinetic effects in the structure300

formation are not taken into account which might lead to the formation of metastable structures.301
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Conclusions302

The adsorption of 3,3’-BTP on graphite in the presence of water and TCB as solvents has been303

studied by molecular dynamics simulations at room temperature using various force fields.304

Whereas the results concerning water as a solvent show a wide spread between the different force305

fields, the results for TCB as a solvent are more consistent among the considered force fields. They306

all yield in agreement with the experiment that the adsorption of a single BTP molecule out of the307

TCB solvent is almost thermoneutral, i.e., it is not associated with a significant energy gain. Con-308

sequently, the formation of ordered hydrogen-bonded network structures of the BTP molecules in309

the presence of TCB as a solvent is mainly stabilized through the intermolecular interactions. The310

substrate basically only acts as a template allowing the planar arrangement of the BTP molecules.311

Finally, the stability of ordered BTP network structures on graphite at room temperature has been312

addressed within a atomic thermodynamics approach. In agreement with the experiment, four dif-313

ferent phases are found to be ordered according to their packing densities as a function of the con-314

centration of the BTP molecules in the solvent. However, the stability ranges of the linear phases315

seem to be too broad caused probably by uncertainties in the force field calculations.316

Acknowledgment317

Useful discussions with Ulrich Ziener are gratefully acknowledged. This work was financially318

supported by the German Science Foundation (DFG) within the Collaborative Research Cen-319

tre (Sonderforschungsbereich) SFB 569. Further support by the Christiane Nüsslein-Volhard-320

Foundation is gratefully acknowledged.321

References322

1. Ma, C.-Q.; Mena-Osteritz, M.; Debaerdemaeker, T.; Wienk, M. M.; Janssen, R. A. J.;323

Bäuerle, P. Angew. Chem. Int. Ed. 2007, 46, 1679–1683.324

17



2. Meier, C.; Landfester, K.; Künzel, D.; Markert, T.; Groß, A.; Ziener, U. Angew. Chem. Int. Ed.325

2008, 47, 3821.326

3. Ziener, U.; Lehn, J.-M.; Mourran, A.; Möller, M. Chem. Eur. J. 2002, 8, 951.327

4. Meier, C.; Ziener, U.; Landfester, K.; Weihrich, P. J. Phys. Chem. B 2005, 109, 21015.328

5. Ziener, U. J. Phys. Chem. B 2008, 112, 14698–14717. doi:10.1021/jp805846d.329

6. Meier, C.; Roos, M.; Künzel, D.; Breitruck, A.; Hoster, H. E.; Landfester, K.; Groß, A.;330

Behm, R. J.; Ziener, U. J. Phys. Chem. C 2010, 114, 1268–1277. doi:10.1021/jp910029z.331

7. Caterbow, D.; Künzel, D.; Mavros, M. G.; Groß, A.; Landfester, K.; Ziener, U. Beilstein J.332

Nanotechnol. 2011, 2, 405–415.333

8. Roos, M.; Künzel, D.; Uhl, B.; Huang, H.; Alves, O.; Hoster, H.; Groß, A.; Behm, R. J. Am.334

Chem. Soc. 2011, 133, 9208–9211.335

9. Roos, M.; Uhl, B.; Künzel, D.; Hoster, H.; Groß, A.; Behm, R. Beilstein J. Nanotechnol. 2011,336

2, 365–373.337

10. Waldmann, T.; Künzel, D.; Hoster, H. E.; Groß, A.; Behm, R. J. J. Am. Chem. Soc. 2012, 134338

(21), 8817–8822. doi:10.1021/ja302593v.339

11. Künzel, D.; Markert, T.; Groß, A.; Benoit, D. Phys. Chem. Chem. Phys. 2009, 11, 8867.340

12. Künzel, D.; Tonigold, K.; Kucera, J.; Ross, M.; Hoster, H. E.; Behm, R. J.; Groß, A. Chem.341

Phys. Chem. 2011, 12, 2242–2245.342

13. Reuter, K.; Scheffler, M. Phys. Rev. B 2001, 65, 035406.343

14. Kuc̆era, J.; Groß, A. Langmuir 2008, 24, 13985.344

15. Yu, M.; Wang, J.; Mura, M.; Meng, Q.-q.; Xu, W.; Gersen, H.; LÃęgsgaard, E.; Stensgaard, I.;345

Kelly, R. E. A.; Kjems, J.; Linderoth, T. R.; Kantorovich, L. N.; Besenbacher, F. ACS Nano346

2011, 5 (8), 6651–6660. doi:10.1021/nn202157m.347

18



16. Patra, A.; Wijsboom, Y. H.; Leitus, G.; Bendikov, M. Chem. Mater. 2011, 23 (3), 896–906.348

doi:10.1021/cm102395v.349

17. Waldmann, T.; Nenon, C.; Tonigold, K.; Hoster, H. E.; Groß, A.; Behm, R. J. Phys. Chem.350

Chem. Phys. 2012, 14, 10726–10731. doi:10.1039/C2CP40800G.351

18. Rittmeyer, S. P.; Groß, A. Beilstein J. Nanotechnol. 2012, 3, 909–919. doi:10.3762/bjnano.3.352

101.353

19. Crozier, P. S.; Rowley, R. L.; Henderson, D. J. Chem. Phys. 2000, 113, 9202.354

20. Bukowski, R.; Szalewicz, K.; Groenenboom, G. C.; van der Avoird, A. Science 2007, 315,355

1249.356

21. Rappé, A. K.; Casewit, C. J.; Colwell, K. S.; Goddard, W. A.; Skiff, W. M. J. Am. Chem. Soc.357

1992, 114, 10024.358

22. Sun, H. J. Phys. Chem. B 1998, 102, 7338.359

23. Mayo, S. L.; Olafson, B. D.; Goddard, W. A. J. Phys. Chem. 1990, 94, 8897.360

24. Dauber-Osguthorpe, P.; Roberts, V. A.; Osguthorpe, D. J.; Wolff, J.; Genest, M.; Hagler, A. T.361

PROTEINS: Structure, Function, and Genetics 1988, 4, 31.362

25. Gasteiger, J.; Masili, M. Tetrahedron 1980, 36, 3219.363

26. Rappé, A. K.; Goddard, W. A. J. Phys. Chem. 1991, 95, 3358.364

27. Torrie, G. M.; Valleau, J. P. J. Comp. Phys. 1977, 23 (2), 187 –199. doi:DOI:10.1016/365

0021-9991(77)90121-8.366

28. Hartnig, C.; Koper, M. T. M. J. Chem. Phys. 2001, 115, 8540.367

29. Zwanzig, R. W. J. Chem. Phys. 1954, 22, 1420–1426. doi:10.1063/1.1740409.368

19



30. Christ, C. D.; van Gunsteren, W. F. J. Chem. Phys. 2007, 126, 184110. doi:10.1063/1.369

2730508.370

31. Hashem, Y.; Auffinger, P. Methods 2009, 47, 187–197.371

32. Groß, A. J. Comput. Theor. Nanosci. 2008, 5, 894.372

33. Gardas, R. L.; Dagade, D. H.; Coutinho, J. A. P.; Patil, K. J. J. Phys. Chem. B 2008, 112,373

3380–3389.374

34. Kohler, F.; Rott, E. Monatshefte für Chemie 1954, 85, 703–718.375

35. Abraham, M. H.; Whiting, G. S.; Fuchs, R.; J., C. E. J. Chem. Soc. Perkin Trans. 1990, 2, 291.376

36. Grimme, S.; Antony, J.; Ehrlich, S.; Krieg, H. J. Chem. Phys. 2010, 132, 154104.377

20


