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Experimental analysis of charge redistribution
due to chemical bonding by high-resolution
transmission electron microscopy
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The electronic charge density distribution or the electrostatic atomic potential of a solid or molecule contains information not
only on the atomic structure, but also on the electronic properties, such as the nature of the chemical bonds or the degree of
ionization of atoms. However, the redistribution of charge due to chemical bonding is small compared with the total charge
density, and therefore difficult to measure. Here, we demonstrate an experimental analysis of charge redistribution due to
chemical bonding by means of high-resolution transmission electron microscopy (HRTEM). We analyse charge transfer on
the single-atom level for nitrogen-substitution point defects in graphene, and confirm the ionicity of single-layer hexagonal
boron nitride. Our combination of HRTEM experiments and first-principles electronic structure calculations opens a new way
to investigate electronic configurations of point defects, other non-periodic arrangements or nanoscale objects that cannot be
studied by an electron or X-ray diffraction analysis.

The redistribution of charge that occurs when free atoms
are arranged into a solid or molecule is of tremendous
interest. It is the distribution of the binding electrons and

their energy levels that defines, to a large extent, the properties
of a material. According to the Hohenberg–Kohn theorem1,2,
all ground-state electronic properties can be derived from the
electronic charge density distribution; this theorem is also the basis
for the density functional theory (DFT) approach to first-principles
electronic structure calculations. The interatomic electrostatic
potential is directly related to the charge distribution through
Poisson’s equation, and hence, provides equivalent information.
Charge density or electrostatic potential can be directly probed
by the scattering of X-rays or electrons, respectively. However,
a high precision is needed to obtain information that goes
beyond the structure of the compound, so far obtained only
from X-ray3,4 or electron diffraction5,6 experiments. Measurements
of electronic charge densities can be used to reveal the nature
of chemical bonds3 or to determine the ionicity of atoms
in a compound6. Moreover, high-precision experimental data
can be used to verify a calculated charge density7, even if a
complete reconstruction is not possible8. This is particularly
important for complex materials where the modelling, the involved
approximations and discretization are not straightforward. For
example, important details in the electronic configuration of
copper oxide9 or magnesium diboride10 have been clarified by the
combination of an electron and X-ray diffraction analysis with
first-principles calculations.
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In spite of these direct methods, most of our knowledge on
crystal bonding and electronic structure comes from indirect
evidence and theory6. One reason is the experimental difficulty
to obtain charge density or crystal potential measurements with a
sufficiently high accuracy. Moreover, diffraction experiments are
limited to sufficiently large periodic structures, and hence, exclude
the study of individual interfaces or point defects. In addition,
there exist competing spectroscopic techniques that can provide
information about the local electronic structure with high spatial
resolution11–17. For example, atom-resolved electron energy-loss
spectroscopy provides not only information about the elemental
composition, but also adjustments to the energy levels from the
local environment12–15. As another example, the combination of
scanning tunnelling microscopy and spectroscopy can provide
electronic spectra from interfaces or point defects18–20, but is
inherently limited to surfaces.

Here, we show that a charge transfer between neighbouring
atoms can be analysed on the basis of atomically resolved HRTEM.
The effect of binding electrons on HRTEM image contrast has
been explored through calculations in previous studies21–24, but
the effects were not detected experimentally. However, in the
same way as in X-ray or electron diffraction experiments, the
influence of chemical bonds on HRTEM image contrast becomes
discernible and relevant once a sufficient accuracy is obtained in
the experiment. We demonstrate this for two cases that would both
be inaccessible with a diffraction analysis. As a first example, we
analyse the electronic configuration around nitrogen-substitution
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Figure 1 | Charge distribution, projected potentials and TEM simulations for nitrogen-doped graphene. a, Relaxed atomic configuration for a nitrogen
substitution in graphene. Bond lengths are given in angstroms. b, Projected potential based on the IAM, with the periodic components of the graphene
lattice removed, and bandwidth-limited to our experimental resolution (about 1.8 Å). Dark contrast corresponds to higher projected potential values, in
accordance with our TEM imaging conditions. c, TEM simulation based on the IAM potential, for two experimental conditions (f1 and f2, see text). Filters
are: (i) unfiltered, (ii) periodic components removed by a Fourier filter, and (iii) low-pass filtered. d, Atomic structure (same bond lengths), with the
changes in projected electron density due to bonding shown in colour. Blue corresponds to a lower, red to a higher electron density in the DFT result as
compared with the neutral-atom (IAM) case. e, Projected potential, filtered as in b, based on the all-electron DFT calculation. f, TEM simulations using the
DFT-based potentials. The greyscale calibration bar applies to columns (ii) and (iii), which are all shown on the same greyscale range for direct
comparison. The scale bars are 5 Å.

point defects25 in graphene26,27. In this case, we demonstrate that the
electronic configuration on the carbon atom next to the nitrogen
is perturbed by the defect. In other words, electron scattering on
the carbon atom next to the nitrogen is significantly different from
electron scattering on a carbon atom elsewhere in the graphene
sheet. The second example, hexagonal boron nitride (hBN), is well
known to be ionic in the bulk form28. We confirm the ionicity
for the single-layer hBN structure from HRTEM measurements.
Although single-layer hBN is crystalline, experimentally obtained
free-standing single-layer hBN samples forHRTEM studies are only
a few nanometres in size29–32, and therefore a diffraction analysis is
not practically possible so far. In both cases, the precisely defined
sample geometries in terms of thickness (one layer), amorphous
adsorbates and defects (none in the selected regions), along with
very high sample stability and therefore unprecedented signal-to-
noise ratios (by using lower acceleration voltages to avoid sample
damage) enable sufficiently accurate measurements. Our analysis
on the basis of HRTEM measurements provides a sensitivity to
charge transfer on a single-atom level. This opens a new way to
study electronic configurations, in particular for point defects, other
non-periodic arrangements or nanoscale objects that cannot be
analysed in a diffraction experiment.

HRTEM images are conventionally analysed on the basis of the
so-called independent atom model33 (IAM), sometimes also called
the procrystal model10. In this model, the potential of a solid is
calculated as a superposition of atomic potentials that have once
been calculated for an isolated atom of every element34. This is
reasonable as a first approximation because the adjustments to the
potentials due to bonding electrons are small. Moreover, the IAM
result is useful for comparison, because the effects of chemical
bonds can be easily recognized from the difference between the
‘real’ situation and the IAM approximation9,10. Therefore, we
will discuss the image simulations based on the IAM, as well
as image simulation based on more accurate potentials from

DFT calculations in comparison. Both, HRTEM experiments and
first-principles electronic structure calculations, show that the IAM
is not sufficient for accurate transmission electron microscopy
(TEM) image simulations of our examplematerials.

We begin our results and discussion with the case of nitrogen-
doped graphene. The atomic configuration has been considered in
many previous works (for example, refs 35,36), and it was found
that the C–N bond length in this configuration is nearly identical
to the C–C bond length in graphene (with differences less than
2 pm, Fig. 1a). Then, on the basis of neutral, isolated-atom (IAM)
scattering factors, one would not expect that a nitrogen substitution
in graphene can be detected at all. The projected potential is almost
identical to that of regular graphene (Fig. 1b), and the expected
contrast difference between ‘neutral’ C and N atoms in the HRTEM
simulation is less than 0.1% (Fig. 1c).

The situation is different if we include the charge redistribution
due to chemical bonds for this configuration. Figure 1d shows a
model of the N substitution in graphene along with the changes
in the electronic charge density due to the chemical bonds.
As discussed above, we highlight these changes by showing the
difference between the DFT and IAM result. In addition, we
have removed the periodic components of the graphene lattice
from this difference image (see Supplementary Information for
the unfiltered images). Remarkably, the strongest change in the
charge density is around the three carbon atoms next to the
nitrogen substitution, rather than on the N atom itself. The
reduced electron charge density around the nitrogen atom leads
to a reduced screening of the core potentials, and to a spatially
extended signal in the projected potential. The corresponding DFT-
based projected potential (with periodic components removed, and
bandwidth-limited to approximately our experimental resolution
(about 1.8Å)) is shown in Fig. 1e: here, we see a spatially extended
dark contrast, with a diameter of approximately two times the
C–N bond (red dashed circle in Fig. 1e). We emphasize that the
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Figure 2 |Nitrogen dopants in graphene. Imaging conditions and filters in a–f are the same as in Fig. 1c,f. The red lines in the CTF plots (insets in a,d,h)
indicate the 2.13 Å graphene lattice spacing. a–c, Scherzer defocus images. The dark contrast can be directly interpreted as atomic structure. However, the
nitrogen substitution defects are not significantly above the noise (red circles). d–f, Larger defocus images (f2) of the same area as shown in a–c. The
nitrogen defects are clearly detected as a smooth dark contrast (in any case, a filter (e,f) is needed to discern the N dopants against the much stronger
signal of the single layer graphene lattice). The extended defect (red dashed line in a) allows us to compare the same atomic position in both focus values.
g, Image from a larger area, showing six nitrogen substitution defects marked by red arrows. The inset shows an unfiltered section of the image on the
same contrast scale. h, Image of two nitrogen substitutions obtained with a reversed CTF (negative spherical aberration−CS, positive defocus−f2),
showing the substitution positions as white areas. i, Irradiation-induced nitrogen substitutions (arrows, see text). The strong feature on the upper left is a
beam-induced hole. All scale bars are 1 nm.
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Figure 3 |Analysis of the nitrogen substitution defect. a, Comparison
between experiment and simulations based on IAM and DFT potentials for
defocus value f2. MTF: modulation transfer function. Inset: The image and
profile, and the Fourier-filtered image (graphene lattice removed). The
noise level is measured as the standard deviation in a featureless region of
the filtered image, close to the defect (black rectangle). A standard
deviation of 0.0008 is found in this example. b, Line profile with the
periodic components removed. The intensity dip at the nitrogen defect is
seven times stronger than the standard deviation, and thus clearly above
the noise.

signal due to bonding electrons here is not a point feature, as
would be expected for a localized charge, an ad-atom or a heavier
substitution atom. Hence, we can confirm from the experiment
a charge redistribution over the nearest-neighbour atoms of a
substitutional impurity, as shown below.

Indeed, themostly lower-frequency components in the projected
potential of the nitrogen substitution defect provide an additional
complication to aberration-corrected HRTEM imaging of this
defect. If we tune the spherical aberration and defocus so as to
obtain a single pass-band in the contrast transfer function (CTF),
the microscope acts as a high-pass filter and the defect is difficult to
detect (about 0.3% contrast in a narrowpoint). This case is shown as
‘defocus f1’ in our images. Under these conditions, dark contrast can
be directly interpreted in terms of the atomic structure; however,
the nitrogen substitution cannot be distinguished from the carbon
atoms (even at our very low noise levels). Using a larger defocus
(f2), the CTF (Fig. 1c,f) shows oscillations but includes more of the
lower spatial frequencies. Now, the nitrogen defect can be detected,
yielding a stronger (about 0.6%) and also wider dark contrast.
In any case, the nitrogen positions are most clearly visible when
the graphene lattice is removed by a Fourier filter, or suppressed
by a Gaussian low-pass filter. It must be emphasized that these
filters are used only to find and highlight the nitrogen defects in
the experimental data, as otherwise the small perturbation to the
regular graphene lattice is difficult to see by eye. The comparison
between simulation and experiment, which provides the direct
experimental verification of the DFT-based charge densities, does
not require any filters (Fig. 3a, discussed further below).

Experimentally, we identify single-layer graphene areas in
the nitrogen-doped, chemical vapour deposition (CVD)-grown

graphene sheets by an electron diffraction analysis37,38. We record
long image sequences, >30 exposures with a pixel size of 0.2Å and
about 104 counts per pixel, for each value of defocus. Importantly,
the graphene structure and defects of interest remain stable
throughout the long exposure and associated high dose, which is
a prerequisite to obtain the very high signal-to-noise ratio. Then, a
drift-compensated average of 30–40 exposures is used. As predicted
by the DFT model, the nitrogen substitutions exhibit a weak dark
contrast in the larger defocus (f2) images, but disappear below the
noise as the focus is set to the Scherzer defocus conditions (f1). As
described above, this focus dependence confirms the mostly lower-
frequency contribution in the projected potential for this defect.

Figure 2g–i shows additional images of N-doped graphene,
with Fig. 2g being a larger area view of a CVD-grown sample.
Figure 2h shows two nitrogen substitutions imaged with reversed
contrast transfer (negative CS, positive defocus −f2), where the
substitution atoms are revealed as weak white spots. Figure 2i shows
an alternative way to fabricate atomic substitutions in graphene:
here, an undoped graphene sample was briefly exposed to higher
energy electrons (300 kV, about 107 e− nm−2), and subsequently
imaged at 80 kV to prevent further damage. After such a treatment,
we also find nitrogen substitution defects. A likely mechanism is a
substitution of beam-generated vacancies by nitrogen atoms from
the environment. However, we note that also a variety of other
defects are generated by this approach.

A quantitative comparison between the simulation and exper-
iment is shown in Fig. 3. For this comparison, the modulation
transfer function of the CCD (charge-coupled device) camera
was measured and applied to the simulated images, following
the procedure of ref. 39. In addition, a small (0.7Å full-width
at half-maximum) Gaussian blur was applied to both, unfiltered
experimental data and simulation, to reduce the pixel noise in the
highly oversampled experimental data. As can be seen in Fig. 3a,
an excellent confirmation of the DFT-based simulation is obtained.
Hence, our experiment confirms the DFT-based charge density and
the corresponding electrostatic potential, whereas the IAM clearly
disagrees with the experimental data.

We now turn to the calculations and measurements for the
single-layer hBN. The conventional IAM TEM simulation is shown
in Fig. 4a,b, and Fig. 4c,d shows the TEM image simulation for the
DFT-based electrostatic potentials for the bonded configuration.
In this partially ionic compound, charge is accumulated on the
nitrogen site28. Hence, one would expect a stronger screening
of the N core potential, and thus a reduced contrast for this
element. Nevertheless, the quantitative simulation result from the
DFT calculation (Fig. 4e) shows a peculiar coincidence: the charge
transfer happens to be such that the contrast difference between the
B and N site, as expected from the neutral-atom (IAM) simulation,
is almost exactly cancelled. In other words, single-layer hBN looks
identical to graphene inHRTEM images (at our conditions) because
of its ionic character. Thus, we can confirm the DFT prediction and
verify the ionicity of single-layer hBN fromHRTEM images, but we
cannot assign the B and N sublattices.

For the experimental case, the separation of intrinsic contrast
(that is, that of the sample) and effects of optical aberrations
(from the microscope) is very important, and discussed in more
detail in the Supplementary Information. The effects can be
separated by the comparison between single-layer and bilayer
hBN. For a bilayer, a symmetric profile is expected owing to
the symmetry of the projected structure (B is above N). Hence,
any asymmetry in the bilayer profile represents only the residual
electron optical aberrations. Assuming identical imaging conditions
for all points of the sample, the comparison between a single-layer
and bilayer region would show the ‘intrinsic’ contrast difference
in the monolayer, if present (however, the assumption of identical
imaging conditions in separated areas is not always justified—
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Figure 4 | Simulated TEM images for hBN. a,b, Conventional, IAM TEM image simulation for single-layer hBN. c,d, TEM simulation using potentials from
the all-electron DFT simulation. e, Intensity profile plots for the two simulations. The scale bar in d is 1 Å.
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Figure 5 | Experimental data for hBN. a, Image of single- and bi-layer hBN (scale bar is 5 Å). The unit cells indicated by the red dots were chosen for
analysis (away from defects and edges); shown here is the average and standard deviation. b, Intensity profiles from the single- and double-layer average
(standard deviation as error bars). The contrast of the double layer was numerically reduced by a factor of 2 for comparison. The intensity minimum on the
left sublattice was shifted to the same value (pink line), and then the intensity on the right sublattice is compared (blue lines). The contrast difference
expected from IAM and DFT model is indicated.

we discuss this point in the Supplementary Information). The
experimental result is shown in Fig. 5. Figure 5a shows the direct
image (average of 21 exposures), with 35 selected unit cells indicated
in both areas, and their average and standard deviation. Figure 5b
shows the corresponding intensity profiles. The error bar represents
the standard deviation as themean deviation of individual unit cells
from their average. With a very high precision, the intensity profiles
of the single-layer and double-layer hBN regions are identical. We
estimate an experimental error of 3% relative contrast difference
between B and N (relative here means compared with the total
modulation, that is, the contrast difference between the hole in
the hexagon and the atom sites), on the basis of comparisons of
separated regions with the same thickness. Thismeans that the ionic
character of single-layer hBN is confirmed, and that the charge
distribution in the DFT result is correct within our experimental
errors. The neutral-atom (IAM) charge distribution, which predicts
a relative difference of 10%, can be ruled out.

As we have shown, details of the electronic configuration
can be detected in TEM images with a high signal-to-noise
ratio obtained under carefully controlled conditions. One key
ingredient is the fabrication of samples with precisely defined

geometries23, and a reduction of radiation damage to allow
sufficiently high signal-to-noise ratios. Graphene and hBN are
special because they are easy to prepare in such well-defined
geometries, and maintain their crystalline surface configurations
even under ambient conditions.On this basis, we can speculatewhat
would be required to detect charge transfer in other systems. We
note that much larger chemical shifts than detected here have been
predicted for a variety of materials in refs 23,24, but could not be
measured owing to artefacts of common TEM sample preparation
methods. The obvious implication is that one would need new
ways of sample preparation and transfer to the TEM, because the
surfaces of manymaterials become amorphous already by exposure
to ambient conditions. Moreover, the low-voltage electron beam
seems to be important to avoid sample amorphization (including
the sample surface) in the electron beam. The single-layer thickness
of the sample, however, is most likely not a key requirement, as can
be deduced from the earlier calculations22–24.

In our examples, the experiments confirm the DFT-based
potentials (and thereby the charge densities), which might not
be too surprising given that these are relatively simple systems.
Nevertheless, we successfully distinguish between two candidate
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models for the charge distribution (IAM versus DFT) that differ
only in the distribution of binding electrons. This is achieved
for a non-periodic configuration, a single-atom point defect. It is
therefore straightforward to see the potential case, where a charge
distribution for a more complex configuration is not so easy to
model, and then a HRTEM experiment may provide important
guidance. We have demonstrated the case of a point defect, and
calculations in ref. 22 indicate that charge transfer at an interface
may also have similarly detectable effects. Finally, we note that
electron holography experiments should in principle provide the
same information as we show and discuss here, that is, information
that is contained in the projected potentials.

At the same time our results also show that, in cases where
small differences in elemental contrast are important, bonding
effects have to be taken into account. For example, the contrast
difference between the B and N sublattices in HRTEM images of
hBN single layers is much smaller than expected from the IAM
approximation, and the experiment confirms this prediction once
the imaging conditions are sufficiently well controlled. Hence,
the question of which element forms the stable mono-vacancies
in hBN surfaces under TEM observation29–31, remains unclear.
For the case of N-doped graphene, one would expect from IAM
simulations that a N substitution in graphene cannot be detected.
It is exclusively the effect of binding electrons that makes it possible
to find nitrogen substitutions in graphene. Nitrogen substitutions
in graphene—possibly irradiation-induced—also provide an alter-
native explanation to the weak dark contrast observed in ref. 40
(nitrogen substitutions had been ruled out on the basis of IAM
calculationswith atomic configurations from the literature, whereas
a DFT-based calculation provides a reasonable agreement). As
another remarkable point, the contrast of the N defect is primarily
due to a change in the electronic configuration on the neighbouring
carbons, rather than on the nitrogen atom itself, and it is due
to a higher moment (a dipole) in the charge density on these
atoms. Hence, it is also not possible to model these effects by using
modified scattering factors for partly ionized atoms.

We have shown that it is possible to obtain insights into
the charge distribution in nanoscale samples and non-periodic
defects from HRTEM measurements. For our examples of the
nitrogen substitutions in graphene and hBN layers, we can assign
experimentally observed contrast features to details in the simulated
electron distribution. We can detect a single light substitution atom
in graphene, which is possible only because of the electronic effect.
In the case of hBN, the charge redistribution leads to a loss of the
elemental contrast difference. Instead, the ionic character of the
material is experimentally confirmed for the single layer. One key
ingredient here is the extraordinary stability of the samples under
the low-voltage electron beam, which allows us to obtain extremely
high signal-to-noise ratios from long exposures. The precisely
defined, ultrathin sample geometry enables a straightforward
analysis. The DFT-based TEM image calculation is irreplaceable for
the interpretation of experimental results in thesematerials, and can
provide insights beyond the structural configurations.

Methods
Preparation of nitrogen-doped graphene membranes and BNmonolayers. We
prepared nitrogen-doped graphene membranes by following the CVD methods
for graphene synthesis41–43, with the addition of small amounts of ammonia as the
nitrogen source25 during the growth. We have used both the CVD growth on nickel
substrates and on copper substrates, and in both cases the addition of ammonia
into the reaction has led to nitrogen-doped graphene sheets. We transfer the
CVD-grown graphene sheets to commercial TEM grids as described previously43.
Single-layer hBN is prepared and imaged as described previously29.

Transmission electron microscopy. TEM imaging is carried out using an
image-side aberration-corrected Titan 80-300, operated at 80 kV. The extraction
voltage is reduced to 2 kV to reduce the energy spread of the source. The spherical
aberration is set to about 20 µm and a defocus of f1=−9 nm (Scherzer defocus) and
f2=−18 nm (graphene lattice in the second extremumof theCTF) are used.

Image processing. Post-filtering of the images is used to simplify the location
of N substitution defects in our experimental data. We use here a Fourier filter
that removes the periodic components of the graphene lattice, or a simple
Gaussian low-pass filter chosen so that the graphene lattice contrast is reduced
to about 0.5% (in this case the N substitution and graphene lattice appear
with similar contrast).

Image calculation. TEM image simulations for the bonded atomic configuration
follow the procedure of ref. 23 with some modifications. In brief, a relaxed atomic
configuration is obtained using the Vienna Ab initio Simulation Package DFT
code44, which is well suited to carry out large-scale geometry optimizations in
graphene-like systems from first principles45. Then, the WIEN2k DFT code46 is
used to obtain the all-electron self-consistent electron density and corresponding
electrostatic potentials for this configuration. The TEM image simulation is then
based on projections of this electrostatic potential, and otherwise follows the
approximations for a thin specimen as in Chapter 3 of ref. 33.
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