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A B S T R A C T

Partial coherence of the electron waves leaving the specimen is taken into account in the high-resolution
transmission electron microscopy (HRTEM) image simulation by mainly three methods - the incoherent sum-
mation approach, the transmission cross-coefficient (TCC) model, and the quasi-coherent model. In the in-
coherent summation approach, coherent images are calculated for each point in the effective source and summed
up incoherently. The TCC is the transfer function of the microscope obtained based on the incoherent summation
approach. An analytical form of the TCC can be derived by assuming a Gaussian distribution for the source
radiation and for the variation of the focal length caused by the energy spread of the effective source. In the
quasi-coherent model, the partial coherence effect is simplified by multiplying the wave function at the dif-
fraction plane with the envelope functions. Envelope functions suppress the contributions to the image contrast
from waves which do not propagate along the optical axis. The quasi-coherent model is usually sufficient for the
image simulation of weak phase objects. This model is more computationally efficient than both the incoherent
summation approach and the TCC model. For the Cs corrected and C C/c s corrected microscopes operating at
80 kV, we have compared images simulated by using the three models with the experimental images. The
comparison shows that the quasi-coherent model also provides a sufficient approximation for the image simu-
lation of high-Z materials if chromatic aberration is corrected and the samples comprise only several atomic
layers. In the case of only Cs-correction, the incoherent summation approach or the TCC model needs to be
employed for modelling the imaging of high-Z samples even though it is more computationally consuming.

1. Introduction

A reliable interpretation of the experimental high-resolution trans-
mission electron microscopy (HRTEM) image contrast requires quan-
titative comparison between the experiments and simulations. A well-
accepted method is the incoherent summation approach [1–5]. In this
approach, the interaction between the sample and the incident electron
wave emitting from each point in the effective source is usually mod-
elled by a multislice algorithm, and the propagation of the outgoing
waves is described by a convolution between the waves and the transfer
function determined by the geometric aberrations. Coherent images
simulated for each point in the effective source are then summed up
incoherently. Representative applications which provide the possibility
to calculate images using the incoherent summation approach are
QSTEM developed by Koch [6] and STEMSIM developed by Rosenauer
[7].

The transmission cross-coefficient (TCC) is the transfer function of
the microscope obtained from the incoherent summation approach. The
analytical form of the TCC can be derived by assuming a Gaussian

distribution for the source radiation and for the variation of focal length
caused by the energy spread of the source [8–11]. The first-order TCC is
derived by considering only linear terms from the Taylor expansion of
the microscope aberrations [8–10]. An improved TCC includes also the
high-order terms but has a complicated form [10,11]. Applications
which allow image simulation using the TCC include xHREM developed
by Ishizuka [12], JEMS developed by Stadelmann [13], STEMSIM de-
veloped by Rosenauer [7] and Dr. Probe developed by Bathel [14]. In
order to improve the computational efficiency of the TCC model, Sta-
delmann suggested only including reflections in the reciprocal space
with an amplitude larger than a self-defined threshold, which depends
on the requirement of the accuracy [13].

In the quasi-coherent model, the propagation of the outgoing waves
is described by a convolution between the waves and the contrast
transfer function (CTF), which includes the geometric aberrations and
envelope functions. Envelope functions account for the finite lateral
coherence [9,10,15,16] and temporal coherence [9,10,16] of the
source, as well as the instabilities of the microscope. The implementa-
tion of envelope functions indicates that the image intensity
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contributed by high spatial frequencies is suppressed or eliminated,
especially in the case of the large-angle scattering of strong objects. The
quasi-coherent model provides a sufficient approximation to model the
imaging of weak-phase objects. In this case, the image intensity is
dominantly contributed by the unscattered wave. Most standard ap-
plications provide the function of image simulation using the quasi-
coherent model [6,7,13,14,17–19].

For an image represented by a N×N matrix, the number of ar-
ithmetic operations is in the order of O(N2log2N) for image simulations
using the quasi-coherent model and is in the order of O(N4) for image
simulations using the TCC model [3]. For an image simulation using the
incoherent summation approach, the number of operations is in the
order of O(MfMsN2log2N) withMf and Ms denoting the number of points
sampling the focal variation and the source radiation, respectively [3].

Due to the realization in the correction of the primary chromatic
and geometric aberrations, sub-Angstrom resolution has been achieved
at 40 kV for the SALVE microscope [20]. For C C/c s corrected micro-
scopes, the partial temporal coherence does not affect the image
quality. However, other factors, in particular image spread caused by
Johnson noise [21] and a residual focal spread [22], caused by the
instability of the microscope elements, cannot be neglected. Therefore,
it is necessary to incorporate also these factors into the image simula-
tion program for C C/c s corrected microscopes.

In our work, we have examined the validity of the first-order TCC
for the simulation of aberration-corrected microscopy images, and
compared images simulated by using the incoherent summation ap-
proach, the first-order TCC model, and the quasi-coherent model with
the experiments. Comparisons have been made for both Cs-corrected
and Cc/Cs-corrected microscopes operating at 80 kV. The influence of
sample thickness, accelerating voltage and atomic number on the per-
formance of the imaging models is discussed.

2. HRTEM image simulation in the case of partial coherence

Partial coherence refers to waves, which originate from different
points of the effective source whose diameter is small compared to the
focal length of the gun lens. Partial coherence is treated ‘incoherently’
in the HRTEM image simulation. This procedure first calculates the
image intensity formed by the wave emanating from each point of the
effective source. Because each point of this source radiates at random,
the image intensities produced by the individual source points must be
added.

The TCC is derived by incoherently summing up the transfer func-
tions for each point of the effective source. The complete transfer
function for HRTEM adopts the form [9]:

= + +

+ +

T q q A q A q f s i q k f

i q k f d d

( , ) ( ) ( ) ( ) ( )exp[ ( , )]

exp[ ( , )] .

1 2 1 2 1 0

2 0
2
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Here q1 and q2 are two-dimensional spatial frequency vectors, Δf is the
mean defocus, A denotes the aperture function, χ is the aberration
phase function, = k2 / 0 is the wavelength of the incident wave, s ( )
is the radiation function of the source, f(ϵ) is the function accounting for
the focus variation.

The intensity distribution of a HRTEM image is given by

=I q q T q q e d q d q( ) ˜ ( ) ˜*( ) ( , ) .i q q
1 2 1 2

2 ( ) 2
1

2
21 2 (2)

Here q˜ ( )1 and q˜*( )2 are conjugated Fourier transforms of the exit-
wave resulting from the illumination along the optical axis. In the case
of beam tilt with a small angle θ, a shift vector = / should be in-
troduced. As a result, q˜ ( )1 and q˜*( )2 in (2) are replaced by q˜ ( )1
and q˜*( ),2 respectively. In the case of large-angle beam tilt, a new
exit-wave should be calculated for the corresponding tilting angle.

By replacing T q q( , )1 2 in (2) with (1), one needs to calculate four

integrals to obtain a HRTEM image. The difference between the in-
coherent summation approach and the TCC model lies in the order of
integration. For an incoherent summation approach, the integral per-
taining to q1 or q2 is first calculated. The two integrals are conjugate,
and their product is the image intensity formed by the wave emitting
from one point of the effective source. The integrals pertaining to ϵ and

are calculated subsequently, which corresponds to summing up the
images contributed by different points of the effective source. The in-
coherent summation procedure is written as

= + +I f s q A q i q k f e d q d d( ) ( ) ( ) ˜ ( ) ( )exp[ ( , )] .i q0 2 2
2

2

(3)

For the TCC model, the integrals pertaining to ϵ and are first
calculated as in (1), followed by the 4D Fourier transform in (2). The
calculation of a 4D Fourier transform is not computationally efficient.
Fortunately, the 4D Fourier transform in (2) can be calculated in two
steps. In the first step, one substitutes q q1 for q2 in (2), giving the
two-dimensional diffractogram:

=I q q q q T q q q d q˜ ( ) ˜ ( ) ˜*( ) ( , ) .1 1 1 1
2

1 (4)

The time required for computing this integral increases with the size of
the diffractogram I q( ). In the second step, the image intensity I ( )D is
calculated by taking the Fourier transform of the diffractogram I q( ).
The influence of the camera is also included by multiplying a mod-
ulation transfer function (MTF) with the diffractogram [23]:

=I I q MTF q e d q( ) ˜ ( ) ( ) .D
i q2 2

(5)

2.1. Is the first-order TCC sufficient for the simulation of aberration-
corrected HRTEM images at low voltages?

The first-order TCC is derived by assuming a Gaussian distribution
for s ( ) and f(ϵ) in (1), as well as by replacing the aberration function χ
with the linear terms from its Taylor expansion [9,11]. An improved
TCC is proposed by keeping χ in its original form and by including the
spherically symmetric aberrations up to the third order [11]. The im-
proved TCC has a much more complicated form compared with the
first-order TCC.

Bonevich and Marks have pointed out in [11] that it is important to
apply the improved form of TCC for the simulation of uncorrected
microscopy images, exemplified by the case of the microscope oper-
ating at an accelerating voltage of 300 kV, with a beam convergence of
3 mrad and =C 0.9s mm. For current Cs-corrected or Cc/Cs-corrected
microscopes equipped with field-emission guns, the beam convergence
is around 0.1 mrad and Cs is in the order of micrometers. In order to
evaluate the influence of high-order terms on the TCCs for the aberra-
tion-corrected microscopes operating in the range of 40–80 kV, we
calculate the full mixed coherence function (MCF):

= + +

+ +

E q q f s i q k f q f

i q k f q f d d

( , ) ( ) ( )exp{ [ ( , ) ( , )]}

exp{ [ ( , ) ( , )]} .

1 2 1 0 1

2 0 2
2

(6)

Correspondingly, the TCC T q q( , )1 2 in (1) can be written as

=T q q A q A q i q f i q f E q q( , ) ( ) ( )exp[ ( , )]exp[ ( , )] ( , ).1 2 1 2 1 2 1 2

(7)

For the calculation of (6), we adopt normalized Gaussian functions
for s ( ) and f(ϵ):

=s ( ) 1 exp ,
s s
2

2

2 (8)
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Here Θs is the characteristic angle of the source emission, and Θ is the
semi-angle subtending the direction of the emitted partial wave with
the optical axis. For Cs-corrected microscopes, the standard deviation σc
of the chromatic focal spread depends on the coefficient Cc of the
chromatic aberration, the mean quadratic energy spread ⟨(ΔE)2⟩, and
the nominal electron energy E0. In this case, the magnitude of σc is
around several nanometers. For Cc/Cs-corrected microscopes, the re-
sidual focal spread is introduced by the instability of the lens current. In
this case, σc does not depend on Cc and is only several Angstroms.

We calculated E q q( , )1 2 for a Cc/Cs-corrected microscope and a Cs-
corrected microscope operating at 80 kV (Fig. 1). In both cases, the
characteristic angle of the source emission Θs is set to 0.1 mrad. The
parameter σc in (9) is set to 5Å for the Cc/Cs-corrected microscope and
4 nm for the Cs-corrected microscope. As shown in Fig. 1, E q q( , )1 2 is a
complex. Its real part Re E q q( ( , ))1 2 is a symmetric matrix, and its
imaginary part Im E q q( ( , ))1 2 is a skew-symmetric matrix.

The image can be calculated by:
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In our case, the contribution of Im E q q( ( , ))1 2 to the image I ( ) is
negligible. For a 6 nm thick multi-layered MoTe2 sample imaged in a Cs-
corrected microscope at 80 kV, the numerical evaluation shows that the
image intensity associated with Im E q q( ( , ))1 2 is in the order of
O (10 )14 . For simplicity, we use E q q( , )1 2 to represent Re E q q( ( , ))1 2 in
the following calculations. Fig. 2 compares the real part of the complex
MCF E q q( , )1 2 calculated from (6) and the first-order MCF [9] for
aberration-corrected microscopes operating at 40 kV, 60 kV, and 80 kV.
The first-order MCF is the product of the mixed temporal coherence
function E q q( , )c 1 2 and the mixed spatial coherence function E q q( , )s 1 2 :

=E q q E q q E q q( , ) ( , ) ( , ),c s1 2 1 2 1 2 (11)

=E q q q q( , ) exp 1
2

( ) ( ) ,c c1 2
2

1
2

2
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s

1 2

2

1 2
2
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The comparsion is made in two directions - (q, 0) and (q q, ). E(q,
0) corresponds to the envelope function applied in the quasi-coherent
model. For both Cs-corrected microscope (Fig. 2 a) and Cc/Cs-corrected
microscope (Fig. 2 b), the first-order MCF [9] and the full MCF calcu-
lated from (6) are close. As a short conclusion, the first-order TCC ist
sufficient for the simulation of aberration-corrected HRTEM images at
low voltages in the range of 40–80 kV.

2.2. The quasi-coherent model

In the quasi-coherent model, partial coherence is taken into account
by multiplying the wave function at the diffraction plane with the en-
velope functions. An envelope function is obtained by factorizing the
MCF: =E q q E q E q( , ) ( ) ( )1 2 1 2 . This is only possible if the parameters σc
in (12) and Θs in (13) characterizing the partial coherence are small, or
the image intensity is mainly contributed by the unscattered waves, e.g.
in the case of weak phase objects. By setting either q1 or q2 in E q q( , )1 2
to zero, one obtains the corresponding envelope functions E q( )1 applied
in the quasi-coherent model. In this case, the transfer function (7)
factorizes:

=T q q T q T q( , ) ( ) ( ),1 2 1 2 (14)

where each factor is given by the transfer function

=T q A q i q f E q E q( ) ( )exp[ ( , )] ( ) ( ).c s (15)

By substituting (14) for T q q( , )1 2 in (2), we readily obtain

=I q T q e d q( ) ˜ ( ) ( ) .i q2 2
2

(16)

As a final step, the camera MTF is included by applying (5), and I q˜ ( ) is
acquired by the Fourier transform of the image I ( ) in (16).

2.3. Image spread in image simulations

Image spread results from the Johnson noise [21] and is caused by

Fig. 1. Real and imaginary parts of the full MCF (6) for a) a Cc/Cs-
corrected microscope and b) a Cs-corrected microscope operating at
80 kV. For the evaluation, the convergence of the illumination Θs is set
to 0.1 mrad; the focal spread is 5Å for the Cc/Cs-corrected microscope
and 4 nm for the Cs-corrected microscope. Other aberration coeffi-
cients: =C 45 mm, =C µm12.3 ,3 =df 7.6 nm.
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thermally induced currents in the lenses and especially in the elements
of the C C/c s corrector and the vacuum tube. The image spread is si-
mulated by adding a dipole term in the plane shift. The image intensity
is then averaged over all orientations and magnitudes of the dipole,
causing a random shift of the image intensity on the detector. The
image spread distribution function referred back to the objective plane
is given by

=h ( ) 1
2

exp
2

.
e e

0 2
0
2

2
(17)

The standard deviation σe of the Gaussian distribution is voltage-de-
pendent and is in the range of 20 - 30pm for a Cc/Cs-corrected micro-
scope. In the case of a Cs-corrected microscope, the influence of chro-
matic aberration dominates, and the effect of image spread is usually
negligibly small. The mixed image spread function is calculated by

=

=

E q q h e d

q q

( , ) ( )

exp 1
2

(2 ) ( ) .

im
i q q

e

1 2 0
2 ( ) 2

0

2
1 2

2

0 1 2

(18)

The mixed image spread function E q q( , )im 1 2 can be incorporated
into the MCF function (11) as [22]:

=E q q E q q E q q E q q( , ) ( , ) ( , ) ( , ).c s im1 2 1 2 1 2 1 2 (19)

By using (4) for image simulation, one notices that E q q q( , )im 1 1 is a
function of q only. As a result, the incorporation of the term
E q q q( , )im 1 1 in (4) is equivalent to multiplying an envelope function
E q( )im with (4). The final image I ( )D becomes

=I I q E q MTF q e d q( ) ˜ ( ) ( ) ( ) .D im
i q2 2

(20)

Fig. 3 shows the plots of the three envelope functions Es(q), Ec(q) and

Fig. 2. Comparison of the first-order MCF and the full MCF along two directions - (q, 0) and (q q, ) for a) a Cs-corrected microscope and b) a Cc/Cs-corrected
microscope operating at 40 kV, 60 kV and 80 kV. For all accelerating voltages, the 5th-order spherical aberration coefficient C5 is set to 4 mm. The 3rd-order spherical
aberration C3 and defocus are calculated according to [24]. The convergence of the illumination is set to 0.1 mrad; the focal spread is set to 5Å for the Cc/Cs-corrected
microscope and 4 nm for the Cs-corrected microscope.
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Eim(q) for a Cs-corrected microscope and a Cc/Cs-corrected microscope
operating at 80 kV. The functions Es(q), Ec(q) and Eim(q) are obtained by
setting either q1 or q2 to zero in (12), (13) and (18). For a Cs-corrected
microscope, the temporal envelope removes the contributions from
spatial frequencies ≥ 0.7Å 1. In the case of a Cc/Cs-corrected micro-
scope, the removal of the high-frequency contributions mainly results
from the image-spread envelope. For both kinds of microscopes, the
spatial envelope plays a minor role on the image contrast.

3. Comparison between experimental and simulated images for
monolayered and bilayered MoTe2

We have compared the experimental HRTEM images with the ones
simulated by using the incoherent summation approach ((3) and (20)),
the first-order TCC model ((4), (7), (11) and (20)) and the quasi-co-
herent model ((15), (16) and (20)). In our simulations employing the
TCC, no spatial frequency is cut off for improving the computational
efficiency. Comparisons have been made for monolayered and bi-
layered MoTe2 because of their defined thickness. Monolayered MoTe2
has been investigated in both the Cs-corrected and the Cc/Cs-corrected
microscopes at the accelerating voltage of 80 kV. Bilayered MoTe2 has
been investigated in the Cc/Cs-corrected microscope at 80 kV. The ex-
perimental images showing the highest contrast are picked out and
normalized. In order to normalize the image, we first apply a Gaussian
filter to the raw image with a blurring radius =r 100 , where σ is the
standard deviation of the Gaussian blur. Subsequently, the normalized
image is obtained by dividing the raw experimental image by the
Gaussian blurred one. For the simulations we use the experimental
microscope parameters listed in Appendix A.

Monolayered MoTe2 contains three atomic layers and has a thick-
ness of 3.6Å. The top and bottom layers consist solely of tellurium
atoms ( =Z 52) with a AA stacking order, and the middle layer consists
entirely of molybdenum atoms (Z = 42). In the case of monolayered
MoTe2 imaged in the Cs-corrected microscope at 80 kV (1st column in
Fig. 4), the TCC model and the incoherent summation approach pro-
duce the same result, which matches better with the experiment than
the quasi-coherent model does (1st line-profile plot in Fig. 4). The
discrepancy between the experiment and the simulation using the
quasi-coherent model is significantly larger for the higher peak corre-
sponding to the two tellurium atoms in AA stacking order, than for the
lower peak corresponding to the molybdenum atom. The peak height is
approximately proportional to the sum of the atomic numbers in the
corresponding column. The 1st line-profile plot shown in Fig. 4 de-
monstrates, the larger the sum of the atomic numbers, the larger the
error introduced by the quasi-coherent model in the case of the Cs-
corrected microscope. For monolayered and bilayered MoTe2 in-
vestigated in the Cc/Cs-corrected microscope at 80 kV, all three models
produce similar results comparable to the experiments, demonstrated
by the 2nd and 3rd line-profile plots in Fig. 4.

As a summary, the images simulated by using the incoherent sum-
mation approach and the TCC model are almost identical for both Cs-
corrected and Cc/Cs-corrected microscopes operating at 80 kV. The
quasi-coherent model introduces remarkable errors for modelling the
imaging of high-Z samples in the Cs corrected microscope, exemplified
by monolayered MoTe2. However, this model still provides a sufficient
approximation for imaging monolayered and bilayered MoTe2 in the
C C/c s corrected microscope. In Section 4 the performance of the quasi-
coherent model for the Cs corrected microscope and for the
C C/c s corrected microscope is discussed.

4. Performance of the quasi-coherent model for Cs corrected and
C C/c s corrected microscopes

The example of monolayered MoTe2 imaged at 80 kV in Fig. 4
shows that compared with the experiments, the error introduced by
using the quasi-coherent model is larger for the Cs-corrected microscope
than for the C C/c s corrected microscope. The dominant factor leading
to the difference between a Cs corrected and a C C/c s corrected mi-
croscope is the chromatic aberration. In the TCC model, chromatic
aberration is taken into account by the mixed temporal coherence
function E q q( , )c 1 2 (Eq. (12)). In the quasi-coherent model, chromatic
aberration is accounted for by the temporal envelope function E q( )c .
For Gaussian distribution of the focal length caused by the energy
spread of the source, the mixed function E q q( , )c 1 2 is given by

= +

=

E q q q q q q

E q E q q q

( , ) exp 1
2

( ) ( 2 )

( ) ( )exp[( ) ].

c c

c c c

1 2
2

1
4

1
2

2
2

2
4

1 2
2

1
2

2
2

(21)

The first two functions of the second relation are the temporal envelope
functions. The last function q qexp[( ) ]c

2
1
2

2
2 guarantees the conserva-

tion of intensity given by = =E q q( ) 11 2 . This correlation factor is
neglected in the quasi-coherent model.

The term σc is always positive. In the case of the C C/c s corrected
microscope, σc is several Angstroms; whereas it is several nanometers
for the Cs corrected microscope. While the envelope functions E q( )c 1
and E q( )c 2 decrease exponentially, the last factor q qexp[( ) ]c

2
1
2

2
2 in-

creases exponentially, in order to conserve the total intensity. Hence,
neglecting this term leads to a removal of image intensity. The loss of
image intensity in this case is also interpreted as achromatic inter-
ference effect [25].

In the case of the Cs-corrected microscope, more image intensity is
cut off by the envelope function E q( )c than in the case of the
C C/c s corrected microscope, since σc is larger in the former case.
Without conserving the intensity by keeping the factor

q qexp[( ) ],c
2

1
2

2
2 the quasi-coherent model leads to larger errors for the

Cs-corrected microscope than for the Cc/Cs-corrected microscope. The
following discussions mainly focus on the influence of sample thickness,

Fig. 3. Plots of Es(q), Ec(q) and Eim(q) for a Cs-corrected ( = 4c nm, = 0) microscope and a Cc/Cs-corrected ( = 5c Å, = 30 pm) microscope operating at 80 kV.
The characteristic angle of the source emission is = 0.1s mrad for both microscopes.
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atomic number and accelerating voltage on the performance of the
quasi-coherent model for the Cs corrected and C C/c s corrected mi-
croscopes.

4.1. Influence of sample thickness

We have simulated the HRTEM images for MoTe2 of different
thicknesses by using the quasi-coherent model, the first-order TCC
model and the incoherent summation approach. The simulations are
made for bothCs corrected andC C/c s corrected microscopes operating
at 80 kV. The thickness of the MoTe2 increases from bilayer (1 nm, 6
atomic layers) to twenty layers (14 nm, 60 atomic layers). We compare

the images by calculating the ratios between the highest central in-
tensities of the atom columns: I I/qc

c
incoh

c( ) ( ) and I I/tcc
c

incoh
c( ) ( ) . Here Iqc, Itcc and

Iincoh are the images simulated with the quasi-coherent model, the TCC
model and the incoherent summation approach, respectively. The ratio
I I/tcc

c
incoh

c( ) ( ) is close to 1 for all given sample thicknesses, as well as for both
Cs corrected and C C/c s corrected microscopes, demonstrating that the
first-order TCC model and the incoherent summation approach are
comparable in our case.

Fig. 5 shows the ratio I I/qc
c

incoh
c( ) ( ) in dependence on the number of

atomic layers contained in the MoTe2 samples for both Cs corrected
and C C/c s corrected microscopes. In both cases, the ratio I I/qc

c
incoh

c( ) ( ) de-
clines as the sample thickness increases. For the Cs corrected

Fig. 4. Comparison between experi-
mental and simulated HRTEM images
for monolayered and bilayered MoTe2
at 80 kV. The 1st and 2nd columns
display the images of monolayered
MoTe2 for the Cs-corrected microscope
and the Cc/Cs-corrected microscope,
respectively. The 3rd column displays
the images of the bilayered MoTe2 for
the Cc/Cs-corrected microscope. The
two structure models are displayed
above. The 1st row shows the experi-
mental images. The 2nd–4th rows
show the simulated images using the
incoherent summation approach, the
TCC model and the quasi-coherent
model, respectively. All microscope
parameters are the same for the si-
mulations in the same column, and the
values are given in Appendix A. The
last row displays the line profiles
marked in the images from the same
column. Scale bar: 5Å.
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microscope (blue line), I I/qc
c

incoh
c( ) ( ) is below 0.8 for all thicknesses. As the

number of atomic layers grows above thirty, corresponding to a
thickness of 6.6 nm, the ratio tends to converge towards 0.1. In the case
of theC C/c s corrected microscope (red line), the ratio I I/qc

c
incoh

c( ) ( ) is above
0.79 for all thicknesses in the given range and declines approximately
linearly with the number of atomic layers. As a short summary, the
error introduced by the quasi-coherent model grows as the sample
thickness increases, and the error is remarkable for the Cs corrected
microscope.

4.2. Influence of atomic number and accelerating voltage

In order to demonstrate the error introduced by the quasi-coherent
model for different atoms and accelerating voltages, we have simulated
the images Iqc and Iincoh of single atoms by using the quasi-coherent
model and the incoherent summation approach, respectively (Fig. 6).
We have implemented the Wentzel–Yukawa potential for the calcula-
tions [26]. The Wentzel–Yukawa potential is sufficient for modelling a
single atom if the inner-shell structure of the atom can be neglected.
The ratio of the central intensities of the atom images - I I/qc

c
incoh

c( ) ( ) is
plotted as a function of atomic number for both Cs-corrected and Cc/Cs-
corrected microscopes operating at 40 kV, 60 kV and 80 kV. The focal
spread σc is set to 4 nm for theCs corrected microscope, and 0.5 nm for
theC C/c s corrected microscope, respectively. The image spread σϵ is set
to 0 for the Cs-corrected microscope and 30 pm for the Cc/Cs-corrected
microscope. Usually both the focal spread σc and the image spread σϵ

vary with the accelerating voltages. However, in order to show solely
the influence of voltage on the difference between the two models and
minimize the number of variables, we use fixed focal spread values and
image spread values for the calculations.

In the case I I/ 1,qc
c

incoh
c( ) ( ) the quasi-coherent model produces similar

result as the incoherent summation approach does. This behavior holds
approximately true for all atoms in the range (Z < 100) imaged in a

C C/c s corrected microscope operating between 40–80 kV (Fig. 6 da-
shed lines). For theCs corrected microscope, the ratio I I/qc

c
incoh

c( ) ( ) is larger
than 0.99 for atoms with Z≤20 at 80 kV (Fig. 6 green solid line) and
Z≤16 at 40 kV (Fig. 6 red solid line). Under these conditions, the
quasi-coherent model still provides a sufficient approximation. The
ratio I I/qc

c
incoh

c( ) ( ) decreases when the acceleration voltage declines in the
case of the Cs corrected microscope, which is consistent with the
conclusion drawn from (21). Since decreasing the accelerating voltage
increases the wavelength λ in (21), the disregard of the factor

q qexp[( ) ]c
2

1
2

2
2 in the quasi-coherent model leads to notable errors if

both σc and λ are large.

5. Summary

We have applied the incoherent summation approach, the first-
order TCC model and the quasi-coherent model in HRTEM image si-
mulations for aberration-corrected low-voltage microscopes operating
in the range between 40–80 kV. Based on the comparison between the
simulations and the experiments for monolayered and bilayered MoTe2
imaged at 80 kV, the incoherent summation approach and the TCC
model match the experiments for both Cs corrected and
C C/c s corrected microscopes. The quasi-coherent model provides a
sufficient approximation for simulating the imaging of low-Z materials
in a Cs corrected microscope and the imaging of high-Z samples in a
C C/c s corrected microscope, as long as the samples contain only several
atomic layers. However, this model introduces appreciable errors for
modelling the imaging of high-Z materials in a Cs-corrected microscope.
The errors become larger when the atomic number or the sample
thickness increases, as well as when the accelerating voltage decreases.
For aberration-corrected microscopes operating at 40–80 kV, the first-
order TCC model and the incoherent summation approach always serve
as reliable options for HRTEM image simulations.

Fig. 5. The ratio between the highest central intensities of the atom columns
I I/qc

c
incoh

c( ) ( ) in dependence on the thickness of MoTe2 quantified by the number of
atomic layers. Iqc and Iincoh are the images simulated by using the quasi-coherent
model and the incoherent summation approach, respectively. The blue line and
red line correspond to the calculations for the Cs corrected microscope
( = 4c nm, = 0) and the C C/c s corrected microscope ( = 5c Å, = 30 pm),
respectively. All the calculations have assumed an accelerating voltage of 80 kV
and a convergent angle of 0.1 mrad for the illumination. Other aberration
parameters: =C 25 mm, =C µ7.77s m =df 6.1 nm. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 6. The ratio between the central intensities of the atom images - I I/qc
c

incoh
c( ) ( ) in

dependence of the atomic number Z. Iqc and Iincoh are the images simulated by
using the quasi-coherent model and the incoherent summation approach, re-
spectively. Different colors represent different accelerating voltages: 40 kV
(red), 60 kV (blue) and 80 kV (green). The dashed lines represent calculations
for the C C/c s corrected microscope ( = 5c Å, = 30 pm), and the solid lines
are for the Cs corrected microscope ( = 4c nm, = 0). All calculations have
assumed a convergent angle of 0.1 mrad for the illumination and =C 25 mm.
Defocus and Cs are obtained based on C5 [27]. (For interpretation of the re-
ferences to colour in this figure legend, the reader is referred to the web version
of this article.)
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Appendix A. Experimental and computational details

Monolayered and bilayered MoTe2 samples were prepared with the exfoliation method and transferred to TEM grids [28]. The thickness of the
layers were estimated from contrast measurements [29,30]. HRTEM imaging has been performed by using the Cs-corrected FEI Titan 80–300 and the
Cc/Cs-corrected SALVE instrument, both operating at 80 kV. Focal series were recorded on the GIF camera with a fine sampling around 0.1Å/pixel.
The camera MTF has been applied in the image simulations and its influence on the image contrast is negligible. Subsequently, the optimum image is
picked out based on the contrast evaluation [31].

The calculations in Fig. 4 have employed Wentzel–Yukawa potential [26] with the Debye-Waller factor incorporated. We have used a Debye-
Waller factor of 0.58Å2 for MoTe2, estimated based on the mean square relative displacement =u 742 pm2 of the bonds Mo-Mo and Te-Te [32] by
using the relation =B u8 2 2 [33].

Experimental microscope parameters implemented in the calculations are listed in Table A1.
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Titan MoTe2 (1 layer) 4 0 0.1 0 −3 38
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