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Abstract. A good deal of digital data produced in acadermm@nmerce and
industry is made up of a raw, unstructured texthsas Word documents, Excel
tables, emails, web pages, etc., which are alsnatpresented in a natural
language. An important analytical task in a numlmdr scientific and
technological domains is to retrieve informatioanfr text data, aiming to get a
deeper insight into the content represented byd#ia in order to obtain some
useful, often not explicitly stated knowledge amadt$, related to a particular
domain of interest. The major challenge is the,ssmeictural complexity, and
frequency of the analysed text sets’ updates the.,'big data’ aspect), which
makes the use of traditional analysis techniquesd @ols impossible. We
introduce an innovative approach to analyse unstred text data. This allows
for improving traditional data mining techniques &gopting algorithms from
ontological domain modelling, natural language pssing, and machine
learning. The technique is inherently designed \piiallelism in mind, which
allows for high performance on large-scale Cloud motimg infrastructures.

Keywords: Data-as-a-Service, Text Mining, Ontology ModellinGloud
computing.



1 Introduction

The modern IT technologies are increasingly gettiata-centric, fostered by the
broad availability of data acquisition, collectiand storing platforms. The concepts
of linked and open data have enabled a principahy dimension of data analysis,
which is no longer limited to internal documentleotions, i.e., “local data”, but
comprises a number of heterogeneous data sourcessticular from the Web, i.e.,
“global data”. However, existing data processing amalysis technologies are still
far from being able to scale to demands of globml, an case of large industrial
corporations, even of local data, which makes @pcthre of the “big data” problem.
With regard to this, the design of the current datalysis algorithms requires to be
reconsidered in order to enable the scalabilitigpdata demands. The problem has
two major aspects: (1) the solid design of cur@gbrithms makes the integration
with other techniques that would help increasesttaysis quality impossible, and (2)
sequential design of the algorithms prevents pgrtimlem to parallel computing
infrastructures and thus do not fulfil high perfemmee and other QoS user
requirements.

Text analytics is an important application areadafa mining algorithms. At the
same time, it is one of the applications impactedsivby the big data aspect: along
on the Web there are several tens of billions wadpep, which might be potentially
related to the search context. Also on intranetlgfe and medium size companies
there are a huge number of stored documents,as.¢\ord documents, Excel tables,
emails, etc., which frequently need to be analyZEte main purpose of such an
analysis is to get a deeper insight into the caménextual information collected in
documents in order to obtain some useful, oftenexplicitly stated knowledge and
facts, related to a particular search query. Howesgtomatic knowledge extraction
from large text collections, also considering em#égidata sources (e.g., Wikipedia), is
a nontrivial and very challenging task. It requitlies availability of high performance
computing facilities as an “on demand” infrastruetias well as an experimental
platform for implementing and later on for runniigerdisciplinary text analysis
algorithms in the way that ensures fulfilment ofttboquality and efficiency
requirements. Unfortunately, existing approachesns® be neither efficient enough
to ensure a proper quality of results (in termsoedlysis automation, performance,
etc.) nor scalable to catch up with the big datpirements.

In this paper, we suggest and discuss a new teehniq develop innovative
applications for information retrieval from unsttuied text corpora allowing for the
determination of causal inter-contextual relatidme$ween the analyzed text entities
(i.e., documents, web pages, etc.). The main inmmvaf the technique consists in
enabling an interdisciplinary approach that alldreslitional data mining algorithms
to be enhanced towards incorporation of domainip@ntology modelling methods
as well as template-based, self learning naturjuage processing technologies in
order to ensure a fully automated, reliable, arfitieht information retrieval. The
technique is inherently designed in a parallel fmshwhich allows it to scale well on
high performance computing infrastructures, suclChsid computing. Apart from
this, the use of a Cloud also offers a solutiontfi@r data privacy problem — whereas
the critical (in terms of security and privacy regtons) data will be processed on



Private Cloud infrastructures, the use of Publioudl resources will be restricted to
the processing of publically available and accédssihta.

The paper is organized as follows. Section 2 gae®verview of state-of-the-art
R&D activities in the related areas, namely, omglomodelling and semantic
techniques, data mining and machine learning, ahktunuman language
understanding, and scalable data management. S&fistroduces our approach to
combine the above-mentioned techniques in a terlysis platform. Section 4
discusses the cloud-based architecture of theopiatf Section 5 introduces two
typical application scenarios that can take adwmtaf the proposed technique.
Section 6 summarizes the main ideas of the pagkdeaws up a conclusion.

2 Related Work and Progress the Beyond State-olfu¢-Art

This section provides an overview of the technaegielated to the topic of our
research as well as an introduction of major entarenits and improvements targeted
by our new analysis approach.

2.1 Parallelization and Scale-Up Technique for Oia-Centric Processing

The big data problem represents several challetogdse efficient use of existing
popular information retrieval platforms for texttdauch as SMILA [1] or GATE [2],
mainly related to scaling up their algorithms toetneapidly growing data demands.
Due to a high complexity of the problem, currenprafaches to information retrieval
focus on very restricted domains. Those challefige® been addressed by partially
parallelizing computationally expensive parts @& thxt processing workflows. Being
an obvious solution, this is not sufficient to mélet increasing big data demands.
Instead of a top-down parallelization approach,clvtis currently followed by most
of the analysis systems, whereby the parallelinatiegins at the application level and
very rarely reaches the processing algorithmsb#sic support of parallel processing
should be provided in a bottom-up way. This meaesparallelisation should already
be included in the design of the underlying proicesalgorithms, in order to provide
extensive support for developing highly paralledl ainus efficient applications. In our
research, we follow the second way — by recongsidettie basics of text processing
algorithms, we aim to develop an innovative platfothat will incorporate best
practices of the currently available tools and méghes and also consider relatively
recent developments in service-oriented data psiogge.g., SOA4ALL project [3])
and large-scale semantic web reasoning (e.g., Lam¢fect [4]).

In terms of the parallelization technology, HaddapJava-based implementation
of MapReduce of Yahoo [5]) is currently enjoyingpeominent position in data-
centric distributed and parallel computing. Howevire bottom-up development
approach, followed by us, puts very strict requieats on the platform in order to
ensure a “near peak performance” utilization ratethe computing facilities by
parallel programs, which Hadoop cannot meet dutheoservice-oriented and Java-
based architecture design. With regard to thiseaaf alternative approaches, such as
Message-Passing Interface (MPI) or Partitioned @ldgkddress Space (PGAS), is



becoming the latest trend. However, the major ehgit for applying these

parallelization techniques is constituted by a Jarn@grams’ execution environment
(Java Virtual Machine, or JVM), which is extensivelsed for implementing data-

centric applications nowadays. Whereas the abgiratd the underlying hardware

architecture, offered by JVM, simplifies the apption development for the users, the
access to special hardware’s features, such atectuigh-bandwidth and low-

latency network interconnect (e.g., Infiniband),oisly possible through virtualized

interfaces, which thus considerably limits the perfance.

Nevertheless, the latest advances of such toolsngzsiJava [6], which is an
implementation of Java bindings for Open MPI [7lorg with the promises of
ongoing projects, such as JUNIPER [8], which aimslévelop an efficient PGAS-
based parallelization model for Java applicatiafier a promising outlook on the
perspectives of using both MPI and PGAS technokgamplementary to Hadoop in
data-centric parallel applications design.

2.2 Ontology Modelling and Semantics Analysis

Information Retrieval (IR) powered by Ontology Mddey Modelling (OM) has
been investigated in several previous research svdfkr example, the approach
introduced in [9] discusses an application from Business Intelligence domain that
allows for automatic extraction of facts by usingn@hin-specific OM. Existing
frameworks, such as the above-discussed SMILA, alleov for the integration of
ontologies. To the best of our knowledge, the agigls are, however, mainly used as
data stores rather than for supporting the knovéeglgraction by inferring implicit
knowledge. An approach with a deeper integratioorablogies is proposed in [10],
where the results of IR are purely based on OM; approach does not consider
learning methods, though.

Compared to existing alternatives, our approachgdke advantage of OM (along
with decision making algorithms) to constitute tte¥re of a model-based, intelligent
(i.e., self-learning) knowledge extraction platforithe approach suggests that IR of
domain knowledge should be conducted in a semiraatted way by using “seed
patterns” (see Section 4 for more details) throogitthine learning instead of being
manually created. Domain knowledge is used to ifleahtagonisms in the learned
facts as well as to revise the ontology. The pnobtd the ontologically “clashing”
and mismatching concepts is resolved by a decisiaking system, which refines the
ontology based on deductive reasoning algorithnts, ¢he one described in [11].
However, there is a clear need for such algorittonise optimized and improved in
order to address the big data scale, which involgas, the computation of disjoint
ontology classes or domains in an incremental aardllel fashion as described in
[12].

2.3 Data Mining and Machine Learning

Data Mining (DM) is the technique of automatic infation extraction from
structured and unstructured machine-readable dateces, often accompanied by



natural language processing algorithms. A promiesaimple of the domain that has
been revolutionized by DM is Business Intelligenadjich allows companies to
define their market strategy in a tight alignmerithwhe current business goals and
company’s profile. In this relation, traditionahsstical methods as well as manually
created rules are extensively used. Unfortunatbly classical DM methods are only
capable of identifying the statistical significanicetween the commonly collocated
terms, e.g.,Barack Obama, Angela Merkel, state heads. Therefore the meaning
behind these collocated concepts remains uncoarédhe relationship to the other
concepts cannot be discovered.

One of the most promising concepts to deal witts thioblem is the use of
Machine Learning (ML) in order to improve the extian of new facts and
generalization of the already extracted ones basedhe predefined patterns and
examples (also called “seeds”). NELL [13] is onettd pilot projects investigating
the ability of ML algorithms to improve the IR qitglon the web scale. NELL crawls
over the sites on the Web, identifies newly appga@ncepts (e.gpersons, cities)
and retrieves the relationship between them (&g.city in which theperson was
born). The knowledge extraction is performed in a catgly automated way. The
major disadvantage of this approach is a poortgti tackle with noisy and non-
trustful data, which is often referred as a sencadtift [14], which leads to the
propagation of the non-credible facts to the nele@érned fact base. On a small scale
of data, the negative impact of the semantic drifh be overcome by constant
monitoring and controlling the quality of the infoation extraction process by a
human, i.e., a specialist of the problem domainweicer, this makes neither meeting
ad-hoc solutions nor scaling to big data demanctmiieally possible.

Our suggested approach to overcome this limitaBoio use the domain-specific
OM algorithm to evaluate and control the ML proceBke first proof-of-concept
prototype, discussed in [15], reveals a positivpdot of such an integrated “ML-
over-OM” approach. By optimally balancing the OM nkitow on the parallel
hardware resources, which should be achieved bysnefthe techniques discussed
in Section 2.1, we expect to scale up the ML atbamito the real complexity, i.e.,
web-scale, use cases.

2.4 Language Processing

Natural Language Processing (NLP) is an importathnique for text-based
analytics and has found a wide application in a lmemof scientific and technological
domains. As an example, NLP has been extensivelg and proved successful for a
long time in language checking, language qualitytiad, information retrieval
(amongst others [16]), machine translation andymahers. At the same time, NLP
is also much affected by the big data problem. fitagor challenge is not only the
size (the length of a single document as well assihe of the document collection),
but also the heterogeneous nature of language ifigarfgom a free-style email
communication to semi-structured Wikipedia artiflés order to sufficiently address
these challenges, the NLP technology should beydediin a highly scalable manner.
Modern hybrid methods that allow linguistic anasyschniques to be combined with
the corpus-based processing [17][18] offer a prowisvision on how the high



scalability can be achieved. However, these methoglpretty shallow in terms of the
depth of semantics to be retrieved. Therefore abametion with the machine learning

techniques discussed in Section 2.3 would be ofreermous advantage. Moreover,
the integration with ontology modelling methodshailow further components of an

IR workflow to use the NLP techniques, e.g., fomea entity recognition (retrieval

of names related to persons, organizations, plaegscles, etc.), sentiment analysis
(e.g., by means of special forms of text miningdraction of relationships between
the objects, etc.

2.5 Scalable Data Management

The advances of modern large-scale infrastructlsesh as Cloud computing,
offer an extensive computing power to conduct emaing experiments quickly.
However, the computation-centric orientation letms very high complexity of the
data-centric application scenarios implementatizata management services, such as
Amazon S3, which are mature and well-establishethemmarket, are very limited as
far as efficient processing of stored data is corexd This would be crucial for any
integrated text analytics platform as the examplglB] indicates. Highly-optimized
high performance computing systems are also clexiaetd by extremely poor
support offered to data-centric processing algorghwhich is the case when the
major challenge of the application is constitutgdtibe size of data rather than the
complexity of the processing algorithm itself.

From the technology perspective, relational datebase typically used for storing
textual data. This is also the case for the abdseudsed SMILA and Gate
frameworks. Additionally, XML databases may be usadop of relational databases
for managing the ontology as well as the indexiygjesm, which somewhat speeds up
the rate of data access and, consequently, thealbyerformance. Despite being
efficient and robust for small-scale data, thisrapph does not scale well on the big
data range. Moreover, relational database techiesogre not very suitable to be
applied for statistical algorithms required for ttext analysis, which is due to the
need of processing sparse matrices.

The shortcomings of relational databases in theplieation to text analysis
algorithms can be overcome by using graph datasbaseh as InfiniteGraph [20] — a
distributed graph database tailored to store amdgss structured and linked data,
implemented in the Java language. Indeed, the fisgraph data structures for
representing textual and ontological concepts sféetot of opportunities in terms of
performance and scalability improvement as compaedraditional, relational
database approaches. Moreover, the exceeding htaizacalability features of graph
databases offer a good basis for the deploymenpasallel computing resources.
However, the major challenge of integrating grapitadases into the existing text
analysis platforms is constituted by the solid desof those frameworks, which
makes the seamless integration impossible andre=gthie underlying algorithms to
be redesigned.



3 Approach to Enrich Data Mining by Enabling Ontdogy
Modelling and Natural Language Processing

The state-of-the-art analysis, briefly summarizadSection 2, reveals that the
traditional approaches to text mining stand to fiefrem enrichment by innovative
ontology modelling and natural language procesgtegniques. This would not only
improve the quality of the analysis, thus incregsta practical value for a number of
data science domains, but also enable the appiicéd problem sizes on big data
scale. The suggested workflow of the typical infation retrieval process can be
summarized as shown in Fig. 1.
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Figure 1. Schema of the workflow combining data ingn deductive reasoning,
natural language processing, and ontology modellingthods to improve the
information retrieval from text corpora.

As a preparatory step, the analyzed document cdgpuploaded to a document
base, which can be done either by users manualysorperformed automatically by
the analysis platform. For the latter purpose,la¢form offers a special service that
crawls the internet pages that are in scope of rdsearch, downloads them,
recognises the text format and stores the extraetedin the base. A set of smart
converters for the most wide-spread document fap@g., doc, pdf, html, etc., are
provided by the platform as well. The analysis hegwith the identification of
sentences as well as principal lexical forms imthsupported by computer linguistic
and natural language processing (NLP) methodsjsasisbed in Section 2.4. At the
next phase, a bootstrapping analysis mechanisrsed to identify new terms (e.g.,
Persons) as well as relations (e.g., role in theapamy) that constitute the basic
knowledge model of the whole text corpus. The pseds then iteratively repeated
and at each step the knowledge model is enhanakéxanded with the new set of
terms (such as other persons), definitions, angtiogls. The key role during this
process is taken by a deductive reasoning algoritremd for checking the semantic



consistence of the retrieved statements. The la&tperformed based on a domain-
specific ontology schema. The schema is producech fthe domain ontology,
enhanced by the analysis of seed examples, asiliEbén Section 2.3. The major
advantage of the ontology-based reasoning algoriththat it allows for a certain
level of automation of the knowledge retrieval msses and does not require any
human inspector as in case of the traditional kedgé discovery methods. The
growing algorithmic complexity, caused by the ndedmake reasoning over the
initial data corpus at each iteration of the aralyss supposed not to have any
considerable impact on the computational performarfdhe analysis due to enabled
inherent parallel implementation of the reasonihgodthm, leveraging the high
performance computing resources, see Section def@ils on the platform’s system
organization.

4 Analytics Platform’s Architecture Design

The practical realisation of the analysis appradishussed in Section 3 requires an
elastic (in terms of offered resources) and rich tGrms of ensured data services
quality) infrastructure, where the data should h#lected and analysed in a
centralised way, as well as a software platfornt thgerages the infrastructure’s
storage and computing facilities to solving on-dachén terms of the needed scale
and performance) data analytics tasks. Text amaligsia typical task that can be
offered as a service — the users are interestéteimformation contained in the data
rather than the data themselves. Therefore, thgestigd text analysis platform’s
architecture is conceptualized according to thetéEs-a-Service” (DaaS) system
organization (see Fig. 2). It is worth mentionitizgat our notion of DaaS-based cloud
model is a little bit broader than the one givenWikipedia [21] and assumes a
consolidated service stack built on top of the asfructure (laaS), data analysis
platform (PaaS) and user-centric application (Sa&®yices. Following subsections
discuss some distinctive features of the suggedtd-centric cloud architecture
design with regard to the analysis platform, infrasture, and user-centric services.
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The interdisciplinary nature of the integrated teMhing approach, as discussed in
Section 3, fosters the collaboration between inddpet groups of data scientists,
each working on a corresponding part of the textimg workflow, whether it is
natural language processing, deductive reasonimgplagy modelling, machine
learning, or knowledge extraction. Thus, the maisktof the platform is to provide
means for developing services that implement thaicecomponent’s functionality
by ensuring the needed level of interoperabilitineen the loosely coupled services
in order to be integrated in a common applicatian, a workflow. Furthermore, the
services can incorporate previously developed sesyiwhich have been designed in
a way that allows their easy adoption by the upgeet services. In particular, such
an approach has been investigated and succesisfiglgmented in the LarKC project
[3], whereby applications are developed as a wovkflhat is constructed of several
services (or plug-ins, in the LarKC terminologynecected through a common data-
and workflow management system. A “Data-as-a-Sefvioncept, as suggested by
us, extends the basic principals of LarKC by prongdsuch an analysis platform as a
service, which means that all the essential commtsnef the platform’s software
stack, such as execution runtime, database, welicesrhost, workflow manager,
etc., are permanently deployed on the cloud. Thfgin's advantage from the
service-oriented design is manifold: (1) it doest ratroduce any additional
requirements to the configuration of the user’sartyihg software or hardware layers
— the client part of the cloud platform is conggul by light-weight web services,
accessible via a plain schema (typically XML-bgsedm any internet- (in case of a
public cloud) or intranet (in case of a privateutdd connected device; (2) it can be



relatively easily migrated to another cloud-basaftastructure in order to help

meeting the concrete application’s requirementsloting Service Level Agreement,

security, costs, etc.) or even spawn over multqpaud providers, i.e., be offered

through a federated cloud environment; (3) it maschutomatically the application

demands to the available infrastructure resourseshat the users do not need to
make the allocation themselves; (4) it exploitsititeerent parallelism of the analysis
algorithms to fully utilize the infrastructure cayitées.

Infrastructure

An on-demand infrastructure provisioning is one tbé key features of the
suggested cloud-based platform design. Dependingthen concrete application
scenario, the underlying hardware can virtuallyeséa meet the application demands,
e.g., the size of data to be stored and analyzedvedl as to satisfy the predefined
functional and Quality of Service requirements,hsas the maximal query answering
time, the number of parallel processed of userigsgetc. The infrastructure consists
of three basic types of resources: compute clusterage disc farm, and local area
network (LAN). Compute clusters offer hardware fmrforming computation, i.e.,
CPUs and RAM, loosely connected to each other bgnsef a (e.g., TCP-IP based)
LAN, or, in case of supercomputers, through a ligbeed network like Infiniband or
Gigabit Ethernet. Some cluster nodes might be @gaipwvith a local disk, however a
more common case is when all nodes are gettingsadoea shared storage, available
through a networked file system, such as Lustre ain task of the cloudware is
thus to manage all those hardware resources agtitagitthe cloud infrastructure
among the user experiments, or jobs, which is doneneans of a cloud resource
manager. Resource manager is an interactive serViaging a role of the
infrastructure frontend with regard to the platftsrsystem software.

User-centric software

The use of the cloud platform by the users is itatdd by user-centric software,
which includes interfaces to submit and controlezkpents, analyse results, etc. For
this purpose, a set of intuitive general-purposé wervices has been designed.
Depending on the use case scenario, these sepaodse extended to meet user and
application specific requirements.

5 Use Case Scenarios

This section presents two exemplary applicationghef proposed text mining
platform. The aim is to demonstrate the advantaijethe platform with regard to
typical analysis scenarios from science and inglubtone of the scenarios could have
been implemented with the existing tools so far.



5.1 Open Media Data Analytics on the Web

The everyday work of journalists and news agenigdargely influenced by the
availability of free media data, published on thé&inet. The market success of a
media platform is largely dependent on the time&émtween the news’ arrival and
their releasing in both internet and traditionair{fed) media. The crucial point here
is that the newly arrived information has to beidated with respect to its
truthfulness and actuality before being publishéthving a high performance
contextualization platform, which would enable imf@mtion extraction from all those
large-sized, heterogeneous, and unstructured dateces, would be of a great
advantage for journalists.

As an example, let’'s suppose a journalist haske tadecision about publishing a
news item about some recent political event. Thesnaight be outdated, come from
an unreliable source, or might contain knowingligdastatements, such as the wrong
political allegiance or affiliation of the news’sgtagonist. Therefore, the information
contained in this news must be validated accordingther related news, e.g., the
previously published ones, as well as publicallyaimble information from the
internet. The analysis platform would automaticédigntify the information from the
sources related to this news, categorize it, eixtree main statements as well as the
context they are used in (e.g., sentiments), eliis felps greatly and serves as a
recommendation for the publication. Moreover, thefprm will allow the journalist
to essentially extend the scope of news by corisigeother related events and
articles. Considering the size of the analyzed datavell as the availability of near
real time requirements for the discussed applinattenario, this is a typical big data
task that obviously requires such a platform agyestgd in this paper. The research
has already attracted attention of key playershenntedia market, such as Deutsche
Welle. The potential end users of this technologg aewspapers, radios, TV
channels, and journals.

5.2 Strategic Business Decision Making in Enterjses

Intelligent taking of strategic business decisiénsan important task for many
enterprises that are planning or/and optimizingirtiresearch and prototyping
activities towards achieving the identified innawat and technology management
aims. For example, before reorienting its main pomidn line to producing electrical
vehicles instead of petrol or gas ones, car matufes like BMW would need to
analyze the results of a huge number of reponslystg the impact of this strategic
decision from very different perspectives, inclglithe technological, economical,
and social ones. Successfully conducting this ¢disn involves an extensive analysis
of the internal document collections, such as ntargestudies, technical reports,
instruction manuals, technical email discussioosjms, trackers, and other textually
captured and stored documents, whose aggregatesheaan easily reach the size of
several Petabytes. The role of the platform indéeision making process is not only
to identify the documents related to a particulaerg as well as to retrieve the useful
information contained in those document, but atsertrich this formation with other



knowledge coming from external, usually unstruafuréata sources, e.g., from the
Internet, in order to build a knowledge base taibed for the internal planning of the
enterprise’s strategy.

Unfortunately, a trivial syntactic look-up (e.giavGoogle Search Appliance) has
proved ineffective for such kind of search, sincerily returns co-occurrences and
does not retrieve the relationship between thechkedr terms and events. The
suggested platform improves this kind of analygjsiritegrating enterprise-related
domain knowledge regarding the search directly itiie knowledge extraction
process in the form of ontologies. The use of le@rand reasoning during the
knowledge extraction process further improves tmewnt and quality of the gained
knowledge. Hence, the platform will retrieve knodde for the concrete search from
unstructured, distributed and heterogeneous big datorder to provide a highly-
structured, comprehensive knowledge base, aligngdtie current situation at the
enterprise, in order to support meeting ad-hocatper decisions.

6 Conclusion and Outlook

The paper introduced the results of an interdigtpy research (spanning over
information retrieval and analysis, semantic tedbgies, computational linguistic,
data management, and high performance computingaithginaimed to elaborate a
new technique to information and knowledge extoactirom text corpora that fall
within the scope of the big data aspect, i.e., #malysis of heterogeneous,
unstructured, and large-sized data. The major mattim for the research lies in an
increasing inability of the traditional techniquesaddress the big data challenges in
textual data processing, as reported by numeroesitdic and industrial research
communities. The elaborated approach suggestshamgithe traditional text mining
techniques by integrating ontology modelling andural language processing
algorithms. The major benefits of the integrategrapch can be summarized in the
following points: (1) full automation of the knovadge extraction process thanks to
adopting a domain ontology based deductive reagomigorithm; (2) very high
quality of the retrieved information thanks to therative, self-learning analysis
method; (3) applicability to a wide range of datarges thanks to adaptive NLP
methods; (4) short time-to-market and high costa@ifeness during adoption by the
new application domains.

The approach should be implemented and deploye@ idata-centric cloud
environment, conceptualized in a way conforming ttee “data-as-a-service”
paradigm. The cloud services, implementing the ariatied algorithms, will be
designed considering the most promising paralletina techniques, such as
MapReduce, MPI, PGAS, etc., in order to ensuregh kifficiency of the developed
software when running in high performance compusingd cloud environments.

The future research will concentrate on the follmyviactions: (1) further
elaboration of the interdisciplinary analysis agmio in cooperation with providers of
the identified use case; (2) more precise assessyhte performance and scalability
promises, enabled by the new approach; (3) impl¢atien of a platform’s prototype;
(4) spreading out the data-as-a-service innovatimnsimplementing data-centric



algorithms in diverse science and technology conitiesn (5) validation of the
software implementing the elaborated algorithma @loud computing environment.
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