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Abstract. We present an approach for integrating ontological reasoning and planning within cognitive systems. Patterns and mechanisms that suitably link planning domains and interrelated knowledge in an ontology are devised. In particular, this enables the use of (standard) ontology reasoning for extending a (hierarchical) planning domain. Furthermore, explanations of plans generated by a cognitive system benefit from additional explanations relying on background knowledge in the ontology and inference. An application of this approach in the domain of fitness training is presented.

1 Introduction

Cognitive systems aim to perform complex tasks by imitating the cognitive capabilities of human problem-solvers. This is typically achieved by combining specialised components, each of which is suited to fulfil a specific function within that system, such as planning, reasoning, and interacting with the user or the environment. Each component requires extensive knowledge of the domain at hand. Traditionally, several representations of knowledge are used by the different components, each well suited for their respective components. As a result, domain knowledge is distributed across various parts of such a system, often in different formalisms. Thus, redundancy and maintaining consistency pose a challenge.

In this paper, we present an approach for using an ontology as the central source of domain knowledge for a cognitive system. The main issue we address is how the planning domain (representing procedural knowledge) and other (ontological) domain knowledge can be suitably combined. The approach uses the ontology and ontological reasoning to automatically generate knowledge models for different components of a cognitive system, such as the planning component or an explanation facility. In particular, the planning domain is automatically extended using ontological background knowledge. The same ontology is used by an explanation mechanism providing coherent textual explanations for the generated plans and associated background knowledge to the user. The planning component uses Hierarchical Task Network (HTN) planning [7, 9], which is well-suited for human-oriented planning.

This paper is organised as follows. We commence with the relevant preliminaries in Section 2. A general outline of the approach and its foundations is presented in Section 3, illustrated by a case study using a real-world fitness training scenario. In
Section 4, the explanation mechanism is described by using accompanying examples from the case study. Related work is discussed in Section 5 and Section 6 concludes the paper.

2 Preliminaries

In the paper, we refer to the Description Logic $\mathcal{ALC}$ [24], which, as we assume, is familiar to the reader. We briefly introduce the relevant concepts of HTN planning that help to understand the context of our work. HTN planning [7, 9] is a discipline of automated planning where tasks are hierarchically organised; tasks are either “primitive” (they can be executed directly) or abstract (also called complex or compound in the literature), i.e., they must be decomposed into sets of subtasks which can in turn be abstract or primitive. Plans are represented by so-called task networks, which are partially ordered sets of tasks. Planning is done in a top-down manner, such that abstract tasks in a task network are refined stepwise into more concrete courses of action. This approach to planning is deemed similar to human problem solving, and thus considered appropriate for use in cognitive systems [4]. HTN planning problems consist of an initial task network, a planning domain – a set of operators (specifying the preconditions and effects of primitive actions) together with a set of decomposition methods (which specify how each abstract task can be decomposed by replacing it with a network of subtasks) – and an initial state (specifying the state of the world before the tasks in the plan are carried out). A decomposition method $m$ is denoted as $\mathcal{A} \rightarrow \prec \mathcal{B}_1, \ldots, \mathcal{B}_n$, stipulating that the abstract task $\mathcal{A}$ may be decomposed into the plan containing the subtasks $\mathcal{B}_1$ to $\mathcal{B}_n$ adhering to the partial order $\prec$. The subscript $\prec$ is omitted if no order is defined on the subtasks. Applying a method $m$ to a plan containing $\mathcal{A}$ refines it into a plan where $\mathcal{A}$ is replaced by the subtasks of $m$ with the given order $\prec$. All orderings imposed on $\mathcal{A}$ are inherited by its subtasks $\mathcal{B}_i$. A plan is a solution for a planning problem if it consists of a fully executable network of tasks.

3 Integrating Ontologies and Planning

When bringing ontologies and planning together, a key challenge is to find a representation that suitably links general ontological knowledge with information in the planning domain. The aim is to enable both a specialised reasoner and a planner to play to their strengths in a common application domain of interest, while the consistency of the shared domain model remains ensured. The first part of our approach is to embed planning knowledge (a hierarchical planning domain) into a general ontology of the application domain. To address differences in the formalisms of planning and DL, we present suitable modelling patterns and translation mechanisms. As a second step, an off-the-shelf DL reasoner is applied to infer new knowledge about the planning domain in terms of new decomposition methods. Thanks to the integrated model, the structure of decompositions in the planning domain is accessible to DL reasoning, i.e., new methods are implied using knowledge of both domains. This modelling yields a standard planning domain such that an off-the-shelf planner can be used. We have applied this approach to a fitness scenario and have developed a system which creates a training
plan for a user pursuing some fitness objective. Such a plan defines a training schedule, comprising training and rest days, as well as the exercises and their duration which are necessary to achieve a certain goal, e.g., to train the lower body. A similar scenario is used by Pulido et al. [21], where exercises for physiotherapy of upper-limb injuries are arranged by a planner.

3.1 Embedding Planning Methods into Ontologies

In this section we describe how the knowledge contained in a hierarchical planning domain can be represented in an ontology such that its contents are described declaratively and thus become amenable to logical reasoning.

First, a link between the planning domain and corresponding/additional information in the ontology is defined by a common vocabulary – there is a distinguished set of task concepts in the ontology which correspond to planning tasks. If \( T \) is a planning task, then a corresponding task concept is denoted as \( T \). In addition to task concepts, the ontology allows for concepts to model further aspects of the application domain. Task concepts are provided with definitions/told subsumptions in the ontology which are determined by the set of predefined decomposition methods for the counterpart planning tasks. Based on these predefined methods, new ones are derived from the ontology, as further described in Section 3.2. A simple decomposition method \( A \rightarrow B \) is interpreted as a subsumption \( B \sqsubseteq A \) between task concepts \( A, B \). This pattern, however, works only for such simple decomposition methods. In general, a method has the form \( A \rightarrow B_1, \ldots, B_n \) and can be viewed as an instruction that \( A \) is achieved by “executing” the tasks \( B_1, \ldots, B_n \). When representing such decomposition methods in an ontology one needs to take into account that a decomposition method is a precise definition of the tasks created. It specifies the subtasks required to achieve an abstract task, but simultaneously states that these tasks are also sufficient. Ontologies, on the other hand, are built on the open world assumption – representing a task decomposition by the tasks \( B_1, \ldots, B_n \) is insufficient. The ontology must also contain the explicit information that only these tasks belong to the decomposition. For this purpose we use the \textit{onlysome} construct (see, e.g., Horridge et al. [13]), which is a short-hand notation for a pattern combining the existential and universal restrictions to represent collections of concepts.

\textbf{Definition 1} Let \( r \) be a role, \( I \) an index set, and \( \{C_i\}_{i \in I} \) concepts. We define the \textit{onlysome} restriction \( \exists r. \left( \bigcup_{i \in I} C_i \right) \) by \( \exists r. \left( \bigcup_{i \in I} C_i \right) := \bigcap_{i \in I} \exists r. C_i \cap \forall r. (\bigcup_{i \in I} C_i) \).

With the \textit{onlysome} restriction we can give a decomposition method in a definition stating that a collection of tasks corresponds to a task concept to be decomposed. Thus, a method \( A \rightarrow B_1, \ldots, B_n \) can be expressed by using the axiom \( A \equiv \exists r. \left( \bigcup_{i \in I} C_i \right) \).

Let us now turn to our application domain of fitness training. Here, elementary training exercises are represented as planning tasks whose preconditions and effects follow certain rules (e.g. muscles must be warmed up before being exercised, intense exercises must precede lighter ones, ...). The ontology further encompasses concepts for training exercises, equipment, workouts, training objectives, and a part of the NCICB corpus [17], describing muscles etc. Contained in the ontology are four planning-related
types of concepts: exercises, workouts, workout templates, and trainings. **Workouts** are predefined (partially ordered) sets of exercises, modelled by a domain expert using only some-definitions. This implicitly defines decomposition methods for each workout. Workouts are, e.g., defined by:

\[
\text{Workout1} \equiv \text{\texttt{includes}}. (\text{FrontSquat}, \text{SumoDeadlift})
\]

This axiom postulates that Workout1 includes front squats and sumo deadlifts but nothing else. At a more abstract level, **workout templates** serve to specify groups of workouts with similar properties. For example, there exist many similar variants of squats and deadlifts with similar training effects, which can be grouped together. For instance, consider WorkoutTemplate1:

\[
\text{WorkoutTemplate1} \equiv \text{\texttt{includes}}. (\text{Squat}, \text{Deadlift})
\]

This workout template subsumes Workout1 wrt the ontology (since FrontSquat $\subseteq$ Squat and SumoDeadlift $\subseteq$ Deadlift). As detailed in the next subsection, these subsumptions are the basis for generating corresponding decomposition methods, e.g., in this case a method decomposing the task WorkoutTemplate1 into Workout1 which again is decomposed into its concrete subtasks. Finally, **trainings** define abstract training objectives, such as improving strength or training the lower body. Here, the requirements that need to be met are formulated using only some restrictions. For instance, the following axiom postulates that lower body training contains at least one and only exercises targeting muscles in the lower body:

\[
\text{LowerBodyTraining} \equiv \text{\texttt{includes}}. \text{\texttt{exists}}. \text{\texttt{engages}}\text{\texttt{target}}. (\exists \text{\texttt{part}}. \text{\texttt{of}}. \text{\texttt{LowerBody}})
\]

The cornerstone of our approach is to establish a correspondence between subsumptions among task concepts in the ontology and corresponding decompositions in the planning domain. For two task concepts representing collections of tasks using only some, we require that one is subsumed by the other if and only if the tasks defined by the first serve to achieve all requirements specified by the second. In more detail, a collection \( \mathcal{C}_1 \) (representing a set of tasks) should be subsumed by a collection \( \mathcal{C}_2 \) if and only if for any task concept (requirement) from \( \mathcal{C}_2 \), there is a task concept in \( \mathcal{C}_1 \), which achieves it (i.e., \( \mathcal{C}_1 \) is subsumed by \( \mathcal{C}_2 \)), and there are only those task concepts in \( \mathcal{C}_1 \) that meet some requirement from \( \mathcal{C}_2 \). For this property to hold, we require that in only some restrictions \( \text{\texttt{Or}}. \{(C_i \mid i \in I)\} \) the role \( r \) is independent of concepts \( C_i \), i.e., has no semantic relationship with them, as captured by the following definition.

**Definition 2** Let \( \mathcal{O} \) be an ontology, \( r \) a role, and \( C_1, \ldots, C_n \) concepts. We call \( r \) independent of \( C_1, \ldots, C_n \) wrt \( \mathcal{O} \) if, for any model \( \mathcal{I} \) of \( \mathcal{O} \) and any binary relation \( [s] \) on the domain of \( \mathcal{I} \), there is a model \( \mathcal{J} \) of \( \mathcal{O} \) with the same domain such that \( r \) is interpreted as \( [s] \) in \( \mathcal{J} \) and the interpretation of \( C_i \), \( 1 \leq i \leq n \), in \( \mathcal{I} \) and \( \mathcal{J} \) coincides.

Next, we show that the given intuition holds for the collections defined with the only some restriction.

**Theorem 1** Let \( \mathcal{O} \) be an ontology, \( C_1, \ldots, C_m \) concepts satisfiable wrt \( \mathcal{O} \), \( D_1, \ldots, D_n \) concepts, and \( r \) a role independent of \( C_1, \ldots, C_m, D_1, \ldots, D_n \) wrt \( \mathcal{O} \).
Then it holds $O \models \mathcal{O}r.(C_1, \ldots, C_m) \sqsubseteq \mathcal{O}r.(D_1, \ldots, D_n)$ if and only if
(1) \(\forall i, 1 \leq i \leq m, \exists j, 1 \leq j \leq n, \text{such that } O\parallel \mathcal{O} = C_i \sqsubseteq D_j\)
and
(2) \(\forall j, 1 \leq j \leq n, \exists i, 1 \leq i \leq m, \text{such that } O\parallel \mathcal{O} = C_i \sqsubseteq D_j\).

Proof (Sketch). The if direction can be shown using monotonicity of existential/universal restrictions and Conditions (1) and (2). Using contraposition, we can show the only-if direction by constructing a countermodel for the subsumption. Since each $C_i$ is satisfiable, there are models of $\mathcal{O}$ with some instance $c_i$ of $C_i$. Using the negation of Condition (1), there is further a model with an instance $x$ of some $C_i$ that is not an instance of any $D_j$. We now build a new model as the disjoint union of these models and take an arbitrary element $d$ in the constructed model. Using independence of $r$, we obtain a model in which $r$ contains $\langle d, x \rangle$ and the tuples $\langle d, c_i \rangle$. We obtain the desired contradiction since $d$ is an instance of $\mathcal{O}r.(C_1, \ldots, C_m)$, but not an instance of $\forall r.(D_1 \sqcup \ldots \sqcup D_n)$ (due to $\langle d, x \rangle$) and, hence, of $\mathcal{O}r.(D_1, \ldots, D_n)$. We can proceed similarly for the case of Condition (2) not holding. \(\square\)

Until now, only the tasks contained in a decomposition method have been regarded, while their partial ordering was ignored. To incorporate it in the ontology, the notion of collections must be extended to partially ordered sets of concepts. Unfortunately, many DLs (also $\mathcal{ALC}$) are not well suited to represent partial orders, since their expressivity is limited by the tree-model property [28], stating that non-tree structures cannot fully be axiomatized. Since our aim is to completely represent the planning domain in the ontology, we propose a syntactic encoding for this information that is opaque to DL reasoners and has no influence on the semantics. A task $A$ following a task $B$ is expressed by replacing the concept $A$ in only some expressions by $A \sqcup (\bot \sqcap \exists \text{after } B)$. The latter disjunct is trivially unsatisfiable and the given expression is semantically equivalent to just $A$. This makes order opaque to any reasoner. Preconditions and effects of primitive tasks are modelled using auxiliary roles, making them accessible for logical reasoning, too.

3.2 Extending Planning Domains by DL Inference

Embedding the planning domain into the ontology enables us to infer new decomposition methods using off-the-shelf DL reasoners. More precisely, subsumption relations between task concepts inferred from an ontology $\mathcal{O}$ result in decomposition methods being added to the planning domain. Suppose there are task concepts $A$ and $B$ such that $\mathcal{O} \models B \sqsubseteq A$ and there is no other task concept $C$ such that $\mathcal{O} \models \{B \sqsubseteq C, C \sqsubseteq A\}$. Then, a decomposition method $A \mapsto B$ is created in analogy to the way such methods are encoded in the ontology. This simple scheme provides only for methods decomposing into a single subtask. Further, we interpret only some-definitions provided by the ontology as told decompositions that provide collections of tasks. Besides these two simple cases, we are also interested in knowing whether an abstract task $A$ can be achieved by combining some task concepts $B_1, \ldots, B_n$ into a new decomposition method $A \mapsto B_1, \ldots, B_n$. If so, some concept expression $E$ describing this combination should be subsumed by $A$. In keeping with the principle of matching task collections described by Theorem 1, we consider combining concepts using only some restrictions.
The concepts $B_1, \ldots, B_n$ describe requirements, which another concept $A$ might fulfil. If for some tasks $A, B_1, \ldots, B_n$ it holds $\mathcal{O} \models \exists r.(B_1, \ldots, B_n) \sqsubseteq A$, then a decomposition method of $A$ into the collection $B_1, \ldots, B_n$ is created. Let us once again consider our use-case to discuss an example. Consider the definition of lower body training introduced in the previous subsection:

$$\text{LowerBodyTraining} \equiv \exists \text{includes}. \exists \text{engages target}. (\exists \text{part of LowerBody})$$

Since our ontology respects the requirement that the role includes is independent of concepts occurring in only some expressions, Theorem 1 applies and we know that any workout solely comprised of lower body exercises is subsumed by LowerBodyTraining. This results in decomposition methods for LowerBodyTraining into every possible workout for the lower body. Furthermore, consider the following definition of full body training:

$$\text{FullBodyTraining} \equiv \exists \text{includes}. (\exists \text{engages target}. (\exists \text{part of LowerBody}), \exists \text{engages target}. (\exists \text{part of UpperBody}))$$

Using reasoning, one can now establish whether combinations of different workouts achieve such a training objective, such that a corresponding decomposition method is automatically introduced into the planning domain. For instance, we can infer that a workout solely training the lower body and a workout solely training the upper body in combination constitute this training. Hence a decomposition method for a full body training into these two workouts is added to the planning domain. The following theorem clarifies the relationship between the obtained decomposition methods and entailed concept inclusions.

**Theorem 2** Let $A$ be an abstract task, which can be refined into some plan $\mathcal{P}$ by applying decomposition methods created from the ontology $\mathcal{O}$. Let the plan $\mathcal{P}$ contain the tasks $B_1, \ldots, B_n$, $n \geq 1$. Then there is a concept $P$ such that $\mathcal{O} \models P \sqsubseteq A$, $B_1, \ldots, B_n$ occur in $P$, and $P$ is either of the form:

1. a task concept from $\mathcal{O}$, or
2. an expression $\exists r.(F_1, \ldots, F_m)$ with each $F_i$ a concept of the form 1 or 2.

**Proof.** The claim is proved by induction on the number $m$ of (decomposition) steps made to obtain $\mathcal{P}$ using $\mathcal{O}$. In the induction base, for $m = 0$, $A$ is the required concept. For $m > 0$, let $\mathcal{P}' = \{C_1, \ldots, C_k\}$ be a set of tasks obtained in $m - 1$ decomposition steps and let $P'$ be a concept satisfying the claim for $\mathcal{P}'$. Let $\mathcal{P}$ be obtained from $\mathcal{P}'$ by decomposing some task $C_i$, for $i \in \{1, \ldots, k\}$. Assume that a decomposition method for $C_i$ was created from the concept inclusion $D \sqsubseteq C_i$ entailed by $\mathcal{O}$. Then $D$ is one of the task concepts $B_1, \ldots, B_n$, we have $\mathcal{O} \models P'_{C_i/D} \sqsubseteq P'$, hence, $\mathcal{O} \models P'_{C_i/D} \sqsubseteq A$ and thus, $P'_{C_i/D}$ is the required concept (denoting $P'$ with every occurrence of $C_i$ substituted with $D$). If a decomposition method for $C_i$ was created from a concept inclusion $\exists r.(D_1, \ldots, D_k) \sqsubseteq C_i$ entailed by $\mathcal{O}$ (and possibly obtained from an axiom $C_i \equiv \exists r.(D_1, \ldots, D_k)$), then every $D_j, j = 1, \ldots, k$, is a task concept among $B_1, \ldots, B_n$ and we have $\mathcal{O} \models P'_{C_i/\exists r.(D_1, \ldots, D_k)} \sqsubseteq A$, so $P'_{C_i/\exists r.(D_1, \ldots, D_k)}$ is the required concept. $\square$
Taking into account all possible combinations of tasks in the ontology presents a problem, since there are exponentially many. We propose a pragmatic solution. First, the maximal number of task concepts to be combined in onlysome expressions can be restricted by some number \( k \). Second, most real-world domains (including our application example) have restrictions on which tasks can be combined. In our case study using the fitness training scenario, we only considered combinations of two task concepts defined by an onlysome axiom. This already enabled a considerable number of methods to be inferred.

Essentially, the ontology used in our system consists of two parts \( O_1 \) and \( O_2 \), with \( O_1 \) containing definitions as above and \( O_2 \) representing the core knowledge about the subject domain: exercises (being task concepts), training equipment, body anatomy, etc. The ontology is built in such a way that it guarantees independence of the role includes from any concept occurring under \( \text{Cincludes} \), which means that the principle of matching task collections outlined in Section 3.1 correctly applies. The general shape of our ontology is formally described in the following theorem, where the role includes is abbreviated as \( r \).

**Theorem 3** Let \( r \) be a role and \( O = O_1 \cup O_2 \) an ontology such that \( O_1 \) is an acyclic terminology consisting of definitions \( A \equiv \text{Or},(C_1,\ldots,C_m) \), where \( r \) does not occur in \( C_1,\ldots,C_m \) and \( A \) do not occur in \( O_2 \). Then the role \( r \) is independent of any concepts appearing under \( \text{Or} \) in \( O_1 \).

**Proof (Sketch).** Let \( A \) be the set of concept names occurring on the left-hand side of axioms in \( O_1 \). Let \( I \) be a model of \( O \) and \( [s] \) a binary relation on the domain of \( I \). Let \( I' \) be an interpretation obtained from \( I \) by changing the interpretation of \( r \) to \( [s] \). Since \( r \) and \( A \)-concepts do not occur in \( O_2 \), we have \( I' \models O_2 \). It remains to consider an expansion of the terminology \( O_1 \) (cf. \([2, \text{Prop. 2.1}]\)) to verify that there exists a model \( J' \) of \( O_1 \cup O_2 \) obtained from \( I' \) by changing the interpretation of \( A \)-concepts (and leaving the interpretation of other symbols unchanged). For any concepts \( C_1,\ldots,C_m \) appearing under \( \text{Or} \) in \( O_1 \), their interpretations in \( J \) and \( I \) coincide, which shows the required statement. \( \square \)

The initial planning domain of our case-study scenario encompasses 310 different tasks and a few methods. Its formalisation in the ontology consists of 1230 concepts and 2903 axioms, of which 613 concepts and 664 axioms are imported from the NCICB corpus. Initially, 9 different training objectives and 24 workout templates are specified. For extending the ontology with inferred decompositions, we employ the OWL reasoner FaCT++ \([27]\), which requires 3.6 seconds on an up-to-date laptop computer (Intel® Core™ i5-4300U). After being extended, the planning domain contains 471 tasks and 967 methods, of which 203 are created based on subsumptions between workouts and workout templates, and further three methods have been created by onlysome-combinations of task concepts. In addition, 59 decomposition methods for training objectives into workout templates are created of which 24 are onlysome-combinations of task concepts.
4 Explanations

Cognitive systems that interact with users need to be able to adequately communicate their solutions and actions. In the field of HCI and dialog modelling, it was shown that systems that provide additional explanations receive increased trust from their users [16, 20]. Bercher et al. [3] empirically investigated the role of plan explanations in an interactive companion system in a real-world scenario.

In our integrated approach, both DL reasoning and planning work together, thereby using the procedural and declarative information contained in the integrated knowledge model, and generating new information artefacts of different flavours (in particular, inferred facts and refined plans). We now describe how explanations are generated from this information by combining techniques from plan explanation (specifically, an approach for explaining hybrid plans [25]) and an approach for explaining ontological inferences [23]. Together they offer complimentary views on a given application domain.

Plan explanation focuses on dependencies between tasks in a plan, in particular how tasks are decomposed into subtasks, and how these tasks are linked by preconditions and effects. To provide an explanation why a particular task is part of a generated plan, the information relevant to justify its purpose is extracted from the causal dependencies and the decompositions applied to the plan. Technically, this information (which internally is represented in a logic formalism) is considered the “explanation”. It is guaranteed that plan explanations are always linear chains of arguments, each based on its predecessor. For instance, consider that in our application scenario, the user asks to justify a particular action, for example “Why do I have to do a lying gluteus stretch?” Fig. 1 shows the dependencies that establish the use of the lying gluteus stretch within a plan that achieves a strength training. This information is further converted into text to be communicated to the user by using simple templates. Causal dependencies between two tasks $A$ and $B$, where $A$ provides a precondition $l$ for $B$, are verbalised as “$A$ is necessary as it ensures that $l$, which is needed by $B$.” Similarly, decompositions are justified by patterns such as “Task $A$ is necessary, since it is part of $B$.” In the running example, this yields:

The mechanism presented so far represents the part of “traditional” plan explanation. Here, method decompositions are treated as facts (e.g. “Workout1 is part of strength
Fig. 2. Sample inference rule (left) together with corresponding text template (right). Guillements indicate the application of a function translating DL formulas into text.

training”); however, in our approach, they can be justified further, since they correspond to subsumptions inferred from background knowledge in the ontology. Therefore, the reasoning behind the subsumption can be used as an explanation to justify the decomposition. For example, the user may ask the question “Why is Workout1 a strength training?” For this purpose, we use the second explanation mechanism, which has been implemented as a prototype. Its aim is to generate stepwise textual explanations for ontological inferences. In the running example, it outputs:

According to its definition, Workout1 includes front squat and sumo deadlift. Furthermore, since sumo deadlift is an isotonic exercise, it follows that Workout1 includes an isotonic exercise. Given that something that includes an isotonic exercise has strength as an intended health outcome, Workout1 has strength as an intended health outcome. Thus, Workout1 is a strength training according to the definition of strength training.

To generate such explanations, first a consequence-based inference mechanism is used to construct a derivation tree for a given subsumption. This is done in two stages. First the relevant axioms in the ontology (the “justifications”) are identified using the implementation provided by Horridge [12], which is done efficiently using a standard tableau-based reasoner. Then, a (slower) proof search mechanism using consequence-based rules is applied for building a derivation tree. This tree is then linearised to yield a sequence of explanation steps. The ordering of the explanation steps corresponds to a post-order traversal in the tree structure of inference rule applications (where the inference step that yields the conclusion is taken to be the root). As an example of a consequence-based inference rule used for explanation generation and its corresponding text template, consider Fig. 2. This template generates the last statement in the sample text shown above. Note that even though the presented inference rule is quite simple, it represents a (logical) shortcut, since the conclusion $X \sqsubseteq Z$ could also be obtained in two steps by inferring $Y \sqsubseteq Z$ from the equivalence axiom and then using the transitivity of $\sqsubseteq$. For the generation of explanations, this (logically redundant) rule is given precedence over the “standard” inference rules, in the interest of smaller proofs and greater conciseness of the generated text. By contrast, some inference rules are specified to never generate output, since it would be considered uninformative for a user. Consider the rule deriving $X \sqsubseteq (Y \sqcup Z)$ from $X \sqsubseteq Y$, which is always ignored during text generation. Such considerations provide ample scope for further work into adjusting the generated texts according to pragmatics and user preferences.

To answer the general question how well people understand automatically generated verbalisations of ontological axioms and inferences, studies have already been per-
formed as part of related work. For example, in experiments, Nguyen [18] found that
the understandability of verbalised inference steps depends on the employed inference
rules, where some kinds of inference rules were found considerably more difficult than
others. Furthermore, if the more difficult-to-understand inference rules were verbalised
in a more elaborated manner, understanding was improved. Such work hints at a general
challenge for empirical evaluations of the general “usefulness” of such verbalisations
(to be addressed as future work); their accessibility partially depends on the complexity
of the formalised domain and on the prerequisites of the user.

5 Related Work

Past research on coupling ontological reasoning and planning mainly addressed the aim
of increasing expressivity/efficiency. There is a large body of research on integrating
ontology and action formalisms, see e.g., the overview in Calvanese et al. [6], which
aims at bringing together the benefits of static and dynamic knowledge representation.
Gil [10] provides a survey of approaches joining classical planning and ontologies and
names a number of planners that use ontological reasoning to speed-up plan generation.
Hartanto and Hertzberg [11] use a domain-specific ontology to prune a given HTN
model. However, additional content in the domain can not be inferred in their paradigm.
A number of approaches use ontologies to enrich the structure of the planning domain.
Typically, ontologies provide hierarchies of tasks and plans and are often used to repre-
sent states under the open world assumption [22, 26]. For a survey, we refer to Sirin [26,
Chapter 8]. Further approaches (e.g. [14, 8]) use OWL as a representation language for
HTN planning domains but do not employ ontology reasoning to extend these domains.
Sirin [26] describes HTN-DL, combining HTN and description logics to solve Web
Service composition problems. HTN-DL planning domains are encoded in an ontology
by representing tasks as concepts and decomposition methods as individuals. Both are
augmented with axioms describing their preconditions and effects. Here Sirin’s view of
methods differs from standard HTN, as they define a partially ordered list of actions, but
not an abstract task they decompose. Further, preconditions and effects are assigned to
methods, which are not necessarily related to the contents of the plan. Although Sirin’s
and our approach are similar in the idea of using an ontology and DL reasoning to
generate planning domains, there are conceptual differences. In HTN-DL all decompo-
sition methods are provided in the domain by a modeller, while the presented approach
infers new decomposition methods. Sirin applies reasoning to determine whether a de-
composition method can be applied to an abstract task, using their preconditions and
effects. His approach does not allow inference based on the tasks in a method nor their
decompositions or other properties, which is the cornerstone of ours.

Related work on the generation of explanations from ontologies encompasses a
number of approaches to verbalise the formalised contents with the goal of imitating
natural language. Systems targeting non-expert users include, e.g., the NaturalOWL
system [1] and the ontoVerbal verbaliser [15]. By contrast, the generation of expla-
nations for entailments is addressed only by some approaches, e.g., by Horridge [12],
whose approach targets expert users. The generation of stepwise explanations of entail-
ments for non-expert users is considered by Borgida et al. [5], Nguyen et al. [19, 18] and
Schiller and Glimm [23], whose work provided a basis for the approach to explanations presented in this paper.

6 Conclusion

We presented an approach to integrating hierarchical planning knowledge into ontologies that encompass a general representation of the application domain. A central issue of this paper is to establish the semantic correspondence between the constructs of the planning domain (in particular, decomposition methods) and their representation in the ontology. Our results enable a cognitive system to use a coherent knowledge model for both planning and reasoning, which at the same time enables coherent and detailed explanations for the user, as demonstrated in the application scenario. Our investigation also highlights avenues for future work. One such topic is incorporating mixed-initiative planning into the approach, such that communication with and participation of the user would benefit from explanations by the system. Second, the explanations generated by the system raise the issue of selecting the right level of verbosity. Future work should address this from the viewpoint of pragmatics (e.g. that explanations for “obvious” inferences should generally be omitted) and user modelling (e.g. taking prior knowledge of the user into account). While our approach enables the hierarchical structure of a planning domain to be exploited by DL reasoning, the partial order of tasks is not amenable to DL reasoning. The question how this limitation could be addressed can be taken up by future work.
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