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Planning doesn't take place in a vacuum

Planners can generate solutions users might not like

Preferences can be infeasible
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Changing plans is important for user-centred planning applications, e.g., mixed-initiative planning

We want to understand its theoretical foundations

- Discuss what changing plans means in an HTN context
- Provide formal descriptions of several change operations
- Investigate their computational complexity
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\[ \mathcal{P} = (P, C, c_I, M, L, s_I) \]

- \( P \) a set of primitive tasks
- \( C \) a set of compound tasks
- \( c_I \in C \) the initial task
- \( M \subseteq C \times 2^{TN} \) the methods
- \( L \) a set of variables
- \( s_I \subseteq L \) the initial state

A solution \( tn \in Sol(\mathcal{P}) \) must
- be a refinement of the initial task
- only contain primitive tasks
- have a linearization, executable from the initial state
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- Most proofs are structurally similar
- We will only show one from each group
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Definition (\textsc{VerifyTN})

Given a planning problem $\mathcal{P}$ and a task network $tn$. Is $tn \in Sol(\mathcal{P})$?

What do we have to check?
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- Primitive
- Executability

Theorem

\textsc{VerifyTN} is \textbf{NP}-complete
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**ADD-NO-CHANGE is NP-complete.**

Proof: **Hardness:** Reduction from VERIFYTN.
Also holds if the domain does not contain preconditions and effects.

- Can we add $t_a$ to $tn$?
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**Proof:** **Hardness:** Reduction from **SOLUTION** in acyclic HTNs.
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- The task network containing only $a$ is a solution.
- Ask whether a solution containing $t_1 < t_2$ exists.
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Further results can be combined to obtain the following classification
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Provided the first theoretical investigation of MIP requests to change plan