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Abstract
Hierarchical Task Network (HTN) planning is a paradigm that offers engineers a formalism for modeling planning domains in terms of possible decompositions of compound tasks. A complete decomposition of a compound task results in totally or partially ordered primitive tasks, i.e., plans in the classical sense. Existing specification languages for HTN domains, such as HDDL, do only allow the assertion of preconditions and effects for primitive tasks but not for compound ones. Recently, a method for inferring preconditions and effects for compound tasks was proposed. It was hypothesized that inferred preconditions and effects can aid knowledge engineers in understanding HTN domain specifications and in predicting the meaning of particular compound tasks. We describe preliminary results from a study that supports this hypothesis and discuss future research directions.

Introduction
One important prerequisite for AI planning being used more extensively in practice is to make it as accessible as possible. This can include support for experts and non-experts in writing their own planning domains. As pointed out by Lindsay et al. (2020) and McCluskey, Vaquero, and Vallati (2017), validating whether a domain models an application accurately is still considered to be a challenge. If one wants to use or adapt an existing domain, it is crucial to understand its mechanics as effortlessly and thoroughly as possible. We approach this issue in case of totally ordered (t.o.) Hierarchical Task Network (HTN) planning (Erol, Hendler, and Nau 1996; Gallah, Nau, and Traverso 2004). In HTN planning, an abstract task is solved by refining it recursively into more fine-grained subtasks until a concrete action plan known from classical planning results. Besides this different view on solving a planning problem, it is strictly more expressive than STRIPS planning in the sense that a t.o. HTN planning formalism can express context-free languages whereas STRIPS planning corresponds to regular language classes (Höller et al. 2014). So, while it is certainly not the case for every HTN planning domain one can argue that the expressiveness can lead to even more complex domains, which are harder to examine compared to STRIPS domains. So-called compound tasks play an important role in HTN domains as they specify, together with their decomposition methods, the problem hierarchy. However, in contrast to the actions (now called primitive tasks) from STRIPS planning, these compound tasks do not have preconditions or effects, particularly in HDDL, a standard description language for HTN planning problem (Höller et al. 2020). Therefore, one cannot see their impact on states directly (Goldman 2009). This leads to two issues: First, it can be hard to verify whether a compound task functions as intended by the domain modeler. Second, for someone unfamiliar with a domain it can be tedious to oversee and understand all mechanisms of it. Recently, Olz, Biundo, and Bercher (2021) formalized different kinds of preconditions and effects of compound tasks based on the actions deeper down in the decomposition hierarchy and presented possibilities to calculate them. More precisely, this information specifies which state features will possibly or definitely hold after the execution of a refinement of a compound task and thus reveals some of their implications. In this work, we investigate whether these inferred preconditions and effects of compound tasks can improve comprehensibility of HTN planning domains. We report results from a user study which supports this hypothesis.

Related Work
As we consider a robotics domain in our study, we briefly mention some work from robot programming: Tools aiming at supporting both novices and experts in the programming of robots include Code3 by Huang, Lau, and Cakmak (2016) and Huang and Cakmak (2017). In general, high level primitives with a close mapping to social interactions appear to be the best abstraction level for programming social robots (Diprose et al. 2017). With ROS-TiPlEx, La Viola et al. (2019) present a framework that aims at facilitating the communication between robot and planning experts to support the development of plan-based autonomous robots. Orlandini et al. (2020) provide a recent overview over more such results concerning engineering tools, which support non-planning experts when integrating planning tools in robotic systems. In our study, we suggest using HTN planning as a way to modeling abstract robot behavior.

Regarding tool support for planning domain modeling, Strobel and Kirsch (2020) show that when programming in PDDL, using a tool that highlights syntax and allows to generate type diagrams can improve the programmers’ performance. Jannach, Jugovac, and Lerche (2015) found that users of the RapidMiner software environment need less
time and less actions to fulfill a modeling task when an intelligent extension which recommends additional operators is used. More loosely related, Lindsay et al. (2020) proposed a method for the automated refinement of pre-engineered hybrid domains based on machine learning techniques. While there has been conducted quite a lot of research in the process of constructing domain models in AI planning (Vallati and Kitchin 2020), there is not much for HTN planning in particular so far. Bercher et al. (2016) brought up the usefulness of preconditions and effects of compound tasks in domain modeling, however, here they were not inferred but already given and checked according to some criteria. Recently, Lin and Bercher (2021) conducted a computational complexity analysis of making certain types of changes to the domain model motivated by modeling assistance.

Formal Framework

HTN Planning Formalism We will first introduce totally ordered (t.o.) HTN planning and a corresponding formalism, which is based on the ones by Geier and Bercher (2011) and Behnke, Höller, and Biundo (2018). To illustrate our explanations, we make use of an example, shown in Fig. 1, which we also used in a small tutorial on HTN planning at the beginning of our study. Assume you run a tourist agency and want to plan holidays in Vancouver. Such a holiday bundle consists of two tasks: the journey to Vancouver and some sightseeing on-site. These two tasks in turn can be implemented in different ways. One could take the car to Vancouver or the plane, depending on where the clients live. There are also multiple possibilities for sightseeing. As time is short, the clients can only see a selection, which should be chosen according to their interests. Your aim is to find such holiday plans satisfying for clients and model it as a planning problem. As we described the problem, it consists of multiple subtasks and some actions exclude others. In a classical planning problem we would need to make use of appropriate preconditions and effects to take these constraints into account. In HTN planning, however, this can be modeled quite naturally. Here, not only the actions known from classical planning (now called primitive tasks) exist, but also so-called compound tasks. They represent possibilities of series of further primitive or compound tasks, thereby embodying some sort of problem hierarchy. The possibilities are given by decomposition methods, which specify how compound tasks were refined, which means that they were replaced by other tasks. To solve an HTN planning problem one tries to refine an initially given set of tasks (a task network), which can be viewed as an unfinished plan. So, step by step always one method of a compound task must be chosen and all of its subtasks but no others must be inserted into the task network until only primitive tasks remain that are executable in the classical sense. In the example, the initial task would be HolidayInVancouver. As it has only one method, there is not much to choose, so the resulting task network consists of the tasks TravelTo and Sightseeing, which in turn both have two methods. Here one should take the ones such that the resulting primitive tasks are executable, which depends on the initial state. E.g., if the clients live far away, one should pick takePlane.

More formally: A t.o. HTN planning domain \( D = (F, A, C, M) \) consists of a finite set of facts \( F \), primitive tasks \( A \), compound tasks \( C \), and decomposition methods \( M \subseteq C \times T^* \), respectively, where \( T = A \cup C \). A primitive task \( a = (\text{prec}, \text{add}, \text{del}) \in A \) is described—like the actions in STRIPS planning—by its preconditions \( \text{prec}(a) \subseteq F \) and its effects \( \text{add}(a), \text{del}(a) \subseteq F \) (the add, resp. delete, effects). Then, \( a \in A \) is applicable in a state \( s \in 2^F \) if \( \text{prec}(a) \subseteq s \). If applicable to \( s \) and applied to it, it produces the successor state \( s' = (s \setminus \text{del}(a)) \cup \text{add}(a) \). A sequence of primitive tasks or actions \( \bar{a} = (a_0 \ldots a_n) \) with \( a_i \in A \) for \( 0 \leq i \leq n \) is applicable in a state \( s_0 \) if and only if for all \( 0 \leq i < n \) \( a_i \) is applicable in \( s_i \), where \( s_{i+1} \) results from applying \( a_i \) in \( s_i \). A t.o. task network \( tn \) is a (possibly empty) finite sequence of tasks \( \bar{t} = \{t_0 \ldots t_n\} \in T^* \). Compound tasks serve as abstractions for primitive and/or compound tasks and can be refined to a sequence of them specified by methods. A method \( m = (c, \bar{t}) \in M \) decomposes a compound task \( c \in C \) within a task network \( tn_1 = \{t_1 \ldots t_2\} \) into a task network \( tn_2 = \{t_1 \ldots t_2\} \), written \( tn_1 \rightarrow_{c,m} tn_2 \). We write \( tn \rightarrow tn' \) if there is a (possible empty) sequence of methods transforming \( tn \) into \( tn' \). We then call \( tn' \) a refinement of \( tn \). A t.o. HTN planning problem \( \Pi = (D, s_1, tn_1, g) \) contains the domain \( D = (F, A, C, M) \), an initial state \( s_1 \in 2^F \), an initial task network \( tn_1 \in T^* \), and a goal description \( g \subseteq F \). Then, a sequence of actions \( tn = (a_0 \ldots a_n) \in A^* \) is a solution to \( \Pi \) if and only if \( tn_1 \rightarrow tn \). \( tn \) is applicable in \( s_1 \), and results in a goal state \( s \supseteq g \). Moreover, the set of executability-enabling states of a compound task \( c \in C \) is \( \text{E}(c) = \{s \in 2^F \mid \exists \bar{a} \in A^*: c \rightarrow \bar{a} \text{ and } \bar{a} \text{ is applicable in } s\} \) and \( \text{R}_{i}(c) = \{s' \in 2^F \mid \exists \bar{a} \in A^*: c \rightarrow \bar{a} \text{ is applicable in } s \text{ and results in } s'\} \) is the set of all states into which the execution of \( c \) in a state \( s \in 2^F \) can result (Olz, Biundo, and Bercher 2021).

Preconditions and Effects of Compound Tasks We have seen that compound tasks do not have preconditions and effects in standard HTN planning. However, recently, Olz, Biundo, and Bercher 2021 have proposed a method to incorporate preconditions and effects into compound tasks. This is achieved by introducing a new set of compound tasks called "appropriate preconditions and effects". These tasks are designed to take into account the preconditions and effects of the primitive tasks that make up the compound task.

Figure 1: Visualization of a HTN planning domain to plan holidays in Vancouver. Ellipses depict compound tasks, rectangles depict primitive tasks, and rounded corners are methods.
They are informed about the initial state of the robot’s end-effector (at \( x, y, x_{\text{New}}, y_{\text{New}} \)), and about the decomposition hierarchy for drawing the letter L, see Fig. 3. The treatment group sees the compound tasks including the inferred preconditions and effects, see Fig. 4. The control group sees the same picture but with the preconditions and effects removed, i.e., only the ellipses with the compound tasks’ names. The first question that tests the participant’s understanding reads: Which of these facts hold in the final state? All nine facts of the form \( \text{visited}(x, y) \) are listed along with a checkbox to be checked if the participant considers the respective fact to be true after the execution of the abstract task \( \text{drawL} \). For the treatment group, the answer to this question is immediately available due to the inferred effects of the \( \text{rightL} \) compound task. The control group has to infer this information from the description of the primitive tasks and the decomposition hierarchy. The second question reads: Which of these facts hold in the final state independent of whether the arm is at the top right or left in the initial state? For the treatment group, the answer
but the difference does not reach significance. We did not
make mistakes in the treatment group also within the sub-tasks,
relative to initial state (T1), and final state. In support of our hypothesis, participants in the treatment group made less mistakes than participants in the control group. This supports the hypothesis that presenting inferred preconditions and effects of abstract tasks increases the understandability of an HTN planning domain. However, the number of mistakes only differed significantly between the two groups when the overall number across all three tasks was looked at. Comparing the number of mistakes between groups for each of the three tasks separately showed the same pattern as the overall comparison, but the differences were not significant. There are several possible explanations for this finding. First of all, the results indicate that the task was perceived to be rather difficult by most of the participants. The mean self-reported difficulty was above average with values of 4.62 and 4.71 for the treatment group and the control group respectively. In addition, qualitatively analyzing the participants’ comments as to why they found the task difficult or easy revealed that about two thirds of the participants reported that they had problems understanding or completing the task. The generally high difficulty of the task could have decreased the possibly beneficial effect of presenting inferred preconditions and effects, as in many cases participants were still unable to complete the task even with the additional support. One reason for the high perceived difficulty of the task could be an insufficient tutorial and explanations for the task. Therefore, future studies should try to further improve the tutorial in order to make the task clearer for all participants. Another possible reason could be the population sample. For participants with no prior experience in planning or even programming, the task was possibly too difficult. Also, they might have gotten frustrated in the course of the study when not being able to solve the task and therefore lost motivation, which might

Results

We take the number of mistakes as a measure for how well each participant has understood the HTN domain. For each participant, we calculated how many wrong choices they made regarding whether a fact holds or does not hold in the final state. In support of our hypothesis, participants in the treatment group (with inferred preconditions and effects) in sum made less mistakes than participants in the control group (without inferred preconditions and effects). The median difference is 2 ($\text{Mdn}_{\text{treatment}} = 6$, $\text{Mdn}_{\text{control}} = 8$). A directed Wilcoxon rank-sum test indicates that this difference is statistically significant ($W = 5724$, $p = .03$). Comparisons of the number of mistakes for each of the three tasks—drawL relative to initial state (T1), drawU independent of initial state (T2), and drawU (T3)—are shown in Fig. 5. We generally find that there is a tendency for less mistakes in the treatment group also within the sub-tasks, but the difference does not reach significance. We did not

Discussion

We found that participants who were presented the inferred preconditions and effects made significantly less mistakes than those in the control group. This supports the hypothesis that presenting inferred preconditions and effects of abstract tasks increases the understandability of an HTN planning domain. However, the number of mistakes only differed significantly between the two groups when the overall number across all three tasks was looked at. Comparing the number of mistakes between groups for each of the three tasks separately showed the same pattern as the overall comparison, but the differences were not significant. There are several possible explanations for this finding. First of all, the results indicate that the task was perceived to be rather difficult by most of the participants. The mean self-reported difficulty was above average with values of 4.62 and 4.71 for the treatment group and the control group respectively. In addition, qualitatively analyzing the participants’ comments as to why they found the task difficult or easy revealed that about two thirds of the participants reported that they had problems understanding or completing the task. The generally high difficulty of the task could have decreased the possibly beneficial effect of presenting inferred preconditions and effects, as in many cases participants were still unable to complete the task even with the additional support. One reason for the high perceived difficulty of the task could be an insufficient tutorial and explanations for the task. Therefore, future studies should try to further improve the tutorial in order to make the task clearer for all participants. Another possible reason could be the population sample. For participants with no prior experience in planning or even programming, the task was possibly too difficult. Also, they might have gotten frustrated in the course of the study when not being able to solve the task and therefore lost motivation, which might
be the reason for the many mistakes by the control group especially in the last task.

Conclusions

We have reported results from a user study which indicates that presenting inferred preconditions and effects for compound tasks can help humans to comprehend HTN planning domains. This result motivates future work on the development of a knowledge engineering tool that integrates the inference of such preconditions and effects. More research is needed to better understand the conditions under which additional information inferred from domain specifications can aid the knowledge engineer.

References


