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ABSTRACT
Pair-learning is beneficial for learning outcome, motivation, and so-
cial presence, and so is virtual reality (VR) by increasing immersion,
engagement, motivation, and interest of students. Nevertheless,
there is a research gap if the benefits of pair-learning and VR can
be combined. Furthermore, it is not clear which influence it has if
only one or both peers use VR. To investigate these aspects, we
implemented two types of VR pair-learning systems, a symmetric
system with both peers using VR and an asymmetric system with
one using a tablet. In a user study (N=46), the symmetric system sta-
tistically significantly provided higher presence, immersion, player
experience, and lower intrinsic cognitive load, which are all impor-
tant for learning. Symmetric and asymmetric systems performed
equally well regarding learning outcome, highlighting that both are
valuable learning systems. We used these findings to define guide-
lines on how to design co-located VR pair-learning applications,
including characteristics for symmetric and asymmetric systems.
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1 INTRODUCTION
Learning is an essential part of everybody’s life. It is the base for our
economic success and accompanies us from childhood on. Two ex-
amples that foster learning are virtual reality (VR) and pair-learning.
VR was frequently used by previous research for learning applica-
tions due to its benefits regarding active engagement, motivation,
and interest of students [8, 13, 48, 49, 61], as well as higher learning
outcome [4, 19, 42, 55]. VR further offers the possibility to create
low-cost and high-quality laboratories and to have expeditions
to dangerous places [24, 64]. Pair-learning, which means collabo-
rative learning between two persons, is another VR independent
approach to increase learning outcome [40, 72, 75]. It is known to
enhance motivation, social presence, and individual self-esteem
among students [59, 75, 76].

Unfortunately, very little is known about a combination of VR
and pair-learning [61], but due to the previously stated benefits, we
assume that with VR pair-learning, it is possible to create environ-
ments beneficial for learning.

Previous works regarding collaborative VR systems showed dif-
ferences in communication and working together depending on
how these systems are implemented. One approach is a symmetric
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Figure 1: We developed a VR pair-learning application about forest animals (a) and investigated in a user study (N=46) if
a symmetric (b, d) or asymmetric (c, e) co-located system impacts presence, immersion, player experience, cognitive load,
and learning outcome. The effect of signaling important details (green markings, b, c) on these measures was furthermore
investigated.

system where all users use the same type of device, e.g., two VR
head-mounted displays (HMDs) [16, 20, 53, 60, 92], the other is an
asymmetric system where the users have different types of devices,
e.g., one VR HMD and one tablet/smartphone/laptop [15, 30, 57, 58]
to join the virtual environment (VE). Whereas symmetric systems
allow interaction as equal peers [37, 91, 92], which could foster
presence, immersion, and communication, asymmetric systems can
be used to guide and supervise the immersive peer [15, 56, 58],
which perfectly fits the roles of students and teachers in the con-
text of education. They also require fewer safety precautions than
symmetric systems where both users can theoretically hit each
other when in the same physical space and are occluded by the
HMD. Furthermore, they are cheaper as only one HMD is needed,
and laptops or tablets are often already available. This allows easy
asymmetric co-located or remote collaboration out-of-the-box (see
Oculus spectator view [33]), e.g., at home. These characteristics of
symmetric and asymmetric systems have prompted our research.

In a pair-learning system, learners may be distracted from learn-
ing not only by the many visual objects in a VE but also by the
additional peer. This additional distraction could have a negative
impact on learning outcome because cognitive capacity is strained
by unnecessary stimuli (e.g., unimportant body movement of peer
or animated background not relevant for learning). Therefore, it
may be especially important for virtual pair-learning environments
that learners can distinguish relevant stimuli from irrelevant [65].
Guiding the attention of learners can be an appropriate solution.
Different ways exist for combinations of different roles or sym-
metric and asymmetric systems to guide the attention of peers
in non-learning contexts [15, 45, 52, 56]. Signaling, which means
guiding the attention of learners by visual signs, can be such a
mean and is counted to the classic multimedia design principles.
Signaling highlights, for example, important objects or regions in
the VE [3, 38, 50] and can influence the cognitive load of learners
tested in single-user systems [3, 14]. Nevertheless, studies exist that

such classic multimedia design principles (e.g., signaling or redun-
dancy effect), are differently than one would expect not generally
valid for all kinds of multimedia-based learning and cannot simply,
without validation, be transferred to other learning systems, e.g.,
VR learning [46]. This work will, therefore, investigate if signaling
can be transferred to VR pair-learning.

As no work exists that directly compares symmetric and asym-
metric systems for VR pair-learning, including the influence of
signaling on these [61, 72] and previous works exist that classic mul-
timedia design principles cannot be transferred to other learning
systems, we investigated this in an extensive and holistic approach.
With our approach we investigated not only learning outcome but
also factors supportive for learning (see [3, 8, 13, 48, 49, 51, 61];
used in the research questions (RQs)), and defined the following
RQs:

RQ 1: "Does symmetric collaboration compared to asymmetric
collaboration in VR pair-learning environments impact pres-
ence, immersion, player experience (PX), motivation, cognitive
load, and learning outcome of students and teachers?"

RQ 2: "Does signaling in symmetric and asymmetric collabora-
tive VR pair-learning environments impact presence, immer-
sion, PX, motivation, cognitive load, and learning outcome of
students and teachers?"

We implemented a pair-learning environment where a teacher
teaches students typical characteristics of forest animals (see Fig-
ure 1). This topic was perfect for our VR learning unit, as it allowed
us to use high-fidelity animal models in true size to teach their char-
acteristics and allowed the teachers and students to observe them
in their direct vicinity without risk and inside their natural habitat,
an experience no zoo with real animals or a book can provide. We
further chose this topic, as nature awareness is very important due
to growing environmental pollution and climate change, but it is
relatively low in the general population. Therefore, it was a topic in
which most potential participants would have low prior knowledge,
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which made it possible to measure our learning unit’s learning
outcome. Due to the lack of forest animal experts in the general
population, which could have mimed a teacher, we created teaching
sheets for our learning unit, which contained all information about
the animals as explanatory text. The teaching sheets were visible
to only one participant during pair-learning so that this participant
could act in the role of a teacher, whereas the other participant
acted as a student. As both participants would potentially have low
prior knowledge, this setup created a learning situation for both
participants.

To answer our RQs, we developed two different pair-learning
prototypes and compared them against each other. In a symmetric
prototype, the student and teacher used VR HMDs and explored
the virtual forest together as equal peers (see Figure 1b/d). In the
asymmetric prototype, only the student explored the forest with a
VR HMD while the teacher was guiding using a spectator view on
a tablet seeing the VE through the student’s eyes (see Figure 1c/e).
This allowed the teacher to follow the student accurately and mim-
icked state-of-the-art HMD spectator views (e.g., Oculus Quest [33]).
Both prototypes had the possibility to enable signaling for high-
lighting essential information (see Figure 1b/c). This was the base
for our 2𝑥2 study design that further considers the two roles student
and teacher.

Based on our assumptions, we formulate the following hypothe-
ses:

H1: "Symmetric collaboration leads to higher presence, immer-
sion, PX, and motivation and positively influences cognitive
load compared to asymmetric collaboration."

H2: "Asymmetric pair-learning systems can provide excellent
and similar learning outcome for both learners."

H3: "Signaling in VEs independently of the setup enhances pres-
ence, immersion, PX, motivation, and learning outcome and
positively influences cognitive load compared to non-signaling."

Our user study’s findings (N=46) show that presence, immersion,
and PX were statistically significantly higher, and cognitive load
was statistically significantly lower in the symmetric condition
with moderate and high effect sizes. This was also the case for the
students who used an immersive HMD in all conditions and shows
that not only the own device but also the device of the peer influ-
enced these measures. The symmetric and asymmetric conditions
performed great and equally well regarding learning outcome. Ac-
cording to the qualitative feedback, communication was easier for
participants in the symmetric system showing the importance of an
avatar for both peers. Signaling showed statistically significantly
higher presence, PX, and better cognitive load for students, which
supports learning and indicates that it can be transferred to VR
pair-learning. Based on these findings, we define six guidelines on
how to design co-located VR pair-learning applications to support
researchers, educators, and software developers in their work.

The threefold contribution of our work is:

(1) The comparison of symmetric and asymmetric as well as
signaling and non-signaling VR pair-learning environments
in a user study (N=46) with six dependent variables (pres-
ence, immersion, PX, motivation, cognitive load, learning

outcome), eight control variables (age, gender, VR experi-
ence, participants relationship, spatial abilities (spatial visu-
alization, figure difference recognition), working memory
capacity, task duration), and a qualitative thematic analysis
based on semi-structured interviews.

(2) Design insights for a complex symmetric and asymmetric VR
pair-learning application that optionally enables signaling
to highlight essential information.

(3) The definition of six novel guidelines on how to design sym-
metric as well as asymmetric co-located VR pair-learning
applications, based on our qualitative and quantitative re-
sults.

2 RELATEDWORK
Our work is based on previous work regarding VR in education,
pair-learning, the signaling principle, and symmetric and asymmet-
ric systems in VR. All these topics have benefits by themselves, but
we will show that we are the first who brought them all together.

2.1 VR in Education
Various previous works have used VR for education and reported
positive effects. Mantovani et al. [49] discussed VR in relation to
educational theory and pedagogical practice in order to establish
a possible theoretical basis for VR learning. They showed that VR
could foster active engagement due to increased motivation and
interest of students. According to a systematic literature review
(SLR) by Pirker et al. [61], VR has advantages regarding interaction
and immersion, visualization and metaphors, playful design, and
social experiences relevant for educational systems.

Using GEtiT, Oberdörfer et al. [55] compared a VRwith a desktop
system. They had the result that participants had higher enjoyment
and a more intuitive knowledge demonstration with VR, which indi-
cates that VR is beneficial for learning. Krokos et al. [42] compared
a VR HMD condition with a desktop condition for virtual memory
remembering tasks. Their results show that the HMD users were
able to recall the memory more accurately. As a reason for their
results, they named the spatial awareness of the HMD users as an
important success factor.

A similar positive effect for learning was found by Allcoat and
von Mühlenen [4], comparing VR with a desktop and a video condi-
tion.While these positive effects support learning in VR, they do not
come at no cost. Compared to traditional learning environments,
learners have to orient themselves spatially and select the relevant
visual stimuli from a multitude of visual stimuli. This may result in
an increased cognitive load [3]. However, Radianti et al. [65] looked
at several studies in a meta-analysis of learning in VR and found
that previous studies that measured learning outcome in VR lacked
a foundation of learning theory in many cases. Therefore, they
propose that the effectiveness of virtual learning environments and
the underlying learning processes should be investigated in more
detail. Their findings are the reason why we based our work on
learning theories.

One learning theory that is already established in conventional
learning environments is the cognitive theory of multimedia learn-
ing (CTML [50]). The CTML describes relevant cognitive processes
that take place during learning, such as the process of selection in
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which information that is subjectively relevant to the learner is se-
lected and stored in the limited working memory (see Baddeley [7])
for further processing, leading to a bottleneck for learning when
irrelevant information is selected [50].

Another theory, the Cognitive Load Theory (CLT), can be used
to look more closely at the processes in working memory and
the three involved cognitive load types. According to Chandler
& Sweller’s [14], these are the intrinsic cognitive load (ICL) (the
complexity of the learning unit itself), the extraneous cognitive
load (ECL) (caused by suboptimal design of learning material), and
the germane cognitive load (GCL) (the engagement of the learner re-
quired to understand the learning unit). Optimally, the ECL should
be reduced, the GCL maximized, and the ICL controlled. For ex-
ample, too large ECL can cause cognitive overload in working
memory [51].

We used the benefits of VR in education for our pair-learning
system and considered CTML and CLT during the design and eval-
uation of it.

2.2 Pair-Learning
One of our research’s main aspects is that we enable two users
to learn collaboratively, which we will refer to as pair-learning.
While VR was frequently used for education, social collaborative
experiences are underrepresented, as reported by a SLR of Pirker
et al. [61]. This shows our work’s importance, as cooperative learn-
ing methods can increase student achievements, mutual concern
among students, and student self-esteem [75]. It further enhances
motivation and social presence [59, 76] and was, according to John-
son et al. [40], the most effective learning approach comparing
computer-assisted cooperative, competitive, and individual learn-
ing.

Mantovani et al. [49] stated that ideally, a teacher should support
the student’s learning process. When comparing a single-user with
system-based teaching with a two-user version, in which one user
was a teacher, Simeone et al. [72] showed that the two-user version
scored higher regarding overall preference and clarity compared to
the single-user version that used animation sequences for teaching.
Thompson et al. [83] and Uz-Bilgin et al. [86] explored how to foster
collaboration between students in a VR/tablet-based educational
game and defined a guiding role provided with all necessary infor-
mation on the tablet, similar to a teacher. Their results show that
such roles can shape collaboration between users. With RoleVR,
Lee et al. [44] showed that roles can be an important factor in asym-
metric systems and that the non-HMD user feels as immersed as
the HMD user.

Based on these works, we decided to use a cooperative learning
approach. They brought us, furthermore, to the decision to add a
teacher role to our learning environment and to assign that role
to a human user rather than just mimicking a teacher through the
system.

2.3 The Signaling Principle
When creating virtual learning environments, the question arises
of how to design virtual learning units so that they can promote
the learning processes. As mentioned above, one challenge when
learning in VR can be distinguishing the stimuli that are relevant

to learning from those that are irrelevant. Learners also have to
orient themselves more spatially in a VE, so the selection of rele-
vant information can be more straining on the cognitive capacity
of the learners’. To facilitate the selection process in VR based on
the design principles of CTML, the signaling principle can be used.
As Albus et al. [3] showed, signaling can improve learning outcome
in single-user VR compared to a non-signaling group. Furthermore,
they found that using the signaling principle in VR can also increase
the GCL, i.e., the cognitive load that promotes learning. While there
are different variants of signaling, such as highlighting [38], mo-
tion [2, 29], or annotations [3], we have chosen highlighting for
this learning environment because it can focus the learner’s atten-
tion on relevant things in a visually loaded VE [38] (see also the
theory of Witmer and Singer [90] regarding presence) and works
with non-moving animal models, allowing participants to focus the
highlighted regions statically. We refrained from a more complex
highlighting, which for example, is additionally animated or spa-
tially separated, in order to avoid confounding of the presumed
effects and to allow a more precise interpretation, if the existing
findings and theory for signaling can be transferred to pair-learning
in VR.

2.4 Symmetric and Asymmetric Systems in VR
Besides typical single-user VR systems, multi-user systems exist
as well, which were implemented in a symmetrical way (all users
use the same devices, e.g., two VR HMDs [16, 20, 60, 92]), or in an
asymmetrical way (users have different devices, e.g., VR HMD and
tablet/smartphone/laptop [15, 30, 57, 58, 67]).

2.4.1 Symmetric Systems. The benefits of symmetric VR systems
for education, such as higher presence and an enjoyable experi-
ence, were investigated for several years, as the work of Jackson et
al. [37] shows. Collaborative systems can improve users’ efficiency,
as shown by Pinho et al. [60], who found the efficiency of coopera-
tive object manipulation with a VR HMD based system to be higher
compared to a single-user manipulation. Zaman et al. [92] created
a symmetric system for VR HMDs to design spatial room layouts
collaboratively and showed that it is important for communica-
tion to have a shared perspective with all partners. Similar results
were found by Nguyen et al. [53] with CollaVR, a collaborative VR
video editing tool. Another scene editing authoring approach was
presented with Spacetime by Xia et al. [91], combining single-user
interaction with fluid multi-user collaboration of the VR users.

Dey et al. [20] investigated the user experience (UX) of symmet-
ric VR systems by sharing the emotional states of two collaborators
based on their heart rates, which the participants preferred com-
pared to no emotional feedback. Collaboratively training surgeons
in VR was investigated by Chheang et al. [16]. They had positive
reviews regarding usability and usefulness, which shows that sym-
metric collaborative VR systems have the potential for a learning
application.

These previous works have in common that the symmetric ap-
proach was never explicitly the topic of the study nor compared
to an alternative approach, e.g., an asymmetric system. Our work
instead directly investigates the influence of a symmetric and asym-
metric system on collaborative learning in VR.
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2.4.2 Asymmetric Systems. In contrast tomany symmetric systems,
asymmetric systems often directly investigate the asymmetric setup,
e.g., they investigate the interaction between VR and desktop or
tabletop users [26, 35, 78] or investigate the asymmetric system for
tasks like authoring of VEs [34].

Grandi et al. [30] created a system for co-located object interac-
tion in mixed reality (MR) and compared both a symmetric VR/VR
and mobile augmented reality (AR)/AR setup with an asymmetric
VR/mobile AR setup in a user study (N=36). The users’ performance
using the VR/VR and the VR/mobile AR system were similar and
statistically significantly better compared to the mobile AR/AR sys-
tem. This shows that peering an HMD user with an asymmetric
partner can have similar systems quality than a symmetric system.

A good UX of all asymmetric users is important and was inves-
tigated by Olin et al. [57] for a system combining a smartphone
and an HMD user. Both their users felt present in the VE, and their
participants preferred to face each other during conversation. Gu-
genheimer et al. [31] presented ShareVR, a co-located asymmetric
system for HMD and non-HMD users, using a tracked display and
a floor projection. Their gamified experiences showed that their
collaborative system increased presence, enjoyment, and social in-
teraction for all users. Similar results were presented by Brondi
et al. [13] when comparing a keyboard- and mouse-based with an
HMD condition. They showed that both users were very satisfied
with their system and aware of the others’ actions. Schott et al. [67]
created a multi-user liver anatomy education system with a VR,
AR, and spectator mode. In a first qualitative usability walkthrough,
they received positive feedback, which shows that such symmet-
ric and asymmetric learning systems provide a promising base for
further research.

Besides these co-located setups, asymmetric remote collabora-
tion is possible as well. It can be used to guide an AR/VR user by
a remote advisor. This was used for remote maintenance [15, 56]
or guiding a VR user through a VE [58]. The remote user can use
an AR/VR HMD [56, 63] or other devices such as a tablet or lap-
top [15, 58].

These examples show that non-HMD users can feel present as
well in asymmetric setups and that concepts exist that can even
improve the presence, enjoyment, and social interaction of all users.
The flexibility of asymmetric systems to support different roles
with different tasks and competencies perfectly fits our student and
teacher approach. As facing each other was preferred [57], we used
a co-located setup for our system and not a remote one.

With our work, we are the first who combined the benefits
and potentialities of VR in education, pair-learning, signaling, and
symmetric and asymmetric system to create a role-based (student
and teacher) learning environment.

3 PAIR-LEARNING PROTOTYPE
To answer our RQs, we implemented a pair-learning prototype and
developed a learning unit.

3.1 Learning Unit
To enable pair-learning, two students were situated together in the
same VE.We decided to teach them about the typical characteristics
of forest animals. For the development of our learning unit, we

included experts for the domain forest animals and experts from
teaching and learning research. The content of the learning unit was
shown as teaching sheets to one of the two students. We will further
call them teachers. Teachers should teach the content to the other
student but also learn it themselves. The teaching sheets ensured
that all teachers taught their student the same content to be able
to compare the study results. We aimed to develop a conversation
between the two roles by providing individual questions to student
and teacher.

The VE, in which the participants found themselves, is a forest
with small clearings and different animals (see Figure 1a/b/c). We
chose the three forest natives, deer, fox, and boar, for our applica-
tion. Each of the animals was standing on a different clearing. The
learning unit taught the students about the species of deer that it
is a mammal and cloven-hoofed, how to determine its age, details
about the antler, the eating behavior, and facts about their teeth. It
further introduced the fox as a canine and provided details about
its tail and scent gland. The last clearing showed a boar, which is
also a cloven-hoofed animal that stirs up entire meadows during
foraging and likes wallowing in mud. Boars are omnivores, and the
size of their tusks can distinguish female and male boars. By using
VR, it was possible to teach the characteristics of the animals with
high-fidelity 3D models in true size. It was possible to approach
and observe them in their vicinity in their natural habitat without
risk, an experience that no zoo, reserve, book, or standard learning
application can provide. Besides the animal models, dedicated mod-
els for deer antlers and teeth, as well as stirred-up meadows, were
created to visually support all aspects of the learning unit. Signaling
was used to guide the attention of the users to the specific body
parts and bring them into focus. Before the learning unit started, all
participants went through a tutorial scene to get familiar with the
VE, the devices, the interaction, and the communication between
peers. We provide the teaching sheets as supplementary material.

3.2 Pair-Learning Prototype Design
In this section, we introduce all features that were implemented for
our pair-learning application, beginning with the symmetric setup,
where both participants were in VR, and will afterward explain
the changes for the asymmetric setup in which the teachers used a
tablet.

3.2.1 Symmetric Pair-Learning Prototype. Since there were always
two participants in the same VE, we used avatars to visualize their
position and movements as well as hand gestures. The avatars fur-
ther made it possible to see the direction of the other person’s gaze
by using the head tracking of the HMD (see Figure 2a). The avatars
consisted of a head and two hands which were tracked by the HMD
and the controllers. Student and teacher could be distinguished by
their head-wear. We chose a minimalist human-like appearance to
not distract the participants. We modeled no body and legs, which
should have no effect on immersion and body ownership [47, 70]. A
similar avatar design was used by Spacetime [91] for collaborative
VEs before. It also should prevent an uncanny valley effect [43].

The participants could walk freely inside the VE within the
tracking space of the HMD, and teleportation was possible to travel
longer distances [10] (see Figure 2e). We included features to help
the participants keep orientated in the VE, such as a path connecting
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Figure 2: In the symmetric VR/VR setup, both participants were visualized with an avatar (a) mimicking the participants’ head
and hand movements (b). To keep the orientation in the VE, an arrow showed the direction to the next way-point (c). If the
arrow was not in the field of view, the left or right edge of the field of view lighted up green and showed the direction (d). The
participants could walk freely within the tracking space of the HMD inside the VE or teleport (e) to travel long distances.

the clearings as well as a navigation system indicating the direction
of the next way-point with an arrow (see Figure 2c). If the arrow
was not in their field of view, the left or right edge of the display
lighted up green (see Figure 2d).

It was possible to grab certain objects (e.g., antler and teeth of
a deer) to allow participants to take a closer look. When an object
was grabbed, the avatar’s hand disappeared so that the object was
not covered.

To answer RQ 2, "Does signaling in symmetric and asymmetric
collaborative VR pair-learning environments impact presence, immer-
sion, PX, motivation, cognitive load, and learning outcome of students
and teachers?", we implemented a signaling feature. We chose col-
ored outlining for highlighting body parts as this was proven to
be effective for guiding attention in learning applications [38] (see
Figure 1c, Figure 3a/b). Signaling was automatically activated and
deactivated according to the learning unit’s progress, and it was al-
ways placed in front of all other objects so that it was visible even if
the view on the highlighted part was obstructed. If the highlighted
object was not in the participants’ field of view, the edges of the
display were highlighted similarly as for navigation (see Figure 2d).

Since clipboards are less cognitively demanding than an overlay
interface [6], one was implemented to show the teaching sheets to
the teachers as proposed by Thompson et al. [83] and Uz-Bilgin et
al. [86] (see Figure 1b). Currently highlighted animal parts were
also highlighted in the teaching sheets by appearing in a green

font so that the teacher always knew what to talk about. For better
comfort and readability, the clipboard could be fixated in mid-air.

3.2.2 Asymmetric Pair-Learning Prototype. For RQ 1, "Does sym-
metric collaboration compared to asymmetric collaboration in VR
pair-learning environments impact presence, immersion, PX, motiva-
tion, cognitive load, and learning outcome of students and teachers?",
we implemented a prototype where the teacher did not symmet-
rically join the student in the VE but accompanied the student
asymmetrically with a tablet. Therefore, we made some adjust-
ments to the teacher application. Considering the design goals 1
and 2 of Kumaravel et al. [84] for asymmetric VR systems, we imple-
mented a spectator view where teachers could see the environment
through the student’s eyes (see Figure 3c/d). Teachers also could
detach themselves from the student’s camera at any time and look
around and rotate the camera at the current location freely. Teach-
ers could not move through the forest by themselves to force them
to always spectate the student and thereby observe everything the
student does. This mimics an advanced state-of-the-art HMD spec-
tator views (e.g., Oculus Quest [33]). We think this simplified the
interaction for teachers as no own avatar has to be controlled so
that they can be fully concentrated on teaching. It further reduces
potentially distracting cues in the VE as no avatar is visible, which
could improve learning [50]. Due to our goal to simplify the inter-
action and the interface of the teacher to reduce cognitive load and
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Figure 3: For signaling, we highlighted body parts with green colored outlines (a, b). In the asymmetric tablet condition, the
teacher observed the student through a spectator view. The teaching sheets were displayed on the left side of the screen (c, d).

to implement no features which are not available in the symmet-
ric version, we refrained from implementing multi-modal context
sharing as suggested by design goal 4 of Kumaravel et al. [84].

Since the teachers had no virtual hands or any avatar, the pre-
sentation of the teaching sheets had to be adapted as well. The
teaching sheets could be displayed via a button on the left side
of the tablet’s screen (see Figure 1c, Figure 3c/d). Care was taken
to ensure that not too much of the screen was used by this while
simultaneously guaranteeing that the font remained legible. Similar
to the symmetric version, signaling was activated and deactivated
automatically depending on the learning unit and provided, there-
fore, spatial referencing as suggested by design goal 3 of Kumaravel
et al. [84].

3.3 Implementation and Setup
Our collaborative pair-learning application was based on Unity [82].
For high graphical fidelity, we used the assets "Forest Environment
- Dynamic Nature" [81] and "Forest Animals Pack" [80]. Non-user
specific and non-directional ambient forest sounds were played
by external speakers to increase immersion. We used two work-
station computers with an Intel Core i5 processor, one with an
NVIDIA GTX 1080 and one with an NVIDIA GTX 970 graphics
card. One HTC Vive Pro HMD was attached to each computer. The
used tablet was a Microsoft Surface 2 Pro. Graphic settings were
reduced for the tablet version. For synchronizing the instances
via the network, we used the asset "Dark Rift Networking 2" [79]
for our client-server architecture. The setup featured a 4𝑥4 meters
co-located VR tracking space with two SteamVR 2.0 base stations.
For both the symmetric VR/VR and the asymmetric VR/tablet con-
ditions, the tracking space was evenly split in half with barrier tape
(see Figure 4). For the VR/tablet conditions, a chair was provided,
facing towards the student’s VR space (see Figure 4b). Due to the
co-located setup, both users were able to communicate verbally
with each other without the need for telecommunication devices.

4 USER STUDY
We conducted a user study to answer RQ 1, "Does symmetric collabo-
ration compared to asymmetric collaboration in VR pair-learning envi-
ronments impact presence, immersion, PX, motivation, cognitive load,
and learning outcome of students and teachers?", and RQ 2, "Does sig-
naling in symmetric and asymmetric collaborative VR pair-learning
environments impact presence, immersion, PX, motivation, cognitive
load, and learning outcome of students and teachers?".

4.1 Study Design
Our prototype had a symmetric as well as an asymmetric condition
with one student and one teacher role for the participants. Signaling
could be further enabled or disabled in both conditions by us to
highlight important objects in the learning unit. As participants
were tested regarding the learning outcome, they could only partic-
ipate in one condition. Therefore, we chose a 2𝑥2 between-subject
study design with the two roles student and teacher (see Figure 5).

A preliminary study was conducted to test the functionality of
the prototype and to improve its usability. As a result, we shortened
the learning unit and improved the navigation arrow, how to grab
objects, and the readability of the teaching sheets.

4.1.1 Dependent Variables. The study was designed to assess the
participants’ presence, immersion, PX, motivation, and cognitive
load, which positively influence learning (see [3, 8, 13, 48, 49, 51,
61]), and learning outcome. For presence in VEs multiple defini-
tions exist as well as ways to measure it by, e.g., questionnaires
or physiological measures [68, 73, 77]. We refer to the definition
of presence as the feeling of "being there", which means presence
reflects the feeling of actually being in a different environment than
the physical one (see Skarbez et al. [73], Slater [74], and Witmer et
al. [89, 90]). For our understanding of presence, it is not important
that users have the feeling of being non-mediated, and we think of
presence as a non-binary state [73]. We chose to use a questionnaire
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Figure 4: The study setup for the symmetric VR/VR (a) as well as the asymmetric VR/tablet (b) conditions consisted of a
4𝑥4 meters VR tracking space evenly split in half with barrier tape. For the VR/tablet conditions, a chair was provided, facing
towards the student’s VR space.

Non-
Signaling

VR/VR
(symmetric)

Student

VR/Tablet
(asymmetric)

Signaling

Teacher TeacherStudent

StudentTeacher TeacherStudent

Figure 5: The study design consisted of a symmetric VR/VR
condition where both participants, student and teacher, used
an HMD and an asymmetric VR/tablet condition where the
participant with the teacher role used a tablet instead. It fur-
ther contained a signaling and non-signaling condition re-
sulting in a 2𝑥2 design with the two roles student and teacher.
As we measured the learning outcome of each condition, we
used a between-subject design. Icons made by Freepik from
www.flaticon.com

to measure presence, as this is still the most used way of measure-
ment [77]. Different popular ones exist [25, 69, 77], such as the
Presence Questionnaire (PQ) by Witmer and Singer [90] (Google
Scholar citations: 6047, 12/04/21), the Slater-Usoh-Steed Presence
Questionnaire (SUS PQ) by Usoh et al. [85] (Google Scholar cita-
tions: 837, 12/04/21), and the Igroup Presence Questionnaire (IPQ)
by Schubert et al. [68] (Google Scholar citations: 1534, 12/04/21).
We chose the PQ by Witmer and Singer [90] as it provides ques-
tions regarding distraction factors related to learning in a VE (see
Jamet et al. [38], see section 2.3) and subscales for a more nuanced
analysis as well as an analysis of more different components [69].
It is further validated, highly used, and recommended (see Souza
et al. [77]) and provides the lowest variance of the three, which
is a sign of its reliability [69]. For immersion in VEs also multiple

definitions exist. There is the more technical definition of Slater [74]
which states that a fully immersive system can fake all physical
stimuli for a user in a way that this user is not able to distinguish
it from reality. Technical immersion is, according to Witmer and
Singer [90] as well as Slater [74], very important that one can be-
come present. Nevertheless, Witmer and Singer [90] as well as
Jennet et al. [39] define immersion not only as technical but see a
link to player states such as flow, engagement, or others [18, 22]
which complement presence and are beneficial for learning (see
section 1). Investigating the player state is important for our system,
as it is an educational game/serious game, which is why we chose
the game-related questionnaire Immersive Experience Question-
naire (IEQ) by Jennet et al. [39] (Google Scholar citations: 1844,
12/04/21). Its subscales challenge, control, real world dissociation,
emotional involvement, and cognitive involvement further perfectly
complement the subscales involvement/control, natural, auditory,
haptic, resolution, and interface quality of the PQ, which makes this
a proper combination of immersion and presence questionnaires
for our RQs.

To investigate the player state further, we chose for PX the sub-
scales audiovisual appeal, goals and rules (asks if the goals and rules
of the learning unit were clear), and ease of control of the Player
Experience Inventory (PXI) questionnaire [1]. We did not use the
entire PXI because relevant subscales were already covered by other
questionnaires, or we rated them as not relevant for our RQs. To
measure participants’ motivation in (experimental) learning and
performance situations and how the symmetric or asymmetric
setup influenced this, we used the Questionnaire to assess Current
Motivation (QCM) [66]. For cognitive load, we used the cognitive
load questionnaire of Klepsch et al. [41], which measures intrinsic
cognitive load (ICL), extraneous cognitive load (ECL), and germane
cognitive load (GCL).

We also measured the learning outcome as follows. The relevant
knowledge before the learning unit was measured with a pre-test
and after it with a post-test. Our forest animal domain experts and
the teaching and learning experts were consulted again for the devel-
opment of the tests. The tests were developed according to Bloom’s
taxonomy [9]. The pre-test dealt with domain-specific knowledge
questions on the topic not part of the learning unit so that the learn-
ers were not primed for the questions relevant in the post-test. The
post-test specifically covered only questions which were answered
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during the learning unit. We included knowledge-, comprehension-,
and transfer-based questions according to Bloom [9]. The previ-
ously introduced teaching sheets allowed us to compare the results
of the conditions. Without it, differences could be caused by differ-
ent teachers (e.g., by missed information). Pre- and post-test were
both rated following a sample solution to ensure objectivity. We
provide the pre- and post-test, including the sample solution, as
supplementary material.

4.1.2 Control Variables. Besides the prior knowledge, we further
collected control variables that may have effects on the dependent
variables (see Albus et al. [3]). With demographic questions, we
collected age, gender, and experience with VR of our participants.
We also asked the Inclusion of Other in the Self (IOS) scale [5] to
measure how well the participants knew each other. To measure
spatial ability or, more accurately, spatial visualization of partici-
pants, we used a paper folding test [27] as a learning characteristic
that could influence learning outcome in VR. This also applies to
the figure rotation test [27], which measures participants’ spatial
ability to recognize differences in figures. With a working memory
test, we measured working memory capacity as the third measure
for learner characteristics. We developed for this purpose an online
version of the Numerical Memory Updating Test [54] with the same
algorithms as in the original version. In addition, we logged the
duration participants spent in the learning application.

4.1.3 Semi-Structured Interviews. To further get qualitative feed-
back from the participants (see Drey et al. [23]), we conducted
semi-structured interviews at the very end of the study. We asked
questions regarding the participants’ UX, their satisfaction with the
peer communication in the symmetric and asymmetric conditions,
how aware they were of their peer and their peer’s actions (see
workspace awareness [32]), the learning unit’s difficulty, and if they
encountered any issues. The questions were individually tailored
to the role (student/teacher) and the condition (VR/VR / VR/tablet,
signaling / non-signaling). It were seven general questions and ad-
ditional five to eight questions depending on the study condition
and participants’ role.

4.2 Procedure
We recruited our participants through convenience sampling and
assigned them to the conditions based on a randomization list.
Participants initially received a short introduction and were then
separated to conduct the pre-test, answer the QCM and the paper
folding test, and fill out demographics. The tests and question-
naires were filled out on individual laptops in separate rooms. This
ensured that participants were alone while conducting the tests
and questionnaires and could not influence each other. After this,
the participants were paired in the study room, received the study
hardware, and started the tutorial, followed by the learning unit. Re-
turning from the learning unit, participants conducted the post-test
and answered the cognitive load questionnaire, figure rotation test,
PQ, IEQ, PXI, IOS, and working memory test. This was followed by
semi-structured interviews. Questionnaires and interviews were
conducted once again in separate rooms.

We defined cybersickness as a no-go criteria for our study and
instructed our participants that they should inform us if they expe-
rience cybersickness. As no participant stated cybersickness, we
assume it did not occur during our study runs. Each participant
was compensated with 10 €. Due to the COVID-19 pandemic, the
study was conducted based on a hygiene concept approved by the
university, which caused no limitations regarding our study design.

4.3 Participants
We collected data from 23 pairs (N=46 participants). The partici-
pants were between 20 and 29 years old (𝑀 = 24.23, 𝑆𝐷 = 2.67),
and 16 participants were female and 30 male, with 34 of them study-
ing at the moment. Ten of them had never used VR HMDs, nine
answered that they had used them once, five participants each used
them two times and three times, one used them four times, and
the remaining 16 participants used them more than four times. 44
participants stated to know each other, and the IOS questionnaire
(asks regarding the relationship between the peers) showed that
participants had a closer relationship (the exact values can be found
in the appendix, Figure A1). The vision of the participants was
normal or corrected to normal.

5 RESULTS
In the following, we present the quantitative and qualitative results
of the user study to answer our RQs regarding symmetric and
asymmetric pair-learning and the effects of signaling.

5.1 Quantitative Results
The first step of our analysis was to check the control variables
for statistically significant correlations, which we then considered
when analyzing our study conditions. We then looked for statisti-
cally significant differences of our 2𝑥2 study design conditions (e.g.,
VR/VR compared to VR/tablet) as well as when considering the
roles (e.g., teachers in VR/VR compared to teachers in VR/tablet)
depending on our RQs and hypotheses. We report the results rele-
vant for the RQs and hypotheses in the following, which are shown
in Figure 6 and Figure 7. Tables providing these and all other re-
sults/data in the highest level of detail can be found in the appendix
(see Figure A1 and Figure A2).

5.1.1 Statistical Methods and Control Variables. To analyze if there
are potential covariates, we checked the following variables: gen-
der, age, prior knowledge, spatial ability, working memory capacity,
Inclusion of Other in the Self (IOS). Correlations with dependant
variables were conducted. For the score of the post-test statisti-
cally significant correlations could be found with spatial ability
(𝑟 = .33, 𝑝 = .026) and working memory capacity (𝑟 = .45, 𝑝 = .002).
For extraneous cognitive load (ECL) statistically significant correla-
tions could be found with the IOS (𝑟 = −.38, 𝑝 = .011). The germane
cognitive load (GCL) showed statistically significant correlations
with gender (𝑟 = .31, 𝑝 = .034). We also found that the Immersive
Experience Questionnaire (IEQ) is statistically significantly corre-
lated with age (𝑟 = .30, 𝑝 = .048). No other statistically significant
correlations for the covariates could be found (see Figure A3)). The
average completion time the participants spent in the learning unit
was 𝑀 = 13.97 minutes (𝑆𝐷 = 3.77), with no differences between
conditions (VR/VR to VR/tablet, 𝐹 (1, 21) = 1.98, 𝑝 = .174, 𝜂2 = .086,
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and signaling to non-signaling, 𝐹 (1, 21) = .28, 𝑝 = .604, 𝜂2 = .013,
see also Figure A1).

All covariates were included in the following calculations con-
cerning the variable they were correlated with. The statistical analy-
ses were performed properly, and the appropriate requirements and
assumptions of the test procedures were ensured (see Field [28]).
For the ANCOVA, for example, the regression slopes were checked
for homogeneity, and care was taken to ensure that the residu-
als were approximately normally distributed for each category of
the independent variable. We also deliberately performed only the
analyses relevant to the RQs and, therefore, do not report further
p-values. This way, we avoided conducting p-hacking or p-fishing
(see Cockburn et al. [37]). To counteract biases for multiple compari-
son problems such as the alpha error accumulation, the conservative
Bonferroni correction was applied. The ANCOVA results for the
dependent variables are reported in the following including always
the effect sizes 𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝜂2 or 𝜂2 (see Dragicevic [21]).

5.1.2 VR/VR vs. VR/Tablet. Regarding RQ 1, "Does symmetric col-
laboration compared to asymmetric collaboration in VR pair-learning
environments impact presence, immersion, PX, motivation, cognitive
load, and learning outcome of students and teachers?", we found
statistically significant differences for presence, immersion, PX,
motivation, and cognitive load (see Figure 6).

Presence was role independent statistically significantly higher
within the VR/VR condition compared to the VR/tablet condition
(𝐹 (1, 43) = 9.89, 𝑝 = .003, 𝜂2 = .187), as well as role dependent for
students (𝐹 (1, 21) = 6.81, 𝑝 = .016, 𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝜂2 = .245) and teachers
(𝐹 (1, 20) = 5.35, 𝑝 = .031, 𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝜂2 = .211). The same applied for
immersion which was also role independent statistically signifi-
cantly higher in the VR/VR condition compared to the VR/tablet
condition (𝐹 (1, 43) = 8.86, 𝑝 = .005, 𝜂2 = .171). Similar the PX was
statistically significantly higher in the VR/VR condition for the PXI
subscales audiovisual appeal (𝐹 (1, 43) = 5.05, 𝑝 = .030, 𝜂2 = .105)
and goals and rules (𝐹 (1, 43) = 4.94, 𝑝 = .031, 𝜂2 = .103). Regard-
ing cognitive load, the tablet version showed a statistically signifi-
cantly higher intrinsic cognitive load (ICL) for teachers (𝐹 (1, 21) =
5.11, 𝑝 = .034, 𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝜂2 = .196) which means that learning was
more complex with the tablet.

Interestingly the results were different for motivation, which
was statistically significantly higher in the VR/tablet condition
compared to the VR/VR condition (𝐹 (1, 44) = 8.22, 𝑝 = .006, 𝜂2 =

.157).
The learning outcome was equally well for the conditions VR/VR

and VR/tablet for both the students and teachers, and the results
were not statistically significantly different (𝐹 (1, 20) = .26, 𝑝 =

.613, 𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝜂2 = .013) (see Figure 7). This is supported by the
descriptive data, which show no descriptive trend, but only slightly
and neglectable higher values for VR/VR.

5.1.3 Signaling vs. Non-Signaling. Regarding RQ 2, "Does signaling
in symmetric and asymmetric collaborative VR pair-learning envi-
ronments impact presence, immersion, PX, motivation, cognitive load,
and learning outcome of students and teachers?", we found statisti-
cally significant differences for presence, PX, and cognitive load
(see Figure 6).

Presence was statistically significantly higher for the students
in the signaling condition compared against the students in the

non-signaling condition (𝐹 (1, 21) = 4.20, 𝑝 = .027, 𝜂2 = .167). The
same applied for the PX where the PXI subscale audiovisual appeal
was statistically significantly higher for the signaling condition
(𝐹 (1, 21) = 3.62, 𝑝 = .036, 𝜂2 = .147). Regarding cognitive load,
the students in the signaling condition showed statistically signifi-
cantly more GCL compared to non-signaling (𝐹 (1, 19) = 4.80, 𝑝 =

.021, 𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝜂2 = .202), which means that participants invested
more resources in the learning process.

The post-test results showed no statistically significant differ-
ences for the signaling and non-signaling condition (𝐹 (1, 44) =

2.59, 𝑝 = .057, 𝜂2 = .056; see Figure 7). The data shows a descrip-
tive trend for the students in the signaling condition (higher mean,
lower 𝑆𝐷) but it was not statistically significant (𝐹 (1, 21) = 1.61, 𝑝 =

.109, 𝜂2 = .071) either.

5.2 Qualitative Results
After the post-test and questionnaires, we conducted an individ-
ual semi-structured interview with each participant. All interviews
were conducted in the participants’ native language and were on av-
erage 7:37 minutes long (𝑆𝐷 = 2:48). One author conducted a reflex-
ive inductive thematic analysis similar to Braun and Clarke [11, 12]
and analyzed the answers based on the taken interview notes, which
were completed afterward using the audio recordings. A coding
framework is not required for this approach, and it can be conducted
by a single person [12]. We used the six phases of thematic analy-
sis by Braun and Clarke [11] and numbered the emerged themes
which provide an overview about (1) Symmetric and Asymmetric
Pair-Learning, (2) Usability in Pair-Learning VEs, and (3) Learning
Unit about Forest Animals. We included multiple participant state-
ments for good quality [11, 12]. Quoted participants are numerated
according to their role with S for student and T for teacher. If noth-
ing about the participants’ role is stated, this finding applies to both
roles.

5.2.1 Theme 1: Symmetric and Asymmetric Pair-Learning. The con-
cept of pair-learning in VR or with the VR/tablet condition was
perceived very positively by 44 out of 46 participants. 21 out of 35
participants who used an HMD answered that the VR environment
was the decisive factor that made it fun for them, and 13 out of
46 explicitly said they had fun specifically because they were able
to interact with their partner. Both was independent of the condi-
tion. For example, S1 said, "I found it ... funny to walk through the
forest, and the combination of the VE and the interaction [with the
partner] was fun". All students felt that their teacher did a good job
at presenting the learning material. Especially five out of eleven
participants (T9, T12, T16, T17, T21) who had used the tablet in their
role as a teacher had fun due to the pair-learning activity, but eight
(T9, T10, T16, T18, T19, T21, T22, T23) stated that they would have
preferred the VR HMD instead of the tablet because it seemed more
interesting and fun.

The participants had nearly no communication issues between
the two roles. Only T4 and T15 stated that their partner did not
always seem to listen to them due to the distractions caused by the
VR environment. Nevertheless, there could be improvements re-
garding communication. Nine participants of the VR/VR condition
(S1, S3, S13, S17, T1, T3, T5, T15, T20, n=24) felt uncomfortable by
the location offset between the position of the VR avatar of their
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Figure 6: We found statistically significant results for presence (PQ), immersion (IEQ), PX (PXI subscales audiovisual appeal
and goals and rules), and motivation (QCM) for the VR/VR vs. VR/tablet conditions independent of the roles. We further found
statistically significant results for the teachers’ cognitive load (ICL) in the VR/VR vs. VR/tablet conditions. In the signaling vs.
non-signaling conditions, we found for students statistically significant results for presence (PQ), PX (PXI subscale audiovisual
appeal), and cognitive load (GCL). Error bars show SD. Asterisk (*) indicates a statistically significant difference between
conditions: p < .05 (*); p < .01 (**). Tables providing these results can be found in the appendix.
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Figure 7: Our findings showed that the VR/VR and VR/tablet conditions performed equally well regarding the students’ and the
teachers’ learning outcome. There were no statistically significant differences. Error bars show SD. A table providing these
results can be found in the appendix.

partner and the voice direction of their partner in the co-located
physical setup. S13 said, "I did sometimes teleport myself so that the
[teacher’s] voice came from the right direction because it was strange
otherwise.". No avatar for the teacher, on the other hand, as in the
VR/tablet condition (n=22), also caused issues, and S10, S11, and S18
stated that they would have liked visual feedback of their teacher.
S10 emphasized this by stating that, "... it was sometimes very strange
because you didn’t see your partner ... but [still] heard him. And this
[broke the immersion and] kept reminding you that you were in VR".

Three pairs (S8, S15, S16, T10, T12, T19) using the VR/tablet
condition (n=22) mentioned moments of confusion regarding the
teacher’s view. Whenever teachers unlocked their camera view
from the student to rotate the camera freely, they did not follow the
student anymore, but the student was not automatically notified
and aware of this. When the student then moved somewhere else,
this could lead to misunderstandings, as they thought the teacher
was aware of this movement. In such cases, workspace awareness,
according to Gutwin and Greenberg [32], was lost.

5.2.2 Theme 2: Usability in Pair-Learning VEs. Our pair-learning
application was easy to use for 34 out of 46 participants, and only
S2 and T1 stated difficulties with the controls. The other ten (S1, S4,
S7, S12, S19, T2, T3, T6, T7, T21) managed to learn them after a short

time. Especially the tutorial was helpful for all participants with
low VR experience. For instance, T2 mentioned, "At the beginning I
found it a little difficult, especially moving ... [and teleporting], but
after I figured it out it was no longer a problem". Nevertheless, some
participants forgot non-mandatory functionalities during the learn-
ing unit. T5, who used the VR application, said, "I ... immediately
forgot how to pick up [objects] and then I didn’t pick up anything, but
because I wasn’t required to as a teacher, it was fine". Other teachers
gave similar answers (T1, T3, T6, T7, T8, n=12) who used the VR
application.

Most participants had no issues navigating in the VE. Especially
the navigation arrow pointing towards the next way-point was
perceived as very helpful by nine of the participants (S1, S12, S15,
S17, T2, T13, T14, T15, T20, n=46). For example, T13 said, "You could
always see the way-points very well, and if not you looked at the
ground and then you had this big arrow which was helpful."

The users of the tablet application (n=11) had no issues with the
fewer functionalities compared to VR, but T9, T10, T11, and T12 felt
limited by them. T9, for instance, wished "... to be able to do more
because [I] ... was actually only reading the text aloud".

5.2.3 Theme 3: Learning Unit about Forest Animals. 30 out of 46
participants stated that they felt able to grasp the learning unit fully
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and that the amount was just about right. No participant stated
difficulties understanding our visual content of the high-fidelity 3D
models. This shows that our learning unit was appropriate for our
research topic.

The seven students (S1, S2, S3, S9, S12, S14, S16) who had difficul-
ties following the learning unit named different reasons for this. For
example, S14 stated, "No, [I was not able to follow the learning unit,
because] I was distracted by all the objects [or rather] by the whole
environment.". A circumstance that could be targeted with signaling
as it provides visual guidance, as we will discuss later. Nine teachers
(T1, T4, T7, T9, T10, T13, T15, T17, T18) also answered that they could
not completely grasp the learning unit, and T9 explained, "I could
not really memorize the learning unit that well because I [was busy]
... with reading [the text] aloud and did, therefore ... not look [at the
animals] in greater detail. Therefore, the learning effect was not so
great for me". Further, some participants had difficulties memorizing
the animal-specific terms.

6 DISCUSSION
To answer our RQ 1, "Does symmetric collaboration compared to
asymmetric collaboration in VR pair-learning environments impact
presence, immersion, PX, motivation, cognitive load, and learning
outcome of students and teachers?", and RQ 2, "Does signaling in
symmetric and asymmetric collaborative VR pair-learning environ-
ments impact presence, immersion, PX, motivation, cognitive load,
and learning outcome of students and teachers?", we analyzed the
quantitative results of our study conditions (see Figure 6 and Fig-
ure 7). We found statistically significant differences for presence,
immersion, PX, motivation, and cognitive load, which we will dis-
cuss together with our qualitative results based on the thematic
analysis. The effect sizes for all statistically significant results were,
according to Cohen [17], moderate (>0.06) or high (>0.14).

6.1 Collaborative Learning
Students and teachers found the learning unit more present and
immersive and had a better PX when the teacher was within the VE
(see Figure 6). It was surprising how the peer’s device influenced
these measures even for the students, who used an immersive HMD
in all conditions. These results show a benefit of the symmetric
setup that was missing in the asymmetric VR/tablet setup. The
lack of a teacher’s avatar in the asymmetric setup meant that the
students were less able to engage with the virtual world. A teacher
who spoke to them, but was not in their world, pulled the students
out of the illusion of the virtual world, reducing presence and
immersion. It was also mentioned that it was easier if the teacher
could show with its own avatar the student what to pay attention to
in the virtual world. The teachers’ limitation of only being able to
express themselves verbally when using a tablet made it sometimes
problematic to convey the learning unit effectively. This might
explain why we could observe a statistically significantly higher
cognitive load (ICL was significant) for the teachers using the tablet,
meaning learning was more difficult for them.

Most participants’ also explicitly stated that the VR/VR condition
was preferred. For teachers, this was described as more fun, and
almost all teachers in the tablet condition mentioned that they
would have preferred to experience the application in VR, which is

a justified wish looking at the better results of the PX in the VR/VR
condition. Students also found it more motivating when the teacher
was part of the VE. This is a surprising and very valuable result, as
the motivation questionnaire (QCM) showed that participants in
the asymmetric VR/tablet condition were statistically significantly
more motivated before the learning unit based on the asymmetric
setup, meaning that motivation has switched during the learning
unit. We suspect that we had these results because in the symmetric
VR/VR condition, the teachers were part of the virtual world, and
thus a more personal teacher-student relationship, as well as easier
communication, could be established (see Simeone et al. [72]). These
findings support our hypothesis H1, "Symmetric collaboration leads
to higher presence, immersion, PX, and motivation and positively
influences cognitive load compared to asymmetric collaboration.".

Based on the stated related work, we already assumed that asym-
metric systems could also be valuable learning systems. That is
why we formulated our hypothesis H2, "Asymmetric pair-learning
systems can provide excellent and similar learning outcome for both
learners.", but it was surprising to see that our asymmetric prototype
could even match the symmetric one regarding learning outcome
(see Figure 7). As the effect size of the ANCOVA was small (see
Cohen [17]), we assume that there unlikely will be a difference
for larger participant groups and consider our result as solid. One
explanation could be that the positive effect of pair-learning could
compensate for the fact that the teacher was not in the VR environ-
ment and did not experience the true sized high-fidelity 3D models.
Pair-learning had, therefore, maybe more influence on the learning
outcome than VR, but as we had no pair-learning baseline condi-
tion, this is speculative at the moment but provides an interesting
research direction for a future investigation.

Summing up, our developed asymmetric prototype can, there-
fore, very well be used for pair-learning, and H2 can be supported.
Our findings also show the eligibility of commercial systems like the
Oculus Quest [33] for pair-learning that support similar asymmetric
implementations already out-of-the-box. As asymmetric systems
only need one HMD, they are cheaper, require less conditions re-
garding the tracking space, and are, therefore, easier to set up than
symmetric VR/VR systems. This means they are more likely to be
used for pair-learning, especially at home and also at universities
or schools. Summing up these findings, we conclude that asymmet-
ric systems can be used for pair-learning, but symmetric systems
should be preferred and used when possible.

6.2 Symmetric and Asymmetric Interaction
The tablet application allowed the teacher to stay close with the
student and the possibility to see the world through the student’s
eyes as well as through a free rotatable camera. We assumed this as
a simplification, as no own avatar had to be controlled, but we ob-
served it differently. During the interviews, the teachers stated that
they had difficulties orientating themselves in the virtual world, and
they had to rely on the student’s orientation. Managing their cam-
era view while simultaneously following the student’s actions and
trying to present and explain the learning unit from the teaching
sheets most likely overloaded them causing statistically signifi-
cantly higher cognitive load (ICL was significant). Further, if the
teacher stopped following the student’s view, the student was not
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notified of this. According to the participants, this situation repeat-
edly led to miscommunications as both student and teacher lost
workspace awareness. Summing up these findings, we suggest that
attention has to be paid to facilitate interaction between student
and teacher, especially in asymmetric teaching applications.

For pair-learning in general, symmetric and asymmetric, we
recommend providing the student with visual feedback from the
teacher, e.g., an avatar, additionally to the voice. Ideally, the per-
ceived position of the voice should match the visual representa-
tion/avatar to prevent discomfort due to audio location mismatch,
as stated by some participants. Automatic avatar regrouping to fit
the physical with the virtual audio direction could be one solution
as well as using telecommunication devices (e.g., headsets) even in
co-located setups. Our guideline 4 takes this into account.

6.3 Signaling
The statistically significantly higher results for presence (PQ ques-
tionnaire; see Figure 6) indicate that signaling could focus the stu-
dents’ attention and involve them more (see the theory of Witmer
and Singer [90]). The cognitive load questionnaire (GCL was statis-
tically significant) showed that students invested more effort with
signaling showing the importance of visual guiding. The statisti-
cally significantly higher scores of the PXI subscale audiovisual
appeal further shows that signaling can improve graphical fidelity.

As these statistically significant differences were only measured
between students, it indicates that signaling affected students more
than teachers. This is likely explainable by the different tasks the
roles were given. Students primarily focused on the animals and the
environment itself and could, therefore, better spot the signaling.
Teachers, on the other hand, had to focus on reading the teaching
sheets.

The post-test results showed the descriptive trend that the stu-
dents within the signaling condition had a higher mean score paired
with a lower 𝑆𝐷 than those in the non-signaling condition (see Fig-
ure 7). This difference was not statistically significant but had a
medium effect size indicating that it could become statistically sig-
nificant with a larger number of participants. Furthermore, another
form of signaling (e.g., motion [2, 29]) or a more prominent use
of highlighting could provide higher effect sizes. It should be in-
vestigated in the future if such kinds of signaling would show not
only descriptive but also statistically significant differences. A more
noticeable form of signaling may also have an increased effect on
teachers and make them look up from the teaching sheets. There-
fore, future studies could vary different types of signaling (e.g.,
motion [2, 29], annotations [3]), or the complexity of the signals
and even find out when visual signals in a VR environment become
too complex to support the learner.

We conclude that the attention-directing function of signaling us-
ing highlighting can support learning applications in VR. It should
be salient to draw attention, and it should be used both in symmet-
ric and asymmetric setups. This confirms previous results of Albus
et al. [3], Jamet et al. [38], and Mayer [50] also for VR pair-learning
applications, which shows that the classic multimedia design prin-
ciple signaling can be transferred to this learning setup. Therefore,
we can support our hypothesis H3, "Signaling in VEs independently

of the setup enhances presence, immersion, PX, motivation, and learn-
ing outcome and positively influences cognitive load compared to
non-signaling." for presence, PX, and cognitive load for our partici-
pants in the student role.

7 GUIDELINES FOR VR PAIR-LEARNING
APPLICATIONS

Based on our qualitative and quantitative findings, we define the
following guidelines for VR pair-learning applications. The guide-
lines should stand for themselves, why we repeat deliberately some
of our previously shown findings in the explanations of the guide-
lines. They are formulated for VR pair-learning but could be an
inspiration for other collaborative symmetric and asymmetric VR
systems as well.

1. Symmetric VR pair-learning applications targeting two stu-
dents should be preferred over asymmetric systems.
Our findings show that presence, immersion, and PX for
all participants and cognitive load for the teachers were
statistically significantly better in the symmetric setup. Par-
ticipants further stated to have higher motivation and fun,
and a symmetric setup provided easier communication and
better out-of-the-box workspace awareness. Based on these
supportive factors for learning (see [8, 13, 48, 49, 51, 61]), we
advise using symmetric setups for VR pair-learning appli-
cations. Nevertheless, suppose a symmetric setup is impos-
sible due to constraints such as a lack of HMDs, incompat-
ible tracking space, or safety precautions for the complex
setup, especially when used at home. In this case, the follow-
ing guidelines should be adapted for an asymmetric setup,
as our findings show that they can also provide valuable
pair-learning regardless of lower values for presence, immer-
sion, PX, and cognitive load.

2. VR pair-learning applications should always allow both users
to move and interact freely in the VE.
Our findings show that in the asymmetric system, the teach-
ers’ detachable spectator view made communication difficult
for both participants as it was not obvious for them what
exactly their peer was viewing at the moment. This resulted
in a loss of workspace awareness. Therefore, we advise a
similar implementation than in the symmetric system and al-
low all users to move around in the VR freely and to provide
a visualization of the asymmetric (e.g., tablet) users’ field of
view for the VR users, which is not provided at the moment
by state-of-the-art spectator views. This should be done by
an avatar, as it has further benefits as well (see guideline 3),
or if not possible (e.g., due to the learning scenario where a
teacher has to supervise every action of the student) by other
means such as, e.g., a light beam (see Peter et al. [58]), or an
overlay display (see Kumaravel et al. [84]). Moving in the VE
should be supported by a navigation feature that guides the
direction to the next point of interest. Our findings show that
a navigation arrow could be an appropriate implementation.

3. Symmetric as well as asymmetric VR pair-learning applica-
tions should always provide an avatar for each user.
Our findings show that communication between partici-
pants was easier, more immersive, and more personal when
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an avatar as a point of reference was available. We advise
using avatars in symmetric as well as in asymmetric VR
pair-learning applications (see Piumsomboon et al. [62]) and
not just a spectator view (see Kumaravel et al. [84]). The
avatars should have similar user representations, capabili-
ties, and permissions to enhance communication and enable
a more personal relationship compared to only voice chat
(see Olin et al. [57]). Capabilities we could think of that
provide possibly beneficial additional communication cues
could be to show the gaze direction of a user (see guide-
line 2), gestures, as well as pointing with virtual hands, or
a laser-pointer metaphor. An asymmetric user without an
HMD should be able to perform the same actions and move-
ments with the own avatar as the VR counterpart to enable
as symmetric communication as possible.

4. Co-located VR pair-learning applications should provide the
possibility to correct the partner’s voice and avatar’s position
offset.
In co-located VR pair-learning applications, it can happen
(e.g., due to locomotion techniques such as teleportation)
that an offset between the partner’s voice and the partner’s
avatar position emerges, which was stated as irritating by
our participants. Therefore, we advise implementing a func-
tionality so that users can correct this position offset easily.
Different possibilities could be imagined to fix this, from just
rotating the gaze directions of participants, suggesting a new
position in the VE the user can move to, or to automatically
regroup all avatars in the VE to match their virtual positions
with the users’ co-located positions. Another alternative to
fix the voice offset is the mandatory use of telecommunica-
tion devices such as headsets even in co-located setups as it
is common for remote setups.

5. The information shown in VR pair-learning applications should
guide the user to explore the VE and not solely catch the user’s
attention.
We provided our participants in the role of a teacher with
teaching sheets containing the learning unit’s information.
It described the forest animals shown in the VE. Whereas
the students without the teaching sheets were concentrated
on the virtual forest animal models, teachers stated that they
were focusing on the presentation of the teaching sheets as
well as the student’s activity which made following the learn-
ing content and investigating the 3D animal models difficult.
Therefore, we advise presenting information in a way that
does not distract the user’s attention from the explanatory
VE and the presented 3D models. One solution could be to
stationary locate information at the 3D models, for example,
with annotations (see Albus et al. [3]). Therefore, users are
guided to the 3D model when reading information.

6. VR pair-learning applications should use salient signaling to
focus the attention of users.
Our findings show that presence, PX, and cognitive loadwere
statistically significantly better with signaling for students.
Our participants in the teacher role stated that signaling
was not that salient for them due to other distractions such
as the teaching sheets (see guideline 5). We advise to use
signaling in VR pair-learning applications, but it should be

salient for all users to guide their attention. Solutions could
be to hide distractions when signaling is used or to use more
prominent signaling methods such as motion (see [2, 29])
than just statically visualizing an object’s outline.

8 LIMITATIONS
Although our sample size of N=46 participants provides limitations
regarding statistical evaluations, we could still detect significant
differences between the groups, most of all those with medium
to high effect sizes (see Cohen [17]). For those with lower effect
sizes, the results may become significant with a larger number of
participants. Nevertheless, the found statistically significant effects
were sufficient to answer our RQs. We had one technical limitation.
For the tablet, we had to restrict the graphic settings and resolution
due to performance reasons. Despite maybe not influencing the
learning outcome, it is conceivable that it contributed to the lower
scores of presence, immersion, and PX of the VR/tablet condition.
Supposedly this effect was low or not present at all as the partici-
pants did not state issues with the tablet’s performance during the
interview.

9 FUTUREWORK
Our study setup was based on a student mimicking a teacher. When
speaking about a well-versed teacher, our recommendations could
change. The drawbacks that we found for the teachers using a tablet,
such as lower motivation or higher cognitive load, are not relevant
and might not apply to professional teachers. Therefore, we think
that the VR/tablet setup should be tested with professional teachers
in the future.

We further think that a VR/tablet setup could be a beneficial so-
lution that scales for classroom-based collaborative learning, where
one teacher supervises multiple students. While our results show
that explaining and teaching was perceived better when the teacher
was joining the students in VR, it should be investigated if the tablet
could be used to supervise students when they conduct exercises
in VR with a top-down view or multi-view tools best suited for
a traditional screen as provided by a tablet. It would furthermore
allow the teacher to do other tasks in the real world while super-
vising. Teachers outside VR have further benefits regarding health
and safety, as falls or injuries of the users could be avoided by a
supervising teacher, especially when multiple children are using VR
HMDs simultaneously, e.g., in class. The possibility to seamlessly
switch back from the tablet into VR with an HMD, for example,
with approaches such as Slice of Light [87], would allow the teacher
to support students when needed.

As we found no difference in learning outcome for our symmetric
and asymmetric setup, this could be an indicator that pair-learning
has more influence on the learning outcome than using VR or a
tablet. With our current study, which had no baseline pair-learning
condition, this assumption is speculative, but it could show potential
future research directions. For example, this could be investigated
in the future by, e.g., comparing a single-user VR learning environ-
ment with a traditional paper-based pair-learning setup.

Our findings further suggest to investigate the effects of a remote
setup on immersion, presence, PX, communication, and learning
outcome, which could prevent the perceived audio location offset
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between the avatar and the participant’s position in the physical
room, as telecommunication devices such as headset are mandatory.

Another research direction for pair-learning is AR both HMD
as well as tablet-based, which provides further possibilities to con-
sider and include the real environment as a context for the learning
unit. AR education is still dominated by single-user systems [36]. It
should be investigated how our guidelines would fit into a collabo-
rative AR setup, for example to the ones presented in the survey
of Sereno et al. [71]. Do our findings regarding symmetric and
asymmetric collaborative learning also apply to AR? Based on our
guidelines, we could assume that symmetric AR would also work
best due to benefits regarding the possible symmetric and equal
communication and interaction. However, we also assume that
asymmetric AR would work as well as an effective learning system.
Further research directions could be if avatars are still necessary
and what are the differences between co-located and remote se-
tups? If and what kind of gaze visualization is necessary? How
should attention guiding and signaling be performed? How is AR
pair-learning compared to VR pair-learning regarding learning
outcome, player experience, or cognitive load? In which learning
context do AR and VR work best, and how can they be combined?
These are just some possible research questions. Piumsomboon
et al. [62] already investigated how an MR remote collaboration
could look like and how this affects avatars. Related work was also
conducted by Kumaravel et al. [84] for asymmetric MR collabora-
tion and Wells and Houben [88] for handheld group collaboration.
Nevertheless, applying their results to pair-learning in AR as we
did with the state-of-the-art for VR is a topic for future work.

10 CONCLUSION
To investigate the design of VR environments for pair-learning,
we compared a symmetric and asymmetric setup based on HMDs
and a tablet in a study with 46 participants regarding presence, im-
mersion, PX, motivation, cognitive load, and learning outcome. We
further investigated the impact of signaling on these measures. Our
findings show that the symmetric VR condition had statistically sig-
nificant benefits for presence, immersion, PX, and cognitive load. It
further enhances motivation, fun, and the participants’ communica-
tion. We further found statistically significant results for signaling
regarding presence, PX, and cognitive load, showing benefits for
learning. The symmetric and asymmetric conditions performed
equally well regarding learning outcome, which shows that both
setups are valuable learning tools. Summing up the benefits, we
recommend to use symmetric systems for pair-learning and to use
signaling to highlight important content. Based on these findings,
we defined six guidelines on how to build VR pair-learning ap-
plications and discuss future research directions for asymmetric
VR pair-learning applications as they are also relevant as cheaper,
smaller, and state-of-the-art systems. Our findings are a profound
base to help researchers, educators, and software developers to
create valuable VR learning software.
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APPENDIX

VR/VR
(N  = 12)

VR/Tablet
(N  = 11)

Signaling
(N  = 12)

Non-
Signaling
(N  = 11)

VR/VR
(N  = 12)

VR/Tablet
(N  = 11)

Signaling
(N  = 12)

Non-
Signaling
(N  = 11)

M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD)

Dependent Variables Dependent Variables
PQ (max=7) 4.78 (.43) 4.28 (.48) 4.73 (.59) 4.32 (.31) PQ (max=7) 4.34 (.44) 3.59 (.98) 3.92 (1.09) 4.01 (.51)
IEQ (max=7) 5.10 (.53) 4.78 (.79) 4.95 (.73) 4.94 (.63) IEQ (max=7) 5.08 (.59) 4.16 (.78) 4.34 (.97) 4.90 (.56)
PXI - EOC (max=7) 6.33 (1.09) 5.58 (1.72) 6.19 (1.30) 5.73 (1.62) PXI - EOC (max=7) 4.67 (1.06) 5.24 (1.71) 5.36 (1.04) 4.55 (1.68)
PXI - AUDVIS (max=7) 6.14 (.89) 5.73(1.28) 6.33 (.80) 5.52 (1.23) PXI - AUDVIS (max=7) 5.94 (1.04) 4.67 (1.62) 5.58 (1.10) 5.03 (1.80)
PXI - GOAL (max=7) 6.42 (.53) 5.52 (1.52) 6.14 (1.08) 5.82 (1.32) PXI - GOAL (max=7) 5.88 (1.08) 5.03 (1.89) 5.55 (1.37) 5.36 (1.81)
QCM (max=7) 4.31 (.71) 4.70 (.47) 4.65 (.61) 4.33 (.63) QCM (max=7) 4.17 (.46) 4.69 (.53) 4.56 (.59) 4.26 (.48)
ICL (max=7) 3.21 (1.29) 4.05 (1.17) 3.67 (1.28) 3.55 (1.35) ICL (max=7) 2.63 (.64) 3.64 (1.40) 3.33 (1.39) 2.86 (.87)
ECL (max=7) 2.58 (1.51) 3.00 (1.48) 2.31 (1.03) 3.30 (1.75) ECL (max=7) 2.47 (.87) 2.21 (.78) 2.41 (.93) 2.27 (.71)
GCL (max=7) 5.28 (1.18) 5.58 (.54) 5.78 (.48) 5.03 (1.14) GCL (max=7) 4.86 (1.18) 4.94 (1.17) 4.83 (1.18) 4.97 (1.16)
Post-test (max=13.5) 8.71 (1.95) 8.27 (3.07) 9.13 (1.58) 7.82 (3.16) Post-test (max=13.5) 9.38 (1.45) 8.81 (1.72) 9.42 (1.58) 8.77 (1.57)

Control Variables Control Variables
Gender (female) N (%) 3 (25.00) 6 (54.50) 5 (41.70) 4 (36.40) Gender (female) N (%) 4 (33.30) 3 (27.3) 5 (41.70) 2 (18.20)
Age 24.75 (2.86) 23.27 (2.45) 24.00 (3.0) 24.09 (2.07) Age 24.83 (2.79) 24.00 (2.61) 24.00 (2.89) 24.91 (2.47)
Duration (mm:ss) 15:00 (3:53) 12:50 (1:48) 14:22 (4:04) 13:31 (3:34) Duration (mm:ss) 15:00 (3:53) 12:50 (1:48) 14:22 (4:04) 13:31 (3:34)
Pre-test (max=18) 10.79 (1.88) 10.46 (2.44) 11.42 (1,29) 9.78 (2.55 Pre-test (max=18) 11.67 (2.26) 9.59 (1.56) 10.38 (1.04) 11.00 (2.40)
Spatial Ability (%) .77 (.12) .62 (.15) .72 (.14) .68 (.16) Spatial Ability (%) .76 (.11) .75 (.16) .73 (.15) .78 (.12)
Working Memory (max=9) 3.33 (.99) 3.70 (1.25) 3.75 (1.14) 3.2 (1.03) Working Memory (max=9) 4.36 (1.03) 4.27 (.65) 4.45 (.69) 4.18 (.98)
IOS (max=7) 4.83 (1.90) 5.50 (2.01) 5.17 (1.64) 5.10 (2.33) IOS (max=7) 5.00 (1.27) 5.73 (.79) 5.18 (1.40) 5.55 (.69)

St
ud

en
ts

Te
ac

he
rs

Figure A1: Results (means M and standard deviations SD) split by teachers and students for the conditions VR/VR and
VR/tablet and signaling and non-signaling. Variables are split into dependent and control variables. Abbreviations: Presence
Questionnaire (PQ), Immersive Experience Questionnaire (IEQ), Player Experience Inventory (PXI), PXI - AUDVIS = PXI subscale
audiovisual appeal, PXI - EOC = PXI subscale ease of control, PXI - GOAL = PXI subscale goals and rules, Questionnaire to
assess Current Motivation (QCM), intrinsic cognitive load (ICL), extraneous cognitive load (ECL), germane cognitive load (GCL),
Inclusion of Other in the Self (IOS)

VR/VR
(N = 24 )

VR/Tablet
(N = 22 )

M (SD) M (SD)

Dependent Variables
PQ (max=7) 4.57 (.48) 3.93 (.82)
IEQ (max=7) 5.09 (.54) 4.47 (.83)
PXI - AUDVIS (max=7) 6.04 (.95) 5.19 (1.52)
PXI - GOAL (max=7) 6.16 (.87) 5.27 (1.69)
QCM (max=7) 4.27 (.59) 4.69 (.49)

Figure A2: Statistically significant results (means M and standard deviations SD) split by the VR/VR and VR/tablet conditions.
Abbreviations: Presence Questionnaire (PQ), Immersive Experience Questionnaire (IEQ), Player Experience Inventory (PXI),
PXI - AUDVIS = PXI subscale audiovisual appeal, PXI - GOAL = PXI subscale goals and rules, Questionnaire to assess Current
Motivation (QCM)
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