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ABSTRACT
Webcam-based eye-tracking promises easy and quick data collec-
tion without the need for specific or additional eye-tracking hard-
ware. This makes it especially attractive for educational research, in
particular for modern formats, such as MOOCs. However, in order
to fulfill its promises, webcam-based eye tracking has to overcome
several challenges, most importantly, varying spatial and temporal
resolutions. Another challenge that the educational domain faces
especially, is that typically individual students are of interest in
contrast to average values. In this paper, we explore whether an
attention measure that is based on eye movement synchronicity of
a group of students can be applied with unreliably-sampled data.
Doing so we aim to reproduce earlier work that showed that, on
average, eye movement synchronicity can predict performance in
a comprehension quiz. We were not able to reproduce the findings
with unreliably-sampled data, which highlights the challenges that
lie ahead of webcam-based eye tracking in practice.
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1 INTRODUCTION
Webcam-based eye-tracking can exploit the advantages of online
recruitment methods [Sauter et al. 2020], enable researchers in
conducting more resource-efficient studies, and recruit from a po-
tentially more diverse participant pool. In educational research,
there has been a recent pioneering webcam-based eye-tracking
study by Madsen et al. [2021]. They show that the synchronicity
between eye movements can predict a subsequent test performance.
The authors suggest that if any given student shows similar eye
movement patterns to the ’average’ student, this reveals their at-
tentiveness. They further claim that "Our results suggest that online
education could be made adaptive to a student’s level of attention in
real time." This is a bold, yet promising, claim given that this en-
tails their predictive algorithm needs to work not only for students
on average but for any individual student. Additionally, real-time
functionality requires the algorithm to be able to deal with less-
than-ideal data, as no long averages can be calculated.

In the present paper, we explore whether this claim holds for
non-ideal webcam-based eye tracking data. We present results
of a webcam-based eye tracking study and analyse whether the
synchronicity-based attention measure can be obtained from non-
ideal data, i.e., data with a low temporal resolution. To implement
adaptive learning material that can be presented to students, the
attention measure has to be validated in a real-life scenario. This
includes students that have standard laptops that might not be able
to provide high temporal resolution of eye tracking measures. In
summary, we aimed to reproduce Madsen et al.’s [2021] finding
on the synchronicity of eye movements and test performance in
a non-ideal eye tracking environment. To that end, we conducted
an eye tracking study with the Labvanced [Scicovery GmbH 2022]
webcam-based eye tracking algorithm. We presented three videos
to a set of 27 study participants and asked them comprehension
questions about the videos. We then evaluated whether their eye
movement synchronicity predicted test performance. Our results
reveal that it is difficult to obtain correlations between eye move-
ment synchronicity and test performance in a webcam-based eye
tracking study without specific eye-tracking equipment. This sug-
gests that building adaptive learning algorithms that are based on
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individual students’ eye movements is still challenging in settings
using standard hardware only.

2 RELATEDWORK
Webcam-based eye-tracking can be used to pilot eye-tracking data,
which could be beneficial especially when labs are closed such
as during the Covid-19 pandemic [Sauter et al. 2020; Yang and
Krajbich 2020]. In order to record webcam-based gaze data, there
are not many software solutions available. The aforementioned
and other earlier studies used a Javascript-based open source script
WebGazer [Papoutsaki et al. 2016]. The algorithm estimates the
gaze position by evaluating the user’s video feed. Additionally, the
model is simply trained by mouse clicks, which rests on evidence
indicating that, in general, we look at the cursor when we click
somewhere [Huang et al. 2012]. Notably, Webgazer is still in active
development [Huang 2022]. In addition to WebGazer, proprietary
online solutions have emerged. Of most interest for behavioral
scientists are arguably the built-in solutions from existing and
already-used experimental platforms such as Gorilla [Science 2022]
and LabVanced [Scicovery GmbH 2022]. While Gorilla’s algorithm
is based on WebGazer, LabVanced [Scicovery GmbH 2022] offers
an own proprietary solution with limited information on how the
algorithm works.

So far, only selected studies have employed remote webcam-
based eye tracking [Federico and Brandimonte 2019; Lin et al. 2022;
Madsen et al. 2021; Robal et al. 2018a; Schneegans et al. 2021;
Schröter et al. 2021; Semmelmann and Weigelt 2018; Zhao et al.
2017]. One of the first studies directly contrasting webcam-based
and conventional high resolution infrared-based data was con-
ducted by Semmelmann and colleagues [Semmelmann and Weigelt
2018] who compared the precision of the data in three tasks (fixa-
tion, pursuit, and free viewing) and found that estimates are slightly
less precise with a higher variance in webcam-based eye tracking
but the method was found to be suitable for all three tasks. Impor-
tantly, they note that a disadvantage of webcam-based eye tracking
is the potentially high calibration effort which can take a consid-
erably amount of time, for their experiments even up to 50% of
the total study time. Additionally, participants might drop out due
to technical requirements such as processing power [Yang and
Krajbich 2020] or webcam resolution [Scicovery GmbH 2022].

In the last years, more and more educational videos incorporated
the video feed of a person (an ’on-screen instructor’)[Henderson
and Schroeder 2021]. It is typically shown in the corner of the
screen, most often in the upper right. A recent systematic review
summarized the impact on-screen instructors have on the learning
outcomes [Henderson and Schroeder 2021], with mixed results
([Henderson and Schroeder 2021], Table 1). Some students reported
that the on-screen instructor could have impaired their ability to
focus properly [Henderson and Schroeder 2021; Yu 2021]. Before, it
was already shown that videos of humans, attract eye movements
and capture attention [Bindemann et al. 2005; Langton et al. 2008;
Wang et al. 2020]. It stands to reason that, on-screen instructors may
influence the synchronicity between students, as some are more
distracted (i.e. larger variance in eye movements) with an instructor
present. In the present study, we used the LabVanced webcam-based
eye-tracking algorithm as it is marketed as superior to WebGazer.

However, independent estimates about this proprietary algorithm’s
precision and practicability are hard to obtain. In particular, we tried
reproducing Madsen et al.’s [2021] finding on the synchronicity of
eye movements and test performance. Additionally, we explored
potential presenter-related effects. Similarly, we set out to get hold
of the data quality using this particular eye tracking algorithm.

3 METHODS
3.1 Online Eye Tracking Study with Students
We conducted an online eye tracking study to gather the eye move-
ment data based on educational video clips.

3.1.1 Study Design. The study was conducted as an online study
using the survey platform Prolific.co for recruiting participants. We
only recruited students as participants. For the implementation of
the study we used Labvanced [Scicovery GmbH 2022]– a cloud-
based solution for conducting online experiments, which includes
a web cam-based eye tracking module. This study aimed to gather
realistic eye movement data of students who watched the online
videos. In the study, each participant watched three out of six videos
in a randomized order. We chose to let participants watch only three
of the videos to keep the study duration relatively short. If they had
to watch all six videos, we expected a drop in attention.

3.2 Online Lecture Videos
We evaluated the gaze visualizations based on six videos. We chose
the videos from a set of explanatory films lasting less than 5 min-
utes each. Four of the six videos we chose, were recorded for an
online psychology conference. To assure comprehensibility of the
conference videos, two undergraduate authors of this paper inde-
pendently rated the videos’ comprehensibility on a 4-point scale
(1: “very well comprehensible” to 4: “not at all comprehensible”).
From all videos with author consent which were rated as “very well
comprehensible” by both raters, we selected four videos; two con-
ference videos with a female presenter, two conference videos with
a male one; two of those with a visible presenter, and two in which
a presenter was not visible. The other two videos were recorded
e-learning videos (on enzymes1 and planet measurements2), that
have already been used in [Madsen et al. 2021]. We decided to use
these two videos out of many more, because they were most compa-
rable to the conference videos in terms of their length and structure.
All presentations were held in English.

3.2.1 Procedure. At first, the participants read the informed con-
sent of participation. They had to agree to the informed consent
and to the recording and publishing of their data. If they did not
agree, they were automatically redirected to the end of the study.
If they did agree, the participants started the study by indicating
their experience with online learning. They were asked if they were
currently enrolled at an university and whether they had attended
any online lectures in the last semester, how many lectures they
attended were held online, and for how long the online lectures
usually lasted. After that, they were introduced into the procedure
of the following study and performed a short sound check to adjust
their audio volume. They then performed a calibration procedure
1https://www.youtube.com/watch?v=lkRZKqDdwzU, last accessed: February 17, 2022
2https://www.youtube.com/watch?v=bYgV9nvgJ3E, last accessed: February 17, 2022
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Figure 1: Screenshots of two of the presentation videos that were used in the study. The presenters of these videos gave their
consent that we could use a screenshot of their videos in our paper.

provided by Labvanced, which lasted eight minutes. In the calibra-
tion procedure, the participants were instructed to position their
head in a specific orientation while fixating between eight and
15 scattered points on the screen successively. Each point had to
be fixated for three seconds. Overall, participants conducted ten
calibration trials. In the first two trials, participants were required
to center their heads and to look forward. Then, participants con-
ducted four different head shifts, and four different head tilts in a
calibration trial, respectively. This allows eye tracking even if the
participants perform subtle head movements during the study. Af-
ter completing the calibration procedure, the participants watched
the three presentation videos. The first two videos were two out
of the four conference videos, which were presented counterbal-
anced. The third video was randomized one of the two recorded
e-learning videos. For each video, they had to answer a knowl-
edge test consisting of six questions and an attention check. The
attention check was used to determine whether participants paid
attention to the videos and the questionnaires (i.e., “Click on the
option green in the list below.”). We used the knowledge test to
ensure that the participants watched and understood the content
of the videos. Additionally, the participants had to rate three more
items after each video. The two items "I was focused on watching
the videos most of the time." and "For me, the learning content was
easy to understand." had to be rated on a 5-point scale reaching
from "totally agree" to "totally disagree", indicating the focus and
understanding of the participants. The third item "How similar was
the video to online lectures you recently attended?" was rated on a
5-point scale reaching from "Not at All Similar" to "Very Similar",
indicating the similarity of the videos to the participants’ online
lectures.

3.2.2 Eye Tracking. While the participants watched the videos,
their gaze position (x ,y) on the screen was recorded together with
a confidence value (c , range:0 − 1), indicating the quality of the
tracking. We used the built-in webcam-based eye tracking method
of Labvanced that uses deep learning to estimate the participants’

gaze points on the screen. The sampling rate of the recorded data
varied among participants from 4 Hz to 13 Hz (mean: 7 Hz, SD:
20 Hz), depending on the technical properties of their device. The
gathered raw eye tracking data was critically appraised by means
of the gaze confidence value provided by Labvanced for each gaze
coordinate (a value between 0 and 1, with 1 indicating high confi-
dence). The confidence value is calculated by an algorithm which
takes head movements into account: the more the head is moving,
the smaller, the confidence estimation.

4 RESULTS
4.1 Participants and Demographics
Overall, 89 participants initialized the study via the platform Prolific.
Of those, 32 observers produced at least partial data in the system
(i.e. they managed to do the initial eye tracking calibration) and
27 of those have complete datasets. Of those, participants were on
average 22 years old (range: 19-38 years; 21 female, 6 male) and
indicated a diverse range of 15 nationalities, most notably Portugal
(5), United Kingdom (4) and Poland (3). Those who completed took
23 minutes on average (median). Two were further excluded for
not having passed the attention check.

4.2 Average Confidence
For all participants, the average confidence in the gaze samples was
72% (57%-96%).

4.3 Further Preparation of Gaze Data
The study in [Madsen et al. 2021] uses webcam-based eye tracking
similarly with educational videos. They claim to have a consistent
sampling rate of 30Hz using WebGazer. In their study, eye move-
ment synchronization is calculated as follows: For each time point
the fixation distance of each observer to the median fixation from
all observers is computed in the x-axis and y-axis separately. They
then calculate an additional velocity vector, i.e. how fast was the
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Table 1: Regression results with the predictors inter-subject correlation (ISC; Model 1) and additionally presenter condition
(Model 2) and results with the predictors synchronicity and relative gaze samples on the presenter (Model 3) and the outcome
test performance (in %-correct).

Dependent variable:
correct

Model 1 Model 2 Model 3
(1) (2) (3)

ISC -0.004(0.002) 0.001 (0.002) -0.013* (0.006)
presenter [corner] 0.165* (0.088)
presenter [full] -0.133 (0.112)
ISC:presenter [corner] -0.006 (0.004)
ISC:presenter [full] -0.006 (0.004)
gazeOnPresenter -0.022 (0.028)
ISC:gazeOnPresenter 0.002 (0.001)
Constant 0.707*** (0.053) 0.689*** (0.054) 0.925*** (0.122)
Observations 25 77 16
R2 0.096 0.428 0.360
Adjusted R2 0.057 0.388 0.200
Residual Std. Error 0.128 (df=23) 0.190 (df=71) 0.169 (df=12)
F Statistic 2.451 (df=1; 23) 10.622*** (df=5; 71) 2.253 (df=3; 12)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

eye movement leading to this fixation and compare this to the me-
dian velocity vector across observers as well. They then combine
the three values (x, y and v) to one variable in a weighted fashion
(weighted inter-subject correlation):wISC = w1 ∗x +w2 ∗y+w3 ∗v .
The weights are chosen accordingly to maximize prediction perfor-
mance, see [Madsen et al. 2021] for details.

The authors also looked at which sampling frequency lets the
wISC correlate best to test performance and concluded that 1 Hz is
optimal (see their figure). For our data, we incorporated this finding:
First, for each video, we defined 1-second windows. Second, for
each participant and video, we aggregated their samples for each
window (mean x/y values). We also calculated the mean fixation
position across all observers for each video and time window. Note
that not all observers have data for all windows.

As we cannot calculate gaze velocity without having recorded all
saccades (potentially), we only calculated its distance component.
This means that we calculated the point distance between each two
bins and note this as the ’minimally traveled distance’. Accordingly,
all three measurements were aggregated with equal weights: ISC =
x + y + d .

4.4 Linear Regressions
We then computed linear regressions (see Table 1) using the pre-
dictor variable regressing on mean correctness (Model 1). As noted
above, there might be presenter effects on the gaze distributions,
so we included this factor as well (Model 2).

4.5 Area of Interest Analysis
Looking at the distribution of the gaze samples across the slide, we
calculated the percentage of samples falling within the presenter
area (i.e. the area of the whole video feed, not only the presenters
face) for the two videos where the presenter was in the corner. For

one video, no gaze samples lied within the specified area (the pre-
senter area was quite small). For the other video, across participants
on average 4.92% (range 0% - 27%) of samples lied within the pre-
senter area. We calculated a linear regression (see 1, Model 3) with
the percentage of samples in the presenter area and the interaction
with the synchronicity measure, but found no significant effects.

5 DISCUSSION
In the present study, we evaluated the potential of using unreliably-
sampled eye tracking data through webcams to correlate eye move-
ment synchronicity with test performance. In analysing our data,
we chose to adopt simpler methods as compared to [Madsen et al.
2021]. We specifically explored whether a simple measure of syn-
chronicity can inform subsequent test performance. We could not
show this beyond doubt (only for the two videos in which the pre-
senter was in the corner, there seems to be a slight trend). The
generated synchronicity measure does not seem to be of predic-
tive value across all video types, as was the case in [Madsen et al.
2021]. Reasons for this may lie in Madsen et al.’s [2021] specific
approach to calculate the ISC or pre-process data (e.g. remove all
participants with less than 15 Hz sampling rate), that we could not
reproduce with the available data. As an side finding, we observed
that there might be indications, that a presenter being visible in the
corner of a presentation slide might increase the test performance.
However, this can only be considered preliminary and needs to be
experimentally manipulated, as currently, we did not compare the
same videos in the presenter on/off conditions.

We found that the estimated confidence in the gaze samples was
around 72%. When the data had been cleaned for unreliable sample,
we would have lost nearly a fourth of trials. However, to do this in
an informed manner, it is crucial to understand how this confidence
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is estimated, which LabVanced does not fully disclose. It is just
mentioned that the measure includes a head movement correction.

While there are some examples of successfully demonstrated
effects using webcam-based eye tracking, it may still poor in spatial
and especially in temporal resolution (typically max. 30Hz com-
pared to 1000Hz in the laboratory). Of course, this also effects the
current data of our study in which we gathered the eye movement
data of the students. Thus, a common issue with online eye tracking
studies [Robal et al. 2018b], the data is characterized with a low
and varying eye-tracking sampling rate for different participants.

5.1 Opinion: Personal Experience with the
LabVanced Eye Tracking

This subsection is meant as a starting point of discussion and there-
fore clearly labeled as opinion. In our study, the LabVanced eye
tracking algorithm produced unreliable results. First of all, many
observers were not even able to finish the calibration (see 4.1). We
received individual reports of participants being ’stuck’ in the cali-
bration procedure with no way out. But even calibration procedure
did not guarantee complete datasets, as participants dropped out
mid-Experiment, seemingly related to their processing power. No-
tably, in our data collection period (for this study and two other
student projects) from April to June 2021, the interface and the
LabVanced eye tracking algorithm was re-worked twice without a
warning. We do not know, whether the currently-implemented ver-
sion of the eye-tracker works more reliably. A reason for this is also
because the ’white paper’ describing the algorithm has not been
released yet. We suggest general caution with using proprietary
online tools with no demonstrated backwards-compatibility.

6 CONCLUSION
Webcam-based eye tracking holds many promises for eye-tracking
studies in the educational domain as the external validity could
be dramatically increased when standard webcams can be used
reliably. It also allows researchers to pilot approaches "in-the-wild"
and outside the lab. However, to fulfill these promises reliably, chal-
lenges such as unreliably-sampled eye movement data have to be
overcome for all major solutions. One concrete challenge is whether
webcam-based eye tracking can be applied on an individual basis,
i.e., does it work beyond average values? We presented a study
that tested whether an attention measure based on eye movement
synchronicity can predict test performance based on average values.
Our results did not suggest a correlation between eye movement
synchronicity and test performance. However, we found that consid-
ering various kinds of presentation formats, especially concerning
the depiction of a teacher, seems to be of importance.
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