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B DA C

Figure 1: We implemented four proxy types onto an HCI lecture video to communicate the instructor’s pointing gestures and 
gaze to the students: (A) gesture proxy, (B) gaze proxy, (C) alternating proxy (i.e., switching between gesture and gaze proxy), 
and (D) concurrent proxies (i.e., displaying gesture and gaze proxy simultaneously). The HCI lecture slides are licensed under CC 
BY 4.0 ©Niels Henze [8]. 

ABSTRACT 
Teaching via lecture video has become the defacto standard for 
remote education, but videos make it difcult to interpret instruc-
tors’ nonverbal referencing to the content. This is problematic, as 
nonverbal cues are essential for students to follow and understand 
a lecture. As remedy, we explored diferent proxies representing 
instructors’ pointing gestures and gaze to provide students a point 
of reference in a lecture video: no proxy, gesture proxy, gaze proxy, 
alternating proxy, and concurrent proxies. In an online study with 
100 students, we evaluated the proxies’ efects on mental efort, cog-
nitive load, learning performance, and user experience. Our results 
show that the proxies had no signifcant efect on learning-directed 
aspects and that the gesture and alternating proxy achieved the 

highest pragmatic quality. Furthermore, we found that alternat-
ing between proxies is a promising approach providing students 
with information about instructors’ pointing and gaze position in a 
lecture video. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); • Applied computing → Distance learning. 
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1 INTRODUCTION 
In our digital and connected world, education is increasingly shift-
ing from classrooms to online, enabling synchronous and asynchro-
nous teaching of a spatially distributed audience. Lecture videos 
have become a common approach in higher education. They appear 
in a variety of styles, from recorded live classrooms to recordings 
of lectures held online via video conferencing systems (e.g., Zoom 
[7]) or lectures recorded via screen recording software [16, 38]. 
In recordings of classroom lectures, the instructional material is 
typically presented as slides on a whiteboard sharing the same 
physical environment as the instructor. Here, the instructor can 
refer to information on the whiteboard using pointing gestures and 
looking at it while explaining it [20, 33]. According to van Gog 
[35], the instructor’s pointing gestures and gaze direction towards 
information in the material is a way of attention guidance based 
on the signaling principle. 

In computer-supported teaching, instructional material is often 
shared virtually together with an on-screen instructor (i.e., a video 
integrated into the learning material, showing the instructor’s face 
and a part of their upper body) [37]. Since learning material and 
instructor are spatially separated, interpreting embodied signaling 
cues is challenging for students. To overcome this challenge, prior 
work has investigated using a mouse or gaze-aware cursor as a 
proxy to remotely convey pointing gestures [17] or gaze [10]. In 
the context of remote teaching through lecture videos, these proxies 
have been applied with the intention to direct students’ attention 
towards relevant information to foster students’ learning [11, 29]. 
However, prior work mainly investigated gesture and gaze proxies 
independently from each other, neglecting the relation between ges-
ture and eye movements (i.e., hand-eye coordination) [18], which 
might provide important information in teaching scenarios [11]. In 
this work, we address this limitation by exploring diferent com-
binations of gesture and gaze proxies to communicate instructors’ 
nonverbal cues to improve students’ learning experience. 

We conducted a user study with 100 students in which we mea-
sured students’ mental efort, cognitive load, learning performance, 
and user experience while watching a fve-part lecture video, where 
an instructor was using diferent gesture and gaze proxies. In each 
video part, one of the following proxy conditions was used by the 
instructor: no proxy (baseline), gesture proxy, gaze proxy, alternat-
ing proxy, and concurrent proxies. Further, we asked the students 
which proxy version they preferred and which they found most 
distracting. 

The results show that the diferent proxy versions did not infu-
ence students’ mental efort, cognitive load, and learning perfor-
mance. However, students preferred the gesture proxy the most 
and were least distracted by the separate gesture and gaze proxies. 
Furthermore, using a gesture or an alternating proxy in a lecture 
video achieved the highest pragmatic quality, and students expe-
rienced the complementary nature of this proxy as helpful, as it 
provides instructor’s gestural and gaze information. While they 
liked the concept of combining gesture and gaze information into 
one proxy, they perceived the current implementation of the tran-
sition between the two proxy types as distracting. 

In summary, we make the following contributions: Firstly, we 
provide insights about the efects of gesture and gaze proxies for 

instructors to integrate referencing over nonverbal cues in lecture 
videos. Secondly, our work shows that although students like the 
concept of combining gesture and gaze proxy, they preferred using 
individual proxies in goal-directed aspects of the user experience. 
However, our work provides promising steps to design complemen-
tary proxies that combine gesture and gaze information. 

2 RELATED WORK 
Our work is related to prior research on the signaling principle, 
gesture proxies, and gaze proxies. 

The theoretical foundation for the use of proxies is based on the 
signaling principle, which aims to reduce cognitive load induced 
by the design and complexity of the instructional material [35]. 
The principle recommends instructors to add visual cues that guide 
students’ attention on essential elements or highlight the structure 
of the instructional material. According to the cognitive theory of 
multimedia learning by Mayer [22], such signaling can support stu-
dents’ in the initial state of active processing, namely the selection 
and processing of relevant information in the working memory 
[35]. 

Slide presentation software such as PowerPoint [23] already pro-
vide instructors tools for pointing at the shared material with ges-
ture proxies represented as a virtual laser pointer. However, we are 
unaware of any empirical investigations about the efectiveness of 
using these proxies. Sauter et al. [29] conducted an eye-tracking 
study to investigate the efect of an instructor’s gesture proxy, rep-
resented as a virtual laser pointer, on students’ eye movements and 
learning outcomes when watching lecture videos. Results indicated 
that students whose gaze position was closer to the proxy’s posi-
tion achieved higher scores in a learning quiz than those with a 
larger distance. These results indicate that students’ learning was 
enhanced when they paid attention to the gesture proxy. 

In addition to the use of gesture proxies, gaze sharing over a gaze 
proxy has been well studied in the area of collaborative work [10] 
and education [32, 34]. For instance, Sharma et al. [31] compares 
the efects of a gaze proxy, represented by a scan path visualization, 
and a gesture proxy, represented by a pen pointer, in a lecture video 
on students’ learning gain and degree of following the instructor. 
The fndings show that students watching the lecture video with 
instructor’s gaze proxy had a higher degree of following the instruc-
tor and achieved a higher learning gain than students watching 
videos with the gesture proxy or without any proxy. Unfortunately, 
an investigation of a combination of both proxies is missing here. 
Complementing these results, a recent study by Emhardt et al. [11] 
examined the efects of gesture proxies, gaze proxies, and their com-
bination in a lecture video on students’ mental efort and learning 
outcomes, as well as students’ ease of following the instructor. In 
contrast to prior work, Emhardt et al. [11] investigated the efect 
of combining both proxies by displaying them concurrently. Their 
fndings revealed no signifcant efect on students’ mental efort 
and learning outcomes when gesture proxy, gaze proxy, or both 
proxies were present. However, students watching lecture videos 
with the gaze proxy found it easier to follow the instructor than 
in the other conditions. Diferent from the work of Emhardt et al. 
[11], we investigate an additional combination method that shows 
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a single proxy that is alternating between gesture and gaze in ac-
cordance to instructors’ mouse movements. With that, we aim to 
avoid inducing negative efects such as split-attention that could 
arise from the concurrent presentation of multiple proxies [4]. 

In summary, the aforementioned works suggest that the use of 
gesture and gaze proxies in educational videos can support students 
in following the presentation of the instructional material, thereby 
promoting meaningful learning. Our work aims to expand upon 
the body of research by exploring how two alternative methods of 
combining gesture and gaze proxies are evaluated compared to a 
single gesture or gaze proxy. 

3 METHOD 
We conducted a within-participant online study with � = 100 stu-
dents to explore the infuence of four diferent proxy types used 
by instructors in a lecture video on students’ mental efort, cogni-
tive load, learning performance, and user experience. Additionally, 
we asked students to rank the proxies in terms of preference and 
distraction. The type of proxy is our independent variable (IV) with 
fve levels: using (a) no proxy, (b) gesture proxy, (c) gaze proxy, (d) 
alternating proxy, and (e) concurrent proxies. 

3.1 Study Material 
The proxy conditions were implemented using Adobe After Efects 
[1] to design visual pointers based on existing pointing tools in Mi-
crosoft PowerPoint and shared gaze visualizations from prior work 
[9, 10] (see Figure 1). Then, we recorded two instructors giving a 
10-min lecture about Fitts’ Law, based on copyright Niels Henze’s 
[8] lecture on models in HCI, while their mouse and eye movements 
(Pupil Core [15] eye-tracking headset) were recorded. Eye movement 
data were smoothed by downsampling and using a dispersion-based 
fxation flter [21] and low pass flter before being applied to the 
gaze proxy in Adobe After Efects. The mouse movements were ap-
plied directly to the gesture proxy visualization. For the alternating 
proxy, we implemented an algorithm that displays the gaze proxy 
unless the instructor moved their mouse. In the concurrent proxy 
condition, gesture and gaze proxy were displayed simultaneously. 
Finally, proxy conditions were rendered onto the lecture video and 
it was divided into fve two-minute parts. 

3.2 Measures 
Mental Efort and Cognitive Load. To assess mental efort and 

cognitive load, we used the 9-point mental-efort rating scale by 
Paas et al. [25] (1 = very, very low mental efort to 9 = very, very high 
mental efort) and the 7-point subjective rating scale developed by 
Klepsch et al. [19] to measure students’ intrinsic, extraneous, and 
germane load diferently (absolutely wrong to absolutely right). 

Prior-Knowledge and Learning Performance. According to Mayer 
[22], students’ prior knowledge can infuence the efect on cognitive 
load when their attention is guided with visual cues [2, 35]. There-
fore, we designed a prior knowledge test consisting of knowledge-, 
comprehension-, and transfer-based questions based on Bloom’s 
Taxonomy for Learning, Teaching and Assessing [3]. Tests after each 
video part to assess students’ learning performance were designed 
similarly. 

User Experience. We used the short version of the User Experience 
Questionnaire (UEQ-S) [30] to assess students’ impression towards 
their user experience of the proxies. The questionnaire includes 
eight pairs of contrasting attributes representing the proxies hedonic 
and pragmatic quality (e.g., obstructive - supportive). Students rated 
on a 7-point scale to which extent one of the attributes matched 
their impression. 

Preference, Distraction, and Qualitative Feedback. For preference 
and distraction assessment, students’ had to rank proxy conditions 
according to their preference (1 = most preferred to 4 = least pre-
ferred) and experienced distraction (1 = most distracting to 4 = 
least distracting). To obtain qualitative feedback, students had to 
explain their ranking decision and provide their opinion about the 
advantages, disadvantages, and improvements of each proxy. 

3.3 Task 
Participants watched a pre-recorded lecture video that was divided 
into fve 2-minute segments, each overlaid with one of the fve 
proxy conditions. The conditions were counter-balanced by a 5x5 
Latin square to prevent order efects [28]. During the task, they 
were not allowed to take any notes. After each part, participants 
were tested on their learning performance through a short test 
consisting of knowledge, comprehension, and transfer questions. 

3.4 Procedure 
We conducted the study using Prolifc [27] and LimeSurvey [14]. 
On Prolifc, we recruited enrolled students with a current education 
level of undergraduate or graduate degree and who were fuent 
in English. After accepting the study invite, the participants frst 
signed an informed consent. They then received instructions on 
their task and completed a demographic questionnaire and prior 
knowledge assessment. They then watched the frst part of the 
fve-part lecture video and indicated their invested mental efort, 
learning performance, and cognitive load. For video parts that in-
clude a proxy, participants rated their experience of the proxy. They 
repeated this process until they completed the entire lecture video. 
In the end, they ranked the proxies towards preference and distrac-
tion, and provided feedback. The study lasted approximately 60 
minutes, and participants received an expense allowance of €10 on 
study completion. 

3.5 Participants 
We recruited 100 participants with study experience (45 identifed 
as female, 41 as male, fve as non-binary, and nine preferred not to 
answer) with an average age of 22.46 (�� = 2.89, ��� = 19, ��� = 
37). Regarding participants’ education level, 46 of the participants 
hold a high school degree, 46 a bachelor’s degree, fve a master’s 
degree, and three a secondary degree. On average, participants 
scored 6.54 points of 15 possible points in the prior knowledge test 
(�� = 2.4, ��� = .6, ��� = 11.85). 

4 RESULTS 
In the following, we present the analysis of � = 100 responses. 
First, we tested diferences in students’ mental efort, cognitive load, 
learning performance, and user experience, as well as preference and 
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distraction ranking over the IVs with a quantitative analysis. Dif-
ferences were considered signifcant for � < .05. Secondly, we 
summarize students’ qualitative feedback on the preference and 
distraction ranking, as well as advantages, disadvantages, and im-
provements of the proxy conditions. We present a summary of the 
fndings in Table 1. 

4.1 Quantitative Analysis 
We used non-parametric tests for the diferences of the dependent 
variables (DV) between the proxy conditions as Shapiro-Wilk test 
results indicated that the variables’ distributions difered signif-
cantly from a normal distribution. 

For students’ mental efort, cognitive load, learning performance, 
and user experience, we ftted generalized linear mixed models 
(GLMM) with each DV as the outcome, the proxy conditions (no 
proxy as reference) and video part as fxed efects, and the students, 
as well as their prior knowledge as random efects. Diferences were 
analyzed using Type-II Wald �2 tests, and pairwise comparisons 
were conducted using Tukey’s post-hoc tests. The diferences in the 
preference and distraction ranking were analyzed using a Friedman 
rank-sum test and following pairwise comparison using post-hoc 
Wilcoxon signed-rank tests with Holm’s sequential Bonferroni cor-
rection. The statistical analysis was conducted using R (version 
4.2.1) [13]. 

Mental Efort. The analysis of deviance table using Type-II Wald 
�2 test on a ftted cumulative GLMM indicated no signifcant main 
efect of proxies on students’ mental efort (�2 (4, � = 100) = .935, 
� = .9195), but a signifcant main efect of the video parts on 
students’ mental efort (�2 (4, � = 100) = 75.657, � < ,.001∗∗∗ 
� = −.36). A following pairwise comparison using Tukey’s post-hoc 
test indicated a signifcant diference between video parts A and B, 
A and C, A and D, A and E, as well as between B and C, B and D, B 
and E. 

Cognitive Load. Cognitive load is analyzed separately for extra-
neous, intrinsic, and germane load by averaging the corresponding 
items. The analysis of deviance tables using Type-II Wald �2 test 
on ftted gamma (inverse) GLMMs showed no signifcant efect 
of proxies on intrinsic (�2 (4, � = 100) = 1.08, � = .898) and ger-
mane load (�2 (4, � = 100) = 3.05, � = .55), but a signifcant main 
efect on extraneous load (�2 (4, � = 100) = 10.46, � = .0333∗ , 
� = −.095). However, the pairwise comparisons of proxy conditions 
using Tukey’s post-hoc test were not statistically signifcant. 

Learning Performance. Students’ answers to the learning per-
formance test after each video part were scored according to an 
assessment scheme and then normalized between 0.0, meaning no 
points, and 1.0, meaning full points. The analysis of deviance table 
on a ftted beta (logit) GLMM showed no signifcant efect of proxies 
on the learning performance (�2 (4, � = 100) = 3.99, � = .41). 

User Experience. The analysis of deviance tables using Type-II 
Wald �2 test on ftted (inverse) GLMMs indicated a statistically 
signifcant efect on pragmatic quality of proxies (�2 (3, � = 100) = 
11.34, � = .01∗∗ , � = −.13), but no statistically signifcant efect 
on hedonic quality (�2 (3, � = 100) = .32, � = .96). Students rated 
the pragmatic quality of the gesture (� = 1.01, �� = 1.57) and 

alternating proxy (� = 0.85, �� = 1.67) signifcantly higher than 
concurrent proxies (� = 0.23, �� = 1.82). This was confrmed 
through a pairwise comparison using Tukey’s post-hoc test that 
indicated a signifcant diference between gesture proxy and con-
current proxies (� = −3.247, � < .01∗∗) and between concurrent 
proxies and alternating proxy (� = 2.599, � < 0.05∗). There was 
no signifcant diference of the pragmatic quality between the gaze 
proxy (� = 0.71, �� = 1.72) and the other proxy conditions. 

Preference and Distraction Ranking. The ranking data were an-
alyzed using Friedman rank-sum tests. Regarding the preference 
ranking, signifcant diferences between all proxy conditions were 
revealed by the Friedman test (�2 (3, � = 100) = 65.68, � < .001∗∗∗) 
and a pairwise comparison using post-hoc Wilcoxon signed-rank 
tests with Holm’s sequential Bonferroni correction. Students pre-
ferred the gesture proxy the most (� = 1.78, �� = 0.99), followed by 
the gaze proxy (� = 2.26, �� = 1.02), alternating proxy (� = 2.81, 
�� = 1.01), and concurrent proxies (� = 3.15, �� = 0.95). 

In terms of the distraction of proxies, the Friedman test showed 
signifcant diferences between the proxy conditions (�2 (3, � = 
100) = 66.04, � < .001∗∗∗). The following post-hoc Wilcoxon signed-
rank tests with Holm’s sequential Bonferroni correction showed 
a signifcant diference between the proxy conditions except for 
the diference between gesture and gaze proxy (� = 1.45). Students 
ranked the concurrent proxies as the most distracting ones (� = 
1.80, �� = 0.96), followed by the alternating proxy (� = 2.21, �� = 
0.95). Gesture (� = 3.13, �� = 1.05) and gaze proxy (� = 2.86, 
�� = 1.01) were ranked as the least distracting ones. 

4.2 Qualitative Feedback 
We asked participants to explain their preference and distraction 
ranking decision and about advantages, disadvantages, and im-
provements for each proxy condition. For the analysis, we followed 
an informal process inspired by thematic analysis [6] and afnity 
diagramming. We frst labeled students’ statements using adjec-
tives that summarize students’ impression towards the proxy to 
be evaluated (e.g., “using two proxies simultaneously is very dis-
tracting”) Then, adjectives with a similar assertion were combined 
to top-level adjectives, and the number of associated statements 
was counted (e.g., distracting and disturbing → distracting). This 
process was conducted by the frst author of this submission, but 
the resulting top-level construct was discussed and refned with 
the other authors of this paper. 

Gesture Proxy. On the one hand, students stated that the single 
gesture proxy is meaningful (� = 32), attention-drawing (� = 25), 
and clear (� = 23). On the other hand, they were discontent with 
its color, described as glaring (� = 23) “The [gesture proxy] is fne, 
but it moves really quickly and has a bright color, which at times can 
be an obstacle. [...]” [P89], thus, suggesting a lighter (� = 16) and 
less bright (� = 14) color for the proxy. 

Gaze Proxy. In contrast to the gesture proxy, students indicated 
that the gaze proxy was imperceptible (� = 42), but then again 
unobtrusive (� = 32). They found it benefcial that the gaze proxy 
has a focus on an area of information (� = 22) and establishes gaze-
awareness (� = 25) as stated by [P80]: “I like the [gaze proxy] because 
it lets you follow the thought of the [instructor], as you are looking 
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DV Findings 
Mental efort No signifcant main efect of the diferent proxies on mental efort, but a signifcant main efect of the video 

parts on mental efort. 
Cognitive load No signifcant main efect of the proxies on intrinsic and germane load, but a signifcant main efect of the 

proxies on extraneous load (but without group diferences). 
Learning performance No signifcant main efect of the proxies on learning performance. 
User experience Signifcant main efect of the proxies on pragmatic quality, with the gesture and the alternating proxy being 

more pragmatically relevant than concurrent proxies. No signifcant efect of the proxies on hedonic quality. 
Preference ranking gesture > gaze > alternating > concurrent 
Distractibility ranking gesture and gaze < alternating < concurrent 
Qualitative feedback Students were most positive about the gesture and gaze proxy. The alternating proxy and concurrent 

proxies were perceived as distracting. However, students liked the alternating proxy as it provides where 
the instructor is pointing and looking at. Regarding improvements, students consistently asked for changes 
in the proxies’ appearance. 

Table 1: Summary of fndings. 

at the same things.”. Students suggested to improve the visibility 
(� = 22) of the proxy by adding color or by increasing its opacity. 

Alternating Proxy. Towards the alternating proxy, students indi-
cated that it was distracting (� = 42), in particular, the transition 
(� = 33) as stated by [P77]: “It was confusing when the [alternating 
proxy] interplayed. [...]”. However, they found it still useful (� = 28) 
and liked that it was complementary (� = 15) as it combines in-
structor’s gestures and gaze but in a single proxy (� = 14). They 
suggested revising the transition by making it less distracting and 
performing it in the right moment (� = 7) as stated by [P17]: “Be 
mindful of the exchange between one and the other: do not do it mid 
explanation or sentence.”. Furthermore, they want to change the 
proxy’s appearance (� = 11). 

Concurrent Proxies. Regarding the concurrent proxies, students 
disliked that it was distracting (� = 42) and divided their attention 
(� = 27). However, they liked that it allows multi-pointing on difer-
ent locations simultaneously (� = 14) and that it is complementary 
(� = 12) and visualizes instructor’s hand-eye coordination (� = 10), 
for example, stated by [P5]:“[Gesture proxy] might help highlight 
something within the area selected by the [gaze proxy].”. The main 
suggestion for improvement was to show a single proxy instead of 
two simultaneously, for example, by hiding the one that is currently 
not used (� = 23). 

5 DISCUSSION 
Our work explored the efect of proxies representing instructor’s 
pointing gestures and gaze in lecture videos on student’s mental 
efort, cognitive load, and learning performance. We could not fnd 
an efect of the diferent proxies on students’ mental efort and 
cognitive load, nor on their learning performance. These fndings are 
consistent with prior work conducted by Emhardt et al. [11], who 
also did not fnd an efect on students’ mental efort and learning 
performance when gesture, gaze, or concurrent proxies were present 
in a lecture video. 

Contrary to the assumption that signaling can reduce students’ 
extraneous load by preventing temporal split-attention between 
the instructor’s verbal narration and the presented instructional 
material [4, 35], we did not fnd any diferences in extraneous load 

between the proxy conditions. One possible explanation may be 
the well-designed presentation we used, which utilized fade-in 
efects to display texts and images step-by-step. These might have 
been sufcient to structure the presentation and highlight relevant 
information for the students, making the efect of using proxies 
minimal. In the presentation, signaling may only be efective for 
complex information, such as diagrams shown and explained in 
video parts C, D, and E [2]. For these video parts, students required 
the most mental efort. An alternative explanation may be that 
the complexity of the learning material and the learning test were 
unsuitable for inducing an efect on student’s learning performance 
[12]. 

Despite this, it is noteworthy that even instructor’s gesture proxy, 
a commonly used tool in presentations, did not have an efect 
on students although they rated it as more meaningful than the 
gaze proxy. This is contrary to the fndings of Sauter et al. [29], 
who found that students who followed the proxy achieved a better 
learning performance, suggesting that students may not have paid 
attention to our proxies. However, we cannot determine if students’ 
attention was successfully guided since we did not measure their eye 
movements in the study. We plan to run a follow-up eye-tracking 
study to analyze students’ attention allocation in the lecture video 
with the proxies. 

Several works found that instructor’s pointing gestures and gaze 
conveyed over video enhance students’ learning performance [5, 
24, 26, 36]. However, we could not replicate these fndings with 
our implementation of proxies. Reasons for this might be the well-
designed presentation or a lack of attention, as discussed before. 

Regarding the results of students’ user experience, the preference 
and distraction ranking, as well as the qualitative feedback, students 
rated the pragmatic quality of the gesture and the alternating proxy 
signifcantly higher than the concurrent proxies’ quality. This indi-
cates that the gesture and alternating proxy support students more 
in goal-directed aspects than the gaze proxy and the concurrent 
proxies. Nevertheless, students preferred the gesture proxy most, 
probably because it was perceived as the least distracting one, as 
indicated by the ranking. The gaze proxy was ranked similarly in 
the distracting and second in the preference ranking. Therefore, we 
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assume that with our implementation of the gaze proxy, we success-
fully reduced its distracting aspects caused by the natural fast and 
rapid movements of the human’s eye [9], which is the main reason 
why previous works found gaze proxies to be difcult to follow. 
With the alternating proxy, we also provided a method combining 
gesture and gaze proxy without displaying them simultaneously, 
preventing split-attention for students. 

The qualitative feedback of students emphasizes the benefts of 
the gesture or gaze proxy over the alternating proxy or concurrent 
proxies in terms of distraction. However, students liked the concept 
of the alternating proxy, as it provides them with more information 
from the instructor. Furthermore, students suggestions for improve-
ment mainly address the appearance of the proxies, which indicates 
that our proxy design could have an impact on students learning 
performance. 

In summary, our fndings raise questions about the appropriate 
use and design of proxies and their efectiveness in lecture videos, 
particularly in poorly designed or complex presentations. There-
fore, future research should investigate proxies in more complex 
presentations to fnd out when and for which type of information 
in videos proxies are helpful. 

6 CONCLUSION 
We investigated the efect of proxies conveying instructor’s point-
ing gestures and gaze remotely in lecture videos on students’ mental 
efort, cognitive load, and learning performance. Additionally, we 
assessed students’ user experience, as well as which proxy type 
they preferred and which they found most distracting. In a user 
study, students watched a recorded 5-part lecture video, where 
each part was overlaid by either (a) no proxy, (b) a gaze proxy, (c) a 
gesture proxy, (d) an alternating proxy, or (d) concurrent proxies. 
Results showed that none of the proxy types had a positive efect 
on students’ mental efort, cognitive load, or learning performance. In 
terms of user experience, the gesture and alternating proxy achieved 
a higher pragmatic quality than the concurrent proxies. Students 
preferred the gesture proxy the most and ranked the gesture and 
gaze proxy as the least distracting ones. However, students’ qual-
itative feedback reveals that although the alternating proxy was 
distracting, they liked that it provided information about where the 
instructor is pointing or looking at. Suggestions for improvements 
were given to the appearance of the proxies. We conclude that, in 
terms of students’ mental efort, cognitive load, and learning perfor-
mance, using a combination of gesture and gaze proxy is not more 
benefcial than using an individual or no proxy. However, proxies 
might be beneft more complex presentations or learning material. 
Therefore, further research is needed to investigate the appropriate 
usage and design of proxies, particularly the combination of gesture 
and gaze proxy, to enhance students’ learning with lecture videos. 
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