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Fig. 1. We conducted a video-based study to test the effectiveness of 3 eHMIs: one visual (light-based: SPLB – Slow-Pulsing light Band), and two acoustic (sound-based: Bell eHMI that emits a ding sound when the AV yields, and Drone eHMI that indicates a yielding intent by emitting a droning/ humming sound that changes pitch from high to low as the vehicle decelerates). Results showed that despite divergences in subjective opinions, the contrast between the eHMIs – individually or in combination with each other – had little effect in road-crossing decision objectively, indicating that once learned, eHMIs tend to work in general and design differences have relatively less impact. This leaves room for taking subjective user feedback into account in designing a pleasant user experience for eHMIs.

External Human-Machine Interfaces (eHMIs) have been evaluated to facilitate interactions between Automated Vehicles (AVs) and pedestrians. Most eHMIs are, however, visual/ light-based solutions, and multi-modal eHMIs have received little attention to date. We ran an experimental video study (N = 29) to systematically understand the effect on pedestrian’s willingness to cross the road and user preferences of a light-based eHMI (light bar on the bumper) and two sound-based eHMIs (bell sound and droning sound), and combinations thereof. We found no objective change in pedestrians’ willingness to cross the road based on the nature of eHMI, although people expressed different subjective preferences for the different ways an eHMI may communicate, and sometimes even strong dislike for multi-modal eHMIs. This shows that the modality of the evaluated eHMI concepts had relatively little impact on their effectiveness. Consequently, this lays an important groundwork for accessibility considerations of future eHMIs, and points towards the insight that provisions can be made for taking user preferences into account without compromising effectiveness.
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1 INTRODUCTION

To facilitate seamless interactions between Automated Vehicles (AVs) and Vulnerable Road Users (VRUs) such as pedestrians or bicyclists [58] in all situations – including ambiguous ones – AVs may need solutions to bridge the communication gap arising from the absence of driver-centric communication (such as eye contact and gestures due to the absence of a human driver) [16, 68, 73, 81]. Prior work has shown that VRUs predominantly rely on vehicle kinematics to understand driving intent [34, 35, 75]. However, in situations when the intent of the AV is not clear enough from the kinematics alone, external Human-Machine Interfaces (eHMIs) were shown to be successful [2, 24, 27, 34, 44, 56, 59].

Most previous work on eHMIs focused on visual communication, employing abstract light patterns [65], anthropomorphic features [10], text [16], symbols [11], or projections [66]. However, relying solely on visual communication can have drawbacks for multiple reasons: VRUs may have permanent impairments, experience situational impairments (e.g., by being distracted, the view being occluded), or could just not be looking toward the AV [18]. Some work, therefore, also included personal devices such as the smartphone in communication [14]. However, relatively little research has been conducted with the auditory modality, or combined audio-visual multi-modal interfaces for communication between AVs and VRUs.

To address this research gap, we used a video-based study (N = 29) to systematically investigate the relative contribution of visual (light-based) and auditory (sound-based) communication in eHMIs in effectively communicating a vehicle’s intention to yield as reflected in pedestrians’ willingness to cross and subsequently explored subjective user preferences. We found that the presence of any eHMI, irrespective of modality, benefited pedestrians in understanding the yielding intention of a vehicle. However, in the controlled, experimental setting, there was no evidence that the modality of the eHMI played a role in objectively modulating pedestrians’ willingness to cross the road. However, people had different subjective opinions and preferences for specific (combinations of) modalities. Interestingly, many people pointed out perceiving some forms of multi-modal eHMIs as overwhelming and unpleasant.

Taken together, this potentially indicates that eHMI modality does not need to be a determining factor in the development of a functional eHMI. There is no one optimal modality for eHMI effectiveness, making it possible, and perhaps critical, to cater to accessibility needs and user preferences. Although eHMI modality has an effect on user experience, there is no evidence of its impact on effectiveness in terms of communicating driving intent in neutral environments. This insight further adds to the discussion on the usefulness of multi-modal eHMIs from the perspective of accessibility – designing for accessible, multi-modal eHMIs may have the freedom to focus more on policy constraints and user preferences without a critical hindrance in terms of the effectiveness of conveying vehicle intention.

Contribution Statement. Previous work has mostly shown theoretical or anecdotal evidence regarding the benefits or drawbacks of multi-modality, and conclusive evidence has been missing. To address this, we contribute by exploring the effect of multi-modality through empirical tests of the relative impact of an eHMI’s modality – visual, auditory, and...
a combination thereof – in communicating an AV’s intent to yield. Using a video-based study (N = 29), we contribute by showing the objective response of pedestrians to multi-modal eHMIs in terms of their willingness to cross (i.e. effectiveness of visual, audio, and multi-modal eHMIs), as well as the subjective user preferences. Our insights highlight that eHMIs can be effective regardless of modality. This highlights the opportunity and feasibility of taking user preferences into account from an early stage in the eHMI development process, subsequently improving the interactions between AVs and pedestrians.

2 RELATED WORK

The mechanisms through which road users communicate today are diverse and include both explicit (e.g., hand gestures, turn indicator) and implicit (e.g., velocity) communication channels [78, 82, 85]. While the definition of these communication channels varies somewhat depending on the context and author (see e.g., [8, 38, 71]), it is important to note that these channels are often not mutually exclusive and are used in parallel.

Similar to the interaction between humans, one could expect that both implicit and explicit communication will be important for smooth interactions between AVs and VRUs in their vicinity. While repeated exposure might help VRUs to eventually learn to correctly interpret an AV’s behavior based on its implicit communication, providing additional explicit signals of the AV’s perceptual and cognitive capabilities is likely to help guide VRUs through the interaction [86]. This is also the reason why explicit communication from AVs using eHMIs with various modalities, either separately or in combination, has attracted considerable attention in the research community.

**Visual eHMIs.** In the state of the art of eHMI research, external visual communication is the primary modality of explicit communication in AVs with other road users. In the meta-analysis of the eHMI design space, Dey et al. [30] found that an overwhelming 97% of the coded concepts (68 out of 70) use a visual modality. Several studies show that the presence of a visual eHMI could aid the interactions between VRUs and AVs [24, 68]. However, there is currently no clear agreement which information is most beneficial and efficient, and how many visual signals might be suitable. Visual eHMIs have been envisioned in a variety of form factors, ranging from light bands [2, 34, 48, 51, 65], two-dimensional displays on grills and/ or windshields [6, 11, 32, 84], or projections on the street ahead [23, 36, 61]. Each of these form factors and placements has its own benefits and limitations, and there is currently no clear evidence which of them is most suitable. However, one can argue that the front of the vehicle matches current expectations of pedestrians who generally look towards the location of the driver’s head or vehicle movement [37, 41]. Considering this, the visual eHMI used in this study is located on the vehicle grill.

**Auditory eHMIs.** Recent policy guidelines in Europe with regard to silent vehicles (including Electric Vehicles) mandate that all vehicles need to emit an auditory signal based on the European Union’s regulation on auditory vehicle alert systems (AVAS) [5, 42]. With regard to auditory cues for AVs, research has been limited. Prior work has shown that auditory cues in the form of friendly messages to engage pedestrians, positive feedback to invite pedestrians to cross the street safely, urgent warnings or alarms are able to successfully attract pedestrians [22]. In a recent real-traffic study by [74] with a Wizard-of-Oz AV to assess the impact of audio interfaces on AV communication within the actual outdoor soundscape showed that sound designed to communicate the vehicle speed led pedestrians to have a clearer perception of the vehicle’s intent and experience a better interaction quality. This is an example of a continuous audio cue that communicates the status/ intent of the vehicle at all times. In contrast, several studies used auditory icons as discrete audio cues to evaluate sound in AV communication. For instance, Böckle et al. [7] used a bell sound to indicate that the AV will start driving. Hudson et al. [60] proposed different sound cues including playing music or a verbal
message to announce a vehicle’s yielding intention. While music was not effective, a clear preference was reported for the verbal message “safe to cross”; a result corroborated by other studies that also validated the use of verbal messages by Mahadevan et al. [69], Mahadevan et al. [70], and Colley et al. [16]. However, spoken text has the disadvantage of language-dependence and distortion in a busy traffic environment. Deb et al. [25] also showed that people generally prefer a loud sound over a loudspeaker announcing safety. A recent study [76] tested different humming sounds, jingles, human-like utterances ("ahem"), horns, and bells for automated buses in real traffic, and found that auditory cues can be used to effectively engage with other road users, and that different sounds have different connotations and meanings. Work by Florentine et al. [47] shows that although music as audio cues was useful in a warning/acknowledgement situation, people tend to prefer light-based eHMIs for AVs to communicate an intention to yield. This was contradicted by Merat et al. [73], who showed people’s preference for auditory signals over visual ones in announcing situation awareness and detection. Deb et al. [27] also showed that, compared to sound (horn, music, and verbal warning saying "safe to cross"), visual eHMIs had a much larger effect on the willingness to initiate crossing. Besides experimental evaluations, recent patents demonstrating the way to generate acoustic feedback as a means for AVs to interact with pedestrians [50, 88] highlight the technological readiness of this communication mechanism.

**Multi-modal eHMIs.** Previous work has recognized the need to design for communication with accessibility in mind, and emphasized the necessity for multi-modal communication [8, 16, 17, 52, 67]. However, the review by Dey et al. [30] shows that only a fraction (approximately 30%) of the concepts in the literature are multi-modal. In their study, Dou et al. [39] designed 12 eHMI concepts where visual (LED-based smile/arrow), audio (human voice/warning sound) and vehicle body language (the approaching speed decreases gradually/remains unchanged) modalities were combined and evaluated in VR. They concluded that multi-modal eHMIs resulted in more satisfactory interaction and improved safety compared to the uni-modal eHMI, in addition to noting that the visual modality had greater impact than audio, especially when it comes to the warning sound. On contrary, results from the Wizard-of-Oz study by Ahn et al. [3] showed that auditory signals are advantageous over visual ones in cognitive response. They also concluded that a combination of audio-visual modality is most effective in understanding information. The eHMI with an audio-visual modality was also reported to be more appealing than the eHMI with a single modality in the VR study with 12 pedestrians by He et al. [54]; the pedestrians selected the combination of a symbol and anthropomorphic voice as preferable over other eHMI types. The importance of multi-modal eHMI was also highlighted by Mahadevan et al. [70] who designed four eHMI concepts combining at least two modalities: visual (on vehicle or street), auditory (on vehicle or pedestrians’ cellphones) and physical (vibration on pedestrians’ cellphones or moving hand on vehicle), and pointed out that each modality has specific trade-offs which designers should consider when making new interfaces. Insights on the effectiveness of multi-modal eHMIs are inconclusive. In this work, we attempt to address this through a systematic comparison of three different eHMIs to understand user preferences in AV-pedestrian interaction.

### 3 eHMI CONCEPTS

To investigate the user preferences of communication, we chose three different eHMIs: one visual, and two auditory.

**Visual (light-based) eHMI: SPLB/Slowly-Pulsing Light Band**

A Slow-Pulsing Light Band (SPLB) was used as a representative of the visual eHMI. We picked the light band eHMI design since it is the most widely used/proposed visual eHMI [30] due to its relative simplicity, ease of implementation, and abstract execution [1, 24, 33, 43, 51, 53, 55, 77]. We adapted the light band design by integrating insights from prior
research [31, 43, 65], which show that a uniform pattern like a slow-pulsing animation in cyan color is a good solution for showing intention to yield. For our study, we designed the SPLB mounted on the bumper of the vehicle. When the AV cruises in the automated mode without an intention to yield, it glows in a solid, cyan color. When the AV intends to yield, it pulsates in a sinusoidal pattern (the entire light bar alternately dims and glows at a rate of 0.75 Hz). This pattern was chosen because it was found to be the most appropriate animation pattern to communicate yielding intention for an AV in prior research [31]. When the AV wants to start driving again, the light bar returns to a steady glowing state, indicating a state change to “driving in automated mode”. In essence, the pulsating eHMI tells the pedestrian, “I intend to yield”, while the steadily glowing eHMI communicates, “I intend to keep driving”.

Auditory (sound-based) eHMI

As discussed in Section 2, two kinds of intention-communicating sound-based eHMI designs have been used in the space of auditory eHMIs so far without any conclusive evidence regarding their effectiveness. To this end, we chose two auditory eHMIs – one representative of each [74]: continuous and discrete.

Continuous sound-based eHMI: Drone. Derived from prior work [74], this eHMI produces a continuous, droning sound as an indication of the AV’s driving intention, akin to AVAS (acoustic vehicle alerting systems) used in electric vehicles\(^1\) [87]. The eHMI emits a three-voice square wave with the fundamental frequencies of 43, 65, and 87 Hz, with frequency variations set at a rate of 3% over fundamental frequency, for each fundamental frequency, for every 1 km/hr of speed change [74]. The droning sound depends on the AV’s intent. The two states of the AV – “driving in automated mode” and “at rest” correspond to two levels of droning sounds – a higher pitched and a lower pitched drone, respectively. As the AV slows down to a complete stop, the pitch of the drone decreases continuously. The rate of change of the pitch is dependent on the deceleration of the AV – the faster the AV decelerates, the faster the pitch changes down. Essentially, this leads to the behavior that when the AV is driving/cruising, the eHMI generates a hum of constant pitch that is independent of the speed of the AV. Once the AV starts to yield, the eHMI generates a hum of decreasing pitch corresponding to the vehicle’s speed. Once the vehicle stops, the eHMI continues to emit a constant hum of a lower pitch, and this continues as long as the AV stays stopped (indicating AV “at rest”). When the AV intends to start driving again, the sound quickly returns to the high-pitched hum corresponding to the non-yielding intention (indicating the vehicle is “driving in automated mode”).

Discrete sound-based eHMI: Bell. This eHMI uses auditory icons [40] to communicate the AV’s intention. As opposed to music or spoken words, which have disadvantages as discussed in Section 2, we used an abstract auditory icon and chose the sound of a bell, as used in prior work [7]. The bell sound was generated from a single sample downloaded from an online audio repository\(^2\) released under the Creative Commons license. The single bell sound sample is concatenated to form a repeating bell sound sequence. When the AV cruises without the intention to yield, there is no sound. When the AV intends to yield, the eHMI activates a bell dinging at a frequency of 0.75 Hz. This sound is played throughout the time that the AV slows down, stops, and stays at rest until it is ready to start driving again, at which point the bell sound of the eHMI deactivates.

No eHMI. As a baseline, we included a ‘No eHMI’ condition with no light or sound augmentation, and the AV operates without explicitly communicating its yielding or non-yielding intent.

---

\(^{2}\)https://freesound.org/, last accessed: Feb 27, 2023
4 RESEARCH QUESTION AND HYPOTHESES

Our goal was to investigate the effectiveness of acoustic cues in the communication of intent of AVs in AV-pedestrian interaction in contrast and combination with light-based cues. In a video-based study, we investigate the following research question:

*Does the addition of acoustic cues to a light-band eHMI aid in the communication of yielding intent?*

Our hypotheses were as follows:

- **H1:** The addition of *Bell* sound to SPLB will help pedestrians comprehend an AV’s yielding intent sooner.
- **H2:** The addition of *Drone* sound to SPLB will help pedestrians comprehend an AV’s yielding intent sooner.
- **H3:** The addition of the combination of *Bell* and *Drone* sounds to SPLB will help pedestrians comprehend an AV’s yielding intent sooner.

We posit that multiple modalities will increase the salience of the eHMI and will enable a pedestrian to understand the vehicle’s driving intent more effectively. We ground these hypotheses in Wickens’ Multiple Resource Theory (MRT) model [90], which states that when a task requires different resources, (e.g., in this case, the task of crossing depends on visual and auditory perception of the vehicle’s intent), they can be processed simultaneously and quicker.

5 METHOD

The eHMI concepts were evaluated in a video-based within-subject experiment, as this allowed for practicable lab conditions where any potential danger for participants can be avoided. The experiment was submitted to and approved by the ethical review board of the researchers’ institution(s).

**Task.** In this video-based experiment, the participants watched 48 videos of an AV approaching them while they assumed the role of a pedestrian intending to cross the road. While watching the videos, the participant indicated their willingness to cross the road in real-time as the vehicle in the video approached them [89].

**Participants.** We conducted the study with university students and staff who were recruited through convenience sampling, via a variety of channels, including the university experiment participation database, social media, and word of mouth (N = 29, 8 male, 21 female; mean age = 29.83 years; SD = 6.91 years). Only individuals who had normal or corrected-to-normal vision were recruited. We implemented a within-subjects setup across the 8 evaluation conditions (Table 1).

<table>
<thead>
<tr>
<th>Visual eHMI (Light)</th>
<th>Discrete auditory eHMI (Bell)</th>
<th>Continuous auditory eHMI (Drone)</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>X</td>
<td>No eHMI</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bell</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Bell + Drone</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Light</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Light + Drone</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Light + Bell</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Light + Bell + Drone</td>
</tr>
</tbody>
</table>

Table 1. We used a full factorial design using three eHMIs, resulting in 8 eHMI combinations (blocks)
Fig. 2. The setup of the experiment: the participant stood sideways in front of a 55” screen where the video stimuli were presented.

<table>
<thead>
<tr>
<th>Trial #</th>
<th>eHMI Concept</th>
<th>Behavior</th>
<th>Exposure #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-6</td>
<td>No-eHMI (Block 1)</td>
<td>Yielding (50 km/h ↘ 0 km/h)</td>
<td>1</td>
</tr>
<tr>
<td>7-12</td>
<td>Light (Block 2)</td>
<td>Yielding (50 km/h ↘ 0 km/h)</td>
<td>1</td>
</tr>
<tr>
<td>13-18</td>
<td>Bell (Block 3)</td>
<td>Yielding (50 km/h ↘ 0 km/h)</td>
<td>1</td>
</tr>
<tr>
<td>19-24</td>
<td>Drone (Block 4)</td>
<td>Yielding (50 km/h ↘ 0 km/h)</td>
<td>1</td>
</tr>
<tr>
<td>25-30</td>
<td>Light (Block 5)</td>
<td>Yielding (50 km/h ↘ 0 km/h)</td>
<td>1</td>
</tr>
<tr>
<td>31-36</td>
<td>Bell + Drone (Block 6)</td>
<td>Yielding (50 km/h ↘ 0 km/h)</td>
<td>1</td>
</tr>
<tr>
<td>37-42</td>
<td>Drone (Block 7)</td>
<td>Yielding (50 km/h ↘ 0 km/h)</td>
<td>1</td>
</tr>
<tr>
<td>43-48</td>
<td>Light + Bell + Drone (Block 8)</td>
<td>Yielding (50 km/h ↘ 0 km/h)</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trial #</th>
<th>eHMI Concept</th>
<th>Behavior</th>
<th>Exposure #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-6</td>
<td>No-eHMI (Block 1)</td>
<td>Not Yielding (50 km/h constant)</td>
<td>2</td>
</tr>
<tr>
<td>7-12</td>
<td>Light (Block 2)</td>
<td>Not Yielding (50 km/h constant)</td>
<td>2</td>
</tr>
<tr>
<td>13-18</td>
<td>Bell (Block 3)</td>
<td>Not Yielding (50 km/h constant)</td>
<td>2</td>
</tr>
<tr>
<td>19-24</td>
<td>Drone (Block 4)</td>
<td>Not Yielding (50 km/h constant)</td>
<td>2</td>
</tr>
<tr>
<td>25-30</td>
<td>Light (Block 5)</td>
<td>Not Yielding (50 km/h constant)</td>
<td>2</td>
</tr>
<tr>
<td>31-36</td>
<td>Bell + Drone (Block 6)</td>
<td>Not Yielding (50 km/h constant)</td>
<td>2</td>
</tr>
<tr>
<td>37-42</td>
<td>Drone (Block 7)</td>
<td>Not Yielding (50 km/h constant)</td>
<td>2</td>
</tr>
<tr>
<td>43-48</td>
<td>Light + Bell + Drone (Block 8)</td>
<td>Not Yielding (50 km/h constant)</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2. Study design: All participants experienced eight blocks of videos, each corresponding to an eHMI condition. The blocks were presented in a randomized order. We also randomized the order of stimuli within a block.

users. The interaction took place with no intersection or pedestrian crossing to ensure that the decision whether to cross the road is a direct result of the consideration of the AV’s behavior and not from an expectation of right of way.

Vehicle behaviors: Our focus in this study was the interaction of pedestrians with the eHMI when the vehicle yields. However, to avoid a learning effect, we chose the AV to exhibit three different driving behaviors. In the first of the three behaviors – yielding behavior – the car slowed down to a complete stop in front of the pedestrian. The AV approached from a distance of 200 m at 50 km/h (standard city driving speed in Europe) and slowed down to a full stop at 5 m before the pedestrian. At 45 m away from the pedestrian, the car started braking gently but purposefully to indicate a deliberate yielding behavior, resulting in a total braking distance of 40 m and a literature-supported normal braking deceleration rate of 2.4 m/s² [28]. For the visual eHMI conditions, the SPLB eHMI starts indicating the yielding intention (pulsate) at...
a distance of 60 m. The second behavior was non-yielding. Here, the car approached and passed the pedestrian at a constant speed of 50 km/h. Additionally, we included a breaching behavior where the car slowed down but did not yield to the pedestrian (third of three behaviors). In this case, the AV slowed down from 50 km/h to 20 km/h and then kept driving without stopping. This is representative of ambiguous behavior. In this non-yielding behavior, the AV slowed down, which could confuse pedestrians into thinking that the AV is yielding to them, even though it does not intend to do so. (This could be an example of a behavior where an AV – aware of the presence of a pedestrian on the curbside – slows down as a measure of defensive driving, ready to stop if the pedestrian steps on the road, but without an active intention to yield).

For each behavior, the three eHMI conditions were applied as explained in Section 3. Apart from the eHMIs described, there was no further communication from the AV. We purposefully chose for the vehicle to not have any status lamp that communicated its automated driving mode to avoid confusion of a visual signal in the auditory-only eHMI conditions. Each stimulus was a video of the car from when it was ≈ 200 m away until either 3 seconds after having stopped for the pedestrian or until having passed the pedestrian without stopping. We recorded the pedestrians’ willingness-to-cross to the yielding car from when the car was 12 seconds away from the pedestrian. For a yielding AV, we measured the pedestrians’ willingness to cross relative to the ‘Time-to-stop’ (TTS) of the AV, which we defined as the moment when the AV comes to a complete stop in front of the pedestrian. For a non-yielding AV, we measured relative to the ‘Time-to-arrival’ (TTA) of the AV, which we defined as the moment when the front bumper of the AV reached the pedestrian’s location.

Implementation: We used a Ghost Driver Wizard-of-Oz setup to hide the driver under a ‘seat suit’ and to create an illusion of an AV [80]. We captured the videos (4K resolution, 60 frames per second) during the daytime on an overcast day, which led to a uniformly lit environment devoid of starkly contrasting areas of direct sunlight and shadows. We augmented these videos with the proposed eHMI concepts. The visualizations of the light eHMI were added post-hoc using Adobe After Effects\(^3\) and the audio of the sound-based eHMIs (Bell and Drone) was synthesized using MATLAB\(^4\). For both auditory eHMIs – continuous and discrete – the sound levels were increased logarithmically until the AV was closest to the pedestrian, accounting for the Doppler effect in the frequency shift [21].

We programmed the stimuli into a Processing\(^5\) shell so that each video stimulus could be presented one after another, and the participant responses could be stored in a synchronized manner with the video. The video stimuli were presented to the participants on a 55-inch display in landscape orientation, as shown in Figure 2. To record the pedestrians’ willingness to cross as a function of the AV’s TTS or TTA, we used a slider device as input device as proposed by Walker et al. [89]. The participant could move the slider to indicate their willingness to cross the road. The two ends of the slider were mapped to 0 and 100 (corresponding to no willingness to cross and total willingness to cross), and the device recorded inputs at a rate of 10 Hz. We also instructed the participants that the continuum of the slider in between the ends can be used to express ambiguity regarding their decision.

5.2 Procedure

The experiment was conducted in a closed room at the researchers’ institution. After each participant gave their informed consent at the start of the study, we asked them to stand in front of the display to watch the video stimuli. The participants stood sideways in front of the screen at a distance of approximately 1.5 m from the screen as shown in

---

\(^3\)https://www.adobe.com/products/aftereffects.html, last accessed: Apr 16, 2023

\(^4\)https://www.mathworks.com/products/matlab.html, last accessed: Apr 16, 2023

\(^5\)https://processing.org/, last accessed: Apr 16, 2023
Figure 2. We asked them to imagine that they were standing at the curbside of a road that they would like to cross, and the road extended to their left in the screen (see Figure 2). The experiment was conducted in a controlled, silent laboratory room, and the audio signals (vehicle’s engine sound and auditory eHMI) were transmitted through the speakers of the screen. The participants were informed that they would be encountering AVs in the study, and they were given a description of AVs and how they work adapted from Deb et al. [26]. Participants were instructed that they could always trust the eHMI message (i.e., there is no reason to fear a system failure). Before the measured trials began, the participant had the opportunity to experience three practice trials to familiarize themselves with the setup and the slider input device. The three stimuli used for the practice trial were the same as the videos with the ‘No eHMI’ condition, and the participants experienced each behavior once in a randomized order. After ensuring that the participants understood the task, they were allowed to proceed with the experiment.

Each participant experienced 48 trials (8 blocks × 3 behaviors × 2 exposures, see Table 2). The experiment conditions included the eight different eHMI concepts (see Table 1) and the three different behaviors of the car (yielding, not yielding with a constant speed, not yielding while slowing). We presented each set of stimuli pertaining to a certain eHMI concept block-wise to the participant (see Table 2). All eight blocks were presented in a randomized order to counterbalance any learning effects. For each condition of eHMI concept and yielding / non-yielding behavior, the participant experienced 2 exposures, which led to 6 video stimuli per block. Within each block, we also counterbalanced the order of presentation of the stimuli to avoid learning effects. Before a particular block of eHMI started, the experimenter showed the participant a video of the eHMI concept and explained it. We did this to ascertain that the participants understood the eHMI concepts and that the results of their responses were an accurate measure of the efficacy of the eHMI and not their intuitiveness. Once the participant confirmed that they understood the eHMI concept, they proceeded with the block. At the end of each block (corresponding to an eHMI condition), the experimenter asked them to fill out the standard, 26-item User Experience Questionnaire (UEQ) [64] for the eHMI concept. At the end of the experiment, the participants had to subjectively rank the three base (uncombined) eHMI conditions they encountered (Light, Bell, and Drone). Subsequently, the experiment concluded with a short semi-structured interview/discussion with the participant regarding how they perceived the crossing scenarios. They were asked to reflect upon how they decided to cross in front of the approaching AVs, as well as their impression of the different eHMI stimuli they experienced. We asked them to highlight if a particular concept stood out in a positive or negative way. The interview took approximately 10 minutes, and the entire experiment lasted approximately 60 minutes. Each participant was compensated with €15.00.

5.3 Measures

This study incorporated three different measures to evaluate the different eHMI concepts. Firstly, we used the Willingness to Cross data from the slider input device as an objective surrogate measure for the pedestrians’ feeling of safety around the AV as described in prior work [89]. Secondly, we used the data of the 26-item User Experience Questionnaire that participants filled out for each eHMI. These data are transformed into the six User Experience factors attractiveness, perspicuity, efficiency, dependability, stimulation, and novelty. Finally, we used the participants’ Subjective ranking data to determine any significant order of preference between the different kinds of eHMI concepts under investigation. For subjective ranking, we sought to simplify the task for the participants and requested them to rank the three base (primary) kinds of eHMIs (Light, Bell, and Drone) instead of asking them to rank all the eight combinations.

6 RESULTS

All statistical tests are reported at a 0.05 significance level for main effects with a Bonferroni post-hoc adjustment.
6.1 Objective Data

6.1.1 Willingness to cross. In our analysis, we extracted the willingness-to-cross values from an arrival time of 12.0 s in 0.5 s intervals and took the average of the values from both exposures. For each of these measurement points on the time scale, we conducted a repeated-measures ANOVA across the eight eHMI conditions. This essentially allowed us to compare the effectiveness of the eHMI on Willingness to cross at 0.5 s intervals as the AV approached the pedestrian and its gap (measured in terms of Time-to-Arrival or Time-to-Stop) diminished.

(a) Pedestrians’ willingness to cross as a function of the time-to-stopping of the yielding vehicle for different eHMIs. The ‘No eHMI’ condition registers the biggest drop in willingness to cross as the AV approaches the pedestrian. All other eHMI conditions show an increase in the willingness to cross after the eHMI fires.

(b) Test statistics of the effects of eHMI, Time-to-Stop, and their interaction on pedestrians’ willingness to cross.

<table>
<thead>
<tr>
<th>Condition</th>
<th>F</th>
<th>Sig</th>
<th>Effect size ($\eta^2_p$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHMI</td>
<td>25.70</td>
<td>&lt;0.001</td>
<td>0.479</td>
</tr>
<tr>
<td>TTS</td>
<td>29.63</td>
<td>&lt;0.001</td>
<td>0.514</td>
</tr>
<tr>
<td>eHMI * TTS</td>
<td>15.08</td>
<td>&lt;0.001</td>
<td>0.350</td>
</tr>
</tbody>
</table>

Fig. 3. Performance of different eHMI concepts when the vehicle is yielding.

Yielding. Figure 3a shows the pedestrians’ willingness to cross as a function of time (until the car comes to a complete stop) for the four eHMI conditions. We conducted a repeated-measures ANOVA across the eight eHMI conditions and the TTS for the vehicle (Figure 3b). Results show that the effect of eHMI was statistically significant and had a large effect size. As expected, Time had a highly significant effect on pedestrians’ willingness to cross in all behaviors – it varied as the vehicle came closer (TTS decreased). Post-hoc tests found that the No eHMI condition was significantly different from all eHMI conditions ($p < 0.001$ for each comparison). However, there was no significant difference between the eHMI conditions (see Appendix A).

To investigate whether the different eHMI concepts had a significant effect at any specific TTS points in addition to its holistic effect across the entire experience, we conducted a repeated-measures ANOVA for each TTS point starting from 9.0 s (approximately the time when the eHMI – when present – activated to communicate yielding intention) in 0.5 s intervals. Appendix B shows the main effects of the eHMI in each measured TTS. The condition of sphericity was not met for any of these tests, so we report the test statistics with Greenhouse-Geisser correction [45, 46].
The results show a statistically significant effect of the eHMI as the AV comes closer, particularly from a TTS measurement of 6.0 s and less. Post-hoc tests show that the estimated marginal means for all eHMIs are statistically significantly different from the no eHMI condition - when eHMIs indicated that the vehicle was yielding, pedestrians' willingness to cross decreased less. However, the kind of eHMI did not have an effect on pedestrians' willingness to cross - for each of the analysis points, there was no significant difference in willingness to cross between the different eHMIs. In other words, there was no evidence that the kind of eHMI had a significant effect on the willingness to cross, although any eHMI performed significantly better than No eHMI. The pairwise comparisons are also reported in Appendix B.

(a) Pedestrians’ willingness to cross as a function of the time-to-arrival for when the vehicle did not yield.

(b) Test statistics of the effects of eHMI, time to arrival, and their interaction on pedestrians’ willingness to cross for the two non-yielding conditions.

Not yielding. Our focus in this paper is on effective communication methods in multi-modal eHMIs for a yielding message, hence we present only a condensed analysis of the data for non-yielding behaviors. For each of the two non-yielding behaviors (1) maintaining a constant speed of 50 km/h and (2) slowing down from 50 km/h to a constant speed of 20 km/h the participants experienced the AV with all 8 combinations of eHMIs. In contrast to the yielding conditions, the eHMI remains the same when the vehicle does not yield (the light band on the bumper glows continuously; there is no bell; and the drone sound continues at a constant pitch). We conducted a repeated-measures ANOVA for each non-yielding behavior between each of the eHMI combinations every 0.5 s from 12.0 s of Time-to-Arrival (TTA) until 0 s (front bumper next to the pedestrian), and the test statistics are shown in Figure 4b.

As shown in Figure 4b, the eHMI had an effect on pedestrians’ willingness to cross when the vehicle exhibited a slowing behavior. The plot of willingness to cross for a slowing vehicle (see Figure 4a) shows an interesting pattern: In the 'No eHMI' condition, the willingness to cross drops as the car approaches but rises again as it slows down –
pedestrians assumed that the slowing behavior meant that the vehicle was yielding to them. Only later, when they realized that the vehicle continued to drive, did they abruptly decide that they could no longer cross. In comparison, the pedestrians’ willingness to cross stayed consistently lower from the TTA measurement of 5.0 s onward. In the presence of the eHMI, despite the slowing behavior of the car, there was less confusion about whether the car was yielding to them. Instead, the eHMI elucidated the car’s intention to keep driving. Post-hoc tests of pairwise comparisons, however, reveal that the only significant difference was between the No eHMI condition and the Light + bell + drone condition. There was no observable difference between any other eHMI conditions. For the vehicle exhibiting a non-yielding behavior with constant speed, the eHMI did not have any significant effect on pedestrians’ willingness to cross.

6.2 Subjective Data

6.2.1 User Experience Questionnaire. We used a repeated-measures ANOVA to test the effects of the different eHMI conditions for each of the six UEQ scales (a 7-point Likert scale from −3 to +3) to determine the overall user experience of each eHMI solution. We also included the No eHMI condition in the analysis as we also wanted to evaluate the overall experience of the approaching AV as a baseline. As the assumption of sphericity was violated for some of these tests and not for others, we uniformly report the multivariate tests as they do not assume sphericity and are more conservative [45, 46].

The tests of the main effects (5a) show that the effect of the different eHMI conditions is significant for each of the six UEQ scales. The effects are also shown in Figure 5b. Post-hoc tests show that the No eHMI condition performs significantly worse than any of the eHMIs in most of the six scales. The Drone eHMI did not perform significantly better than the No eHMI condition in terms of Attractiveness and Perspicuity. However, no statistically significant difference was found between the seven different kinds of eHMIs.

6.2.2 Subjective Ranking. The participants ranked the three base eHMIs (Light, Bell sound, and Drone sound) according to their preference. Descriptive statistics show that the mean order of preference of the three eHMIs was (1) Bell, (2) Light, and (3) Drone. The non-parametric Friedman’s ANOVA found that there is no statistically significant order of preference for the three different kinds of eHMIs ($\chi^2(2) = 5.241, p = 0.073$).

6.2.3 Qualitative Feedback. In addition to the quantitative data, we collected qualitative feedback through semi-structured interviews at the end of the experiment to gain insights from the subjective reasoning of the participants. Through a thematic analysis applied to the qualitative data through inductive coding, we outline the insights most relevant to the evaluated eHMIs, and in extension multi-modal eHMIs, along with selected participant quotes.

Reflections on visual eHMI. 6/29 participants (20.69%) explicitly mentioned liking the Light eHMI, commenting that it was “warm and welcoming” (P15) and “clear from a distance” (P16). However, there were also several participants (7/29) that remarked their difficulties with the Light eHMI, stating that it is “easy to miss if you blink” (P26), “hard to see” (P3), “can’t see if it’s blinking until it comes close” (P2, P7), and “difficult to distinguish if it was blinking or solid” (P8). Others also mentioned that this eHMI was “tiring” and required a “lot of effort to see if it was blinking” (P9), and “takes more attention because [they] really need to observe it” (P14). Others also noted that it was “counter-intuitive”, because a blinking light had an association with warning (P9).

Reflections on acoustic eHMI. There were large individual differences between how participants perceived the different acoustic eHMIs. Participants expressed doubts if such solutions could work in a busy traffic environment with multiple vehicles (P27), and commented that it might be “difficult to distinguish where the sound comes from”
Several others also commented in a similar vein about the difficulty of localizing acoustic signals on specific vehicles if multiple vehicles are present—a problem that is mitigated by light signals: "How do I know it’s the bell from that particular car?... the sound could be coming from anywhere, but you know the light is from that car" (P10). P13 mentions: "Now it’s just one car, so you know of course that it is slowing down when you hear the bell, but if you are in a busy place with many cars and you don’t know which one is making the sound... if the light is on the car, you at least know it is that car".

Several participants (12/29) explicitly mentioned liking the Bell eHMI. They characterized it as "charming" (P27), “friendly” (P15, P27), “nice” (P4), and “pleasant” (P4, P17), and commented that it was “distinctive and easy to identify (either there or not)” (P11, P28). P15 corroborated this by saying that it is “something that is simply not there if there is no intent to yield—a very clear instruction, like, if you don’t hear anything, don’t cross” (P15). However, 5/29 participants explicitly mentioned not liking the Bell eHMI. Some participants made associations with warnings and alarms (P10) and it “reminded [them] of the train tracks [level crossings]” (P14). A participant commented that they had to “remind [themselves] about the bell that it means the car is stopping” (P10). Another participant (P15) remarked that in traffic "there are lots of bell-like sounds, and that might trigger you to think it I can cross". Interestingly, some participants also commented feeling “rushed to cross faster” (P20, P24), and being told to “move out of the way” (P25).
Concerning the Drone eHMI, 9/29 participants explicitly mentioned liking it. P12 stated that “the drone sound contributed, in my opinion, most to making the decision...it communicates the speed of the vehicle”. Others remarked the signal as “intuitive” and requiring “least mental effort” (P9). One participant (P20) mentioned that from the pitch of the droning sound, they can extrapolate and “think how long it will take to slow down and stop”. Others remarked about the novelty of the Drone (“fascinating sound” – P5). On the other side, 13/29 participants explicitly mentioned not liking the Drone eHMI. They commented on the need to take careful heed of the drone sound: “you have to listen very well” (P5, P18), “monitor change over time” (P26), pay attention to and think of it, and that is “extra processing” (P11). Several reported it to be “ominous” (P4, P26), “irritating” (P8), “annoying” (P14, P18), “depressing” (P27), “unpleasant” (P18), and “unfriendly” (P27). Interestingly, 6/29 participants associated the drone sound as a cognate to the vehicle’s engine/ motor sound. Another interesting phenomenon was the tendency of some participants to conflate the pitch change of the drone with the Doppler effect due to the movement of the car – 8/29 participants explicitly mentioned confusion with regard to whether the perceived pitch change was due to an explicit intention to yield from the car, or simply a by-product of the car’s approach.

**Multi-modal eHMIs can offer assurance of vehicle intent.** Several participants (11/29, 37.93%) explicitly reported that combinations of signals can complement each other and be reassuring, as it gives them a feeling of “having a confirmation” (P7, P10, P28). P21 mentioned, “When the light and drone came together, it was the best for me”. Speaking of the Light + Bell combination, P11 commented that the combination was “actually a little bit assisting”. P15 stated, “I think they nicely complement each other”, while P16 remarked “it was reassuring... it was still nice to have the sound with the light because then your brain registers it all”. Similarly, P18 gave a more elaborate justification in their comment: “the light is a good support for the bell. If you don’t hear the bell, you can at least see the light. So when you’re not looking well, you can hear the bell. And when you’re not listening decently, then you can see the light”. P15 also mentioned that the multi-modal signals changed their perception of the AV: “it’s really trying to accommodate me in multiple ways, it’s friendly” (P15). Only 3/29 participants explicitly claimed that they liked the combination of all three signals together because “it was very clear” (P19, P23) and it was “okay for me, because you couldn’t miss it” (P25).

**Multi-modal eHMIs may be overwhelming.** Most participants did not like the combination of all three eHMIs. A majority of them (15/29) reported having focused on one signal and tuned out others. Which signal(s) they focused on and which one(s) they tuned out depended on individual preferences: “I sort of leaned on the light... I’m not sure I was putting attention on all because I just focused on the first one that I was completely certain about and then I sort of blocked out the rest” (P10). P11 mentioned, “When I see the light, I can immediately judge it and the others are... superficial... good to have, but not that necessary”. P14 commented “it almost feels like for the combinations, there’s always one that catches my attention first. And then I realize, oh, the others are changing as well”. P14 additionally reported having “felt like I was unconsciously ignoring some of them” when multiple signals were presented together. P15 stated that they “had the clear idea that sound had a higher priority than the visual cue in [their] perspective... if all three were there, [they were] mostly focusing on ‘do I hear bells, or not?’”. P22 mentioned, “... if there is a combination of light and some sound, I will hear the sound, so I do not watch the light”. Similarly, P23 reported to have “focused on one and blocked the others out”. Some participants did not easily tune out signals that were irrelevant to them. Several participants (14/29) explicitly reported multi-modal eHMIs where all three eHMIs were present together as unpleasant, and characterized them as “overwhelming” (P14), presenting “too much information” (P5, P10, P13, P14, 21), “chaotic” (P15), “confusing” (P26), “excessive” (P26), “not helpful” (P21), and as requiring a “lot more processing and attention” (P10), particularly when
all three eHMIs activated together. P9 reported multi-modal eHMIs as “burdensome” and causing to feel “tired and stressed”, emphasizing that “any kind of more than one signal was already too much”. P5 mentioned that multi-modal eHMIs were “more fun, but also confusing” and that they “didn’t know where to focus”.

6.3 Evaluation of Hypotheses

Objective data showed no significant improvement of any form of multi-modal eHMIs over uni-modal ones. Therefore, we reject H1 and H2, that the addition of Bell sound and Drone sound respectively to SPLB did not enable pedestrians to comprehend the yielding intention of an AV sooner. However, participant interviews revealed that multimodality could offer a sense of reassurance and confirmation of a vehicle’s yielding intent and aided crossing decisions, which points towards a potential for improved user experience. Similarly, we found that the addition of the combination of Bell and Drone sounds to SPLB (Light + Bell + Drone) did not have any objective effect in pedestrians’ willingness to cross the road or the UEQ. However, a majority of participants reported it as being unpleasant. This leads us to reject H3, which hypothesized that the addition of the combination of Bell and Drone sounds to SPLB would enable pedestrians comprehend an AV’s yielding intent sooner.

7 DISCUSSION

While most previous studies on eHMI for AVs focus on communication of yielding intent by means of a single modality, this study provides insights on both uni- and multi-modal eHMIs. Empirical results show that there is no clear winner with regard to the road-crossing decision-making performance. However, there are individual differences with regard to user preferences. We reflect on the nuanced implications of these findings with regard to the design of eHMI concepts.

Comparative effect of light and sound. Despite individual differences, there was no conclusive evidence of the visual or acoustic eHMIs outperforming the other. This finding does not support the insights from previous research such as Deb et al. [27], Florentine et al. [47], Merat et al. [73]. This can potentially be explained by prior findings by Pelikan and Jung [76], who posited that the timing of information is more important than the modality. In this study, as all eHMIs communicated the same information at the same time – although in different ways – this is a likely explanation for why there was no objective modulating effect on pedestrians’ willingness to cross the road.

Subjectively however, most people preferred the combination of one visual and one acoustic signal, although the preference between the choice of acoustic signals varied. Some participants explicitly commented that the combination of the two acoustic signals did not help (P17, P18, P28). This is, therefore, a topic of future research. It is interesting to investigate whether multiple forms of communication using the same modality can have a detrimental effect on user perception. It is also interesting to note that different participants had completely different associations and mental models for the same signal. For instance, while many people perceived the bell as a calm, inviting, and friendly signal, others perceived it as being urgent and rushed and associated it with a warning. Similarly, while several people felt the drone was an intuitive and natural cognate for a vehicle’s engine sound and speed, others found it unpleasant and burdensome.

In their study comparing auditory alarms in a clinical setting, Edworthy et al. [40] noted that auditory icon alarms outperformed tonal alarms. By this measure, the bell eHMI should have outperformed the drone eHMI, but this was objectively not the case. A potential reason for this could be the familiarity of bell-like sounds in the traffic setting (e.g., trams, level crossings, etc.), as pointed out by some participants, which points to the importance of context. Interestingly though, some participants mentioned that for them, the bell eHMI was easier to judge because it was “yes
or no" (present or absent), so "when I hear the sound, I can go" (P11, P15). This was in contrast with the light or drone eHMI, where the difference between the communication of yielding and non-yielding intention was not as pronounced. This corroborates insights from prior research, which highlights the benefit of having a clear difference between the messages of communication in eHMIs [29].

**Modality had little to no objective effect.** Our results show that eHMIs can positively modulate pedestrians’ willingness to cross by communicating an AV’s intention to yield, as well as improving user experience. This is in line with a substantial corpus of previous research [24, 51, 57, 62]. However, we note that multi-modality did not significantly improve pedestrians’ willingness to cross the road. This goes against our original hypotheses rooted in Wickens’ Multiple Resource Theory [90], and further, also does not corroborate prior research in the field, which have tended to show a positive influence of multi-modality [3, 39, 70]. However, a potential theoretical explanation of why people found multi-modal eHMIs potentially overwhelming can be found in the Redundancy Principle of Mayer’s theory of multimedia learning [72]. It suggests that redundant stimuli interferes with learning rather than facilitating it. When the same information is presented concurrently in multiple forms or is unnecessarily elaborated (in this case, through multi-modal stimuli), coordinating redundant information with essential information increases working memory load according to cognitive load theory, which may interfere with learning. However, we also note that despite variations in subjective preferences, multi-modality did not have an adverse effect on the objective comprehensibility of the eHMIs.

Another potential explanation for the apparent contradiction of our findings with previous studies could be cultural differences (past studies were done in China, Korea, and North America; while this study was conducted in Europe). Yet another explanation could be that past studies used other types of visual interfaces (e.g., arrows and icons). This highlights a design constraint: it is challenging to decouple form from function, as pointed out by Cefkin et al. [9], since by experiencing these interactions, people end up evaluating the specific interfaces. This makes it challenging to generalize the effect of multi-modality as a whole without tying it specifically to the tested interfaces. It is possible that with different metrics and different levels of granularity, nuanced differences between the eHMIs would emerge. However, for the eHMIs evaluated, the modality of communication did not play an objective role in affecting pedestrian’s crossing behavior.

**Need for multi-modality.** Although no objective effect of multi-modality was observed, there are theoretical arguments for multi-modal communication in a traffic situation. One advantage of auditory communication is that it can function in the absence of visual attention. Therefore, auditory and multi-modal eHMI might excel in situations where VRUs are unable to notice an approaching AV immediately or are distracted while approaching the curb [14, 63]. Furthermore, auditory or multi-modal eHMIs can be critically important in addressing accessibility concerns of interactions between AVs and individuals with visual impairment [16]. Critically, the multi-modal eHMIs we tested did not perform worse than uni-modal eHMIs – it does not add to distraction or confusion, even though there are variations in individual preferences. This provides the foundational insight that multi-modal eHMIs are not detrimental to the effectiveness of eHMIs.

However, an auditory signal also comes with its challenges, which must be considered when designing multi-modal eHMIs. First, it is unknown how the directionality of sound affects perception in the wild – do participants recognize vehicles more quickly if they communicate via sound, compared to only visual communication? Second, the question arises – how auditory or multi-modal eHMIs will work in the usually busy and dynamic traffic environment when multiple AVs communicate simultaneously (see scalability challenges [12, 19, 36]). In such situations, pedestrians need
to distinguish where a specific auditory signal originates and decipher conflicting messages if contradictory signals are heard from different AVs in traffic.

**Implications for user experience and eHMI research.** Our findings show that when the purpose of an eHMI is understood, its objective effectiveness is not hindered – despite differences in subjective preferences – highlighting the opportunity to consider the aspects of aesthetics, accessibility, and varying mental models in the design process. It points to the insight that once learned, eHMIs tend to work in general (which corroborates prior research) and that design differences have less of an objective effect. This leaves room for taking user preferences into account in the design of a pleasant and acceptable eHMI for a higher user experience. Since multi-modality did not have adverse effects on those with good vision or hearing, and does not hinder eHMI efficacy, there is a potential to use multi-modality to make information accessible to a more extensive population – leaving room for a viable design opportunity for accessible eHMIs. While multi-modality may be less important for individuals with good vision and hearing, delivering information through various modalities enhances accessibility for a broader population. Consequently, future research should focus more on the aspects of longer-term effects and cultural differences in the perceptions of eHMI rather than proposing further novel eHMIs. This paves the path for furthering the field of AV-pedestrian interaction research towards addressing issues such as accessibility and scalability concerns as pointed out in prior research [13, 17, 20, 30].

**Limitations and Future Work.** In our study, we chose a controlled setting to ensure that the different participants experienced the stimuli similarly to more clearly distinguish the relative impact of each stimulus. To limit confounding factors, we conducted the experiment in a simplified traffic scenario involving only one vehicle and one pedestrian on a straight and empty road devoid of any other traffic. Our findings provide insights with regard to the specific eHMIs we tested in such a neutral baseline scenario. However, the isolated laboratory setting also eliminates many factors of normal traffic environments, which would affect how people respond to any of the stimuli [15], so follow-up studies would need to be conducted to understand how the stimuli would be experienced in a real environment. Future work, therefore, must look into other situations or design implementations of eHMIs in more dynamic scenarios involving multiple vehicles and pedestrians – the complexity of such an environment may either improve the modulating effect of multi-modality, or prove to be further ineffective due to the added complexity within an already chaotic environment.

Another potential limitation is inherent to the video-based approach used in the study. While videos allow for a simple and quick proof-of-concept validation to occur under safe circumstances, it is possible participants exhibited more risk-taking behavior than they would in an environment with more potential for physical harm. However, previous research suggests that time-to-arrival estimates hold between video and real-life situations [79], and similar setups have been used with success in prior studies to study AV-pedestrian interactions. Additionally, existing literature shows that for vehicle-pedestrian interaction scenarios, the effects of a vehicle on pedestrians as experienced through videos are comparable with real life. Shen et al. [83] developed a video-based assessment tool to gauge (young) pedestrians’ street crossing safety and concluded that video-based tests were valid and reliable. Fuest et al. [49] conducted a comparison study to evaluate the influence of an AV’s driving behavior on pedestrians between real life (Wizard of Oz), Virtual Reality, and Video, and concluded that a video Wizard of Oz-based video setup (which this study used) can reproduce the critical crossing rate of a pedestrian from a real-world scenario with a difference of $\Delta < 1\%$. [49]. Consequently, we believe that the results remain ecologically valid.
8 CONCLUSION

This study presents a video-based experiment that investigated the user preferences with regard to multi-modal eHMIs – one visual and two auditory – when an AV wants to communicate its intention to yield. Our results show that eHMI modality had little objective effect in modulating pedestrians’ willingness to cross a road. However, there were large individual differences in terms of subjective preferences of specific eHMI implementations. When it comes to multi-modal eHMIs, many people indicated strong preferences that differed from one another, but with a common thread that they liked some form of a combination of audio and visual eHMI (Light+Bell or Light+Drone, even though this preference did not have an objective impact on their willingness to cross). However, there was a thin line in this preference, and most people also found the case of Light+Bell+Drone unpleasant. This shows that design of multi-modal eHMIs, while potentially beneficial, is also extremely nuanced. The take-away message is that when it comes to eHMI multi-modality, more is not necessarily better. Our insights call attention to the need for carefully taking into consideration the user preferences in the design of multi-modal eHMIs from an early stage of the eHMI development process for a holistically optimal user experience for AV-pedestrian interaction.
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A PAIRWISE COMPARISON OF eHMI EFFECT ON WILLINGNESS TO CROSS

<table>
<thead>
<tr>
<th></th>
<th>No eHMI</th>
<th>Light</th>
<th>Bell</th>
<th>Drone</th>
<th>Light+Bell</th>
<th>Light+Drone</th>
<th>Bell+Drone</th>
<th>Light+Bell+Drone</th>
</tr>
</thead>
<tbody>
<tr>
<td>No eHMI</td>
<td>–</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light</td>
<td>–</td>
<td>–</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Bell</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.340</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Drone</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.117</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Light+Bell</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.559</td>
<td>–</td>
<td>0.130</td>
</tr>
<tr>
<td>Light+Drone</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Bell+Drone</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1.000</td>
</tr>
<tr>
<td>Light+Bell+Drone</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Pairwise post-hoc comparisons between eHMI conditions with regard to their overall effect on pedestrians’ willingness to cross with a Bonferroni correction applied at a significance level of 0.00178 are reported. All observed significant differences were between the No-eHMI condition and other eHMI conditions. No significant differences between visual and auditory eHMIs were found.

B EFFECT OF eHMI AT DIFFERENT TTS POINTS FOR A YIELDING VEHICLE

<table>
<thead>
<tr>
<th>TTS</th>
<th>F</th>
<th>Sig.</th>
<th>$\eta^2_p$</th>
<th>Pairs of significant differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.0</td>
<td>1.926</td>
<td>0.108</td>
<td>0.064</td>
<td>(1, 2), (1, 3), (1, 5), (1, 8)</td>
</tr>
<tr>
<td>8.5</td>
<td>1.865</td>
<td>0.107</td>
<td>0.062</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>1.075</td>
<td>0.376</td>
<td>0.037</td>
<td></td>
</tr>
<tr>
<td>7.5</td>
<td>1.472</td>
<td>0.209</td>
<td>0.050</td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>1.246</td>
<td>0.292</td>
<td>0.043</td>
<td></td>
</tr>
<tr>
<td>6.5</td>
<td>2.277</td>
<td>0.050</td>
<td>0.075</td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>5.329</td>
<td>&lt;0.001</td>
<td>0.160</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>5.5</td>
<td>10.958</td>
<td>&lt;0.001</td>
<td>0.281</td>
<td>(1, 2), (1, 3), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>5.0</td>
<td>17.055</td>
<td>&lt;0.001</td>
<td>0.379</td>
<td>(1, 2), (1, 3), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>4.5</td>
<td>22.317</td>
<td>&lt;0.001</td>
<td>0.444</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>4.0</td>
<td>29.909</td>
<td>&lt;0.001</td>
<td>0.516</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>3.5</td>
<td>37.886</td>
<td>&lt;0.001</td>
<td>0.575</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>3.0</td>
<td>44.501</td>
<td>&lt;0.001</td>
<td>0.610</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>2.5</td>
<td>42.379</td>
<td>&lt;0.001</td>
<td>0.602</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>2.0</td>
<td>38.424</td>
<td>&lt;0.001</td>
<td>0.578</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>1.5</td>
<td>38.484</td>
<td>&lt;0.001</td>
<td>0.579</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>1.0</td>
<td>31.078</td>
<td>&lt;0.001</td>
<td>0.526</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>0.5</td>
<td>22.376</td>
<td>&lt;0.001</td>
<td>0.444</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
<tr>
<td>0.0</td>
<td>13.142</td>
<td>&lt;0.001</td>
<td>0.319</td>
<td>(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8)</td>
</tr>
</tbody>
</table>

Table 4. Main effects of different eHMIs across different Time-to-stop (TTS) measuring points for a yielding vehicle. The TTS points where the eHMI had a significant effect are highlighted in bold. Any corresponding significant differences from pairwise post-hoc comparisons with a Bonferroni correction applied at a significance level of 0.00178 are reported. All observed significant differences were between the No-eHMI condition and other eHMI conditions. We did not find significant differences at any measurement point between conditions where some form of eHMI was present.