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Abstract
As vehicle automation technology continues to mature, there is a
necessity for robust remote monitoring and intervention features.
These are essential for intervening during vehicle malfunctions,
challenging road conditions, or in areas that are difficult to navigate.
This evolution in the role of the human operator—from a constant
driver to an intermittent teleoperator—necessitates the develop-
ment of suitable interaction interfaces. While some interfaces were
suggested, a comparative study is missing. We designed, imple-
mented, and evaluated three interaction concepts (path planning,
trajectory guidance, and waypoint guidance) with up to four con-
current requests of automated vehicles in a within-subjects study
with N=23 participants. The results showed a clear preference for
the path planning concept. It also led to the highest usability but
lower satisfaction. With trajectory guidance, the fewest requests
were resolved. The study’s findings contribute to the ongoing de-
velopment of HMIs focused on the remote assistance of automated
vehicles.
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1 Introduction
The road toward fully automated vehicles (AVs) is still paved with
numerous challenges that must be overcome. Full automation, i.e.,
without the need for human intervention for regular intervention or
fallback-readiness, is more readily achievable in controlled environ-
ments like airports or warehouses, where vehicle speeds and traffic
stakeholders can be regulated. While AVs are already available in
cities like Phoenix and San Francisco with state restrictions [27],
widespread adoption is not yet in sight. The technology is advanc-
ing rapidly and has anticipated significant advantages in safety,
reliability, passenger comfort, and reducing economic and environ-
mental costs [11].

However, achieving highly automated driving (SAE level 4 [29])
in mixed-traffic urban environments is challenging. When an envi-
ronment can not be fully controlled, there will be situations that the
automated system does not anticipate and will likely not possess the
correct solution or exit strategy. This is why, during the transition
phase towards full automation, for example, leveraged by delivery
companies to benefit from anticipated lower costs, human safety
drivers or operators are used to close this gap and be able to respond
to unforeseen circumstances intuitively. Restrictions on the opera-
tional design domain (ODD), e.g., when local authorities prohibit
the operation of AVs within road works [10], further restrict the
operation potential of fully automated AVs. To address these and
similar challenges, remote operation systems have been proposed.
These provide human monitoring and intervention capabilities, po-
tentially in a one-to-many interaction setting, without requiring
the physical presence of a human in the vehicle, where a remote
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operator (RO) from a control center guides the AV [13, 14, 22, 23, 26].
This was also shown in a pilot study referenced by Vreeswijk et al.
[37], which presents a real-world application. This strategy can
apply to various vehicle types, including personal cars, vans, trucks,
and buses.

While several parts of remote operation, such as remote driv-
ing (Tener and Lanir [34]), HMI requirements (VINNOVA [36]),
and (technical) challenges and limitations (Kang et al. [20]), have
been evaluated, a systematic comparison of user interfaces (UIs)
for RO intervention when a vehicle needs assistance has not yet
been conducted. In addition, it is commonly assumed that a teleop-
erator will monitor – and potentially have to intervene on – more
than a single vehicle [13]. Yet, the question of how many assis-
tance events one operator can handle, given a specific interaction
design, is not well studied for regular assistance scenarios [24].
Therefore, we implemented an integrated remote operation system
called Remote Operation Automated Driving Suite (ROADS).
ROADS allows the RO to use the three concepts of waypoint guid-
ance, trajectory guidance, and path planning, as described in the
overview of Majstorović et al. [26]. In the remote operation sce-
nario, between one and four AVs have to be controlled and steered
through road works, as this could constitute the end of an ODD. In
a within-subject design with N=23 participants, we found that the
participants preferred path planning. The worst rating was given
to trajectory guidance.

Contribution statement: This work contributes (1) the implemen-
tation of three interaction concepts for remote operation of AVs,
which will be openly available to the broader community, and (2)
results of a within-subjects study with N=23 participants evaluating
the interaction concepts with one to four parallel requests showing
that multiple requests are feasible with degraded performance and
that path planning was preferred.

2 Related Work
This work builds on prior work on teleoperation and, in general,
on cooperation between humans and automation.

2.1 Scenarios for Teleoperation
Kettwich et al. [22] analyzed possible scenarios for teleoperation in
road traffic. These scenarios were gathered via interviews and ob-
servations with control center staff, video analyses from real-world
road events, and interviews with AV safety operators. Kettwich et al.
[22] categorized use cases into eight clusters, including passenger
interaction, technical malfunctions, and interactions between the
environment, the RO, the AV, and others.

In our study, the scenario consists of road works too complex or
out of the legal boundary for our AV to handle independently and,
therefore, is out of its ODD, relating to the unmapped construction
site [22].

2.2 Teleoperation Concepts
AV teleoperation intensities can be divided into three categories.
Bogdoll et al. [4] defined remote monitoring, remote assistance, and
remote driving in ascending order of the interaction intensity (see
also Andersson and Söderman [2]). Remote monitoring refers to a
one-sided stream of information from the vehicle to the RO. Remote

assistance requires the RO to aid the AV in its decisions but not take
over to perform actual driving tasks, contrary to remote driving.
Bogdoll et al. [4] define remote driving "as ’real-time performance of
part or all of the DDT [dynamic driving task] and/or DDT fallback
[...] by a remote driver.’" [4, p. 2], while directly controlling the
vehicle "in the form of steering and throttle/brake commands" [4, p.
10].

Using Bogdoll et al. [4]’s taxonomy, Majstorović et al. [26] sur-
veyed prior work. They split remote driving and remote assistance
into concepts. We evaluated concepts of trajectory guidance (build-
ing a path by dragging the mouse cursor), waypoint guidance (gen-
erate a connected path by placing single points), and interactive
path planning (user chooses one of multiple system-offered paths)
and compared them. We exclude other concepts as they are either
strongly tied to remote driving or too use case specific. We specif-
ically exclude the concepts of explicit remote driving due to their
limitations in teleoperation (see Section 2.5).

Although Majstorović et al. [26] classify trajectory guidance as
a form of remote driving, based on the practical implementation
we are proposing, the fluid transition between those categories
and the corresponding definition in the taxonomy by Bogdoll et al.
[4], for further discussion, we categorized it as remote assistance.
Additionally, the interaction type for actions in remote assistance is
very different compared to active control due to the different levels
of interaction abstraction (direct movement vs., e.g., point guidance)
and the event-driven interaction requests in remote assistance [26].

Brecht et al. [5] evaluated several teleoperation concepts (direct
control, shared control, trajectory guidance, waypoint guidance,
collaborative planning, and perception modification) from an ego
perspective with eight experts in the automotive and teleoperation
industry. Such experts might not be the final users of these teleop-
eration concepts, so we had participants without a background in
these industries. They found that “a holistic teleoperation system
should be composed of implementations of the Shared Control,
Collaborative Planning and Perception Modification concepts” [5,
p. 639].

Colley et al. [8] conducted a literature survey regarding the "final
100 meters problem" [8], which relates to the variability of the final
destination in a journey based on user preferences and technical
limitations. The survey was conducted on "possible interaction
modalities and modes" [8, p. 2], creating an overview of possibil-
ities to communicate with the vehicle. The results of a VR study
indicated a preference for a steering wheel, followed by using a
joystick. While Colley et al. [8] evaluated interaction concepts from
inside the AV, we compare concepts for remote assistance. This
opens new possibilities and interaction perspectives (e.g., handling
multiple requests simultaneously or simplified representations of
the environment).

2.3 Human Factors
2.3.1 Human Factors in Remote Operation. Kari and Steinert [21]
identified the human factors related to remote operations. Although
they focus on remote ship operations, many factors apply in an
automotive context. Especially situational awareness (SA) [14, 16,
23, 26], the lack of physical sensing and soundscape [34] and the
implied delays [9, 20, 34] are important for ROs.
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Additionally, Hashimoto et al. [18] raised the question of what
the maximum feasible count N of vehicles managed concurrently
is. Further challenges involved are determining the difficulty levels
when one RO has to grasp the situation for multiple vehicles in case
of emergencies or determining "how many additional operators (up
to N-1 carts) are required when one cart is in the takeover?" [18, p.
6] (cart =̂ vehicle). Additionally, switching between vehicles and
switching costs shall be considered [18]. Thus, our study addresses
the applicability of one operator managing multiple vehicles con-
currently. It takes performance measurements on parallel incoming
vehicle requests, tied with the currently used interaction modality.
To support parallel request handling, our proposed UI provides an
additional secondary display for a selected vehicle to display its
front camera to monitor the vehicle.

2.3.2 Organization and Roles in Remote Operation Centers (ROCs).
Schrank and Kettwich [30] proposed a "first conceptual step" for
an organizational structure for ROCs. While being a preliminary
concept, it lays a foundation for future discussions. This proposal
defines three central roles, the Remote Coordinator (RC), the Re-
mote Driving Operator (RDO), and the Remote System Operator
(RSO), along with multiple Peripheral Roles that support and com-
plement core operations. The primary task of an RC is to maintain
an overview and monitor all incidents and how they are handled.
RDOs are responsible for remotely controlling individual AVs, while
RSOs manage a fleet of AVs.

2.4 Interface Requirements
Several studies were conducted to determine the requirements
for remote control interfaces for AVs, for example, the HAVOC
Project [36]1. 15 participants monitored 10 automated trucks and
had to assist in five occurring events actively. Two of those events
were active control tasks conducted with a steering wheel, ped-
als, and a computer screen. The feedback focused on the lack of
information to consciously control the vehicle, including the need
for a 360° overview of the surroundings and the uncertainty of
when the AV can take over again, which we aimed to resolve in
our prototype. To achieve this within the interface, we included
a projected birds-eye view of the vehicle, added information on
collision avoidance detection, and notified the RO when the vehicle
took over again.

Comparably, Tener and Lanir [34] studied remote driving. The
requirements we identified and adapted for our use case concern-
ing remote assistance included emphasizing the takeover reason,
giving contextual road information, and giving AI suggestions for
operations [34]. We included automated suggestions only in path
planning for differentiation.

Gafert et al. [14] used a demonstrational VR remote driving setup,
whose interface was based on the requirements of Graf and Huss-
mann [15]. To gather these requirements, Graf and Hussmann [15]
conducted 18 interviews. Half of them had some remote controlling
experiences. 80 requirements were collected. In a second interview
with participants from industry, these requirements were clustered
and rated, resulting in a final set of 20 requirements (e.g., 360-degree

1http://tinyurl.com/havocproject; Accessed by: 29.11.2024

remote view, vehicle position, vehicle issues, traffic rules), where
we adopted the relevant ones.

Kettwich et al. [23] designed a Human Machine Interface (HMI)
for the teleoperation of vehicles in a public transport control center
context. They wanted to receive "a first impression on whether
the development is in the right direction, particularly whether
its overall setup is valid" [23, p. 19]. The findings included that
the proposed HMI establishes a "suitable interface design for the
teleoperation of highly automated vehicles in public transport" [23,
p. 15]. However, some suggested improvements were related to
overwhelming information. Participants dealt with 6 monitors and
operated with a keyboard and mouse and an additional touchscreen.
Thus, we created a more minimalist design to maintain focus on
the most important elements for the given task (see Section 3).

Further, Kettwich et al. [23] defined seven HMI evaluation cri-
teria: (1) Features, (2) Information, (3) SA, (4) Usability, (5) User
Acceptance, (6) Attention, (7) Capacity. We used questionnaires
to evaluate our prototypes. We used the SUS [6] to measure user
usability, the van der Laan acceptance scale [35] to measure User
Acceptance, and NASA-TLX [17] to measure user capacity. Ad-
ditionally, participants were asked for liked and missed features.
However, we did not include dedicated scales for measuring the re-
maining criteria: Information, SA, and Attention, but instead relied
on logged data to provide recognition to them.

2.5 Limitations of Remote Controlling
While controlling AVs remotely brings many advantages, limita-
tions also exist. Cummings et al. [9] and Tener and Lanir [34] raise
critical issues addressing the remote driving of AVs. Delays con-
cerning the technical side of communication and the human side of
reorientation and reaction time narrow the applicability of remote
operations. Therefore, Cummings et al. [9] point out that requiring
an RO to take over the vehicle at high speeds in a short time frame
in the range of seconds would be unsafe. Taking these limitations
into account, the expected safe situations that remain open for a
takeover are those in which the vehicle is traveling at slow speeds,
less than 10 mph [9], or has already pulled to the shoulder by per-
forming a DDT as specified by the SAE [29] in a critical situation.
The technical delay in communication was further elaborated by
Kang et al. [20]. They present a case study further investigating
the imposed delay by comparing the effect of different levels of
resolutions in LTE [32] and Wi-Fi [33], which represent "wireless
networks used by vehicles" [20, p. 22]. Their results show that
higher resolutions, i.e., higher image sizes, lead to higher image
latencies.

Concerning the given limitations on remote driving operations,
we propose that the effects of limitations on remote assistance are
less intensive and, therefore, bearable. As the task of speed and
brake control is delegated to the vehicle, many involved security
issues caused by latency and human factors (see Section 2.3) are
minimized or entirely mitigated. Additionally, enabling the RO
to plan vehicle routes for limited distances within remote assis-
tance also enables them to assist multiple vehicles simultaneously,
contrary to basic remote driving. Therefore, our study focuses on
remote assistance to take advantage of the benefits an SAE 4 vehicle
presents to mitigate security risks.

http://tinyurl.com/havocproject
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3 User Study
We systematically explored three interaction concepts based on a
previous overview by Majstorović et al. [26]: waypoint guidance,
trajectory guidance, and path planning. Additionally, we were inter-
ested in the effect of multiple parallel requests. While the apparatus
allows up to seven parallel requests, internal pilot tests before the
main study showed that four parallel requests are already highly de-
manding. Therefore, the independent variables were the interaction
concept and the number of requests. We did not include overview
maps and technical details of the requesting vehicle. While these
are relevant data for a real-life application, for our research ques-
tion (RQ), these were irrelevant due to the focus on a self-contained
scenario without references to other locations. The two RQs that
guided this study were:

RQ1: What are the effects of different interaction con-
cepts on potential remote operators in terms of (1) us-
ability, (2) acceptance, (3) performance, (4) efficiency
and effectiveness?
RQ2: What are the effects of scaling the number of
requests with the interaction concept?

3.1 Apparatus

Figure 1: Scene overview of the road works.

The apparatus comprises a Unity application for the driving
and interaction environment (see Figure 1). We designed a stan-
dalone application using Unity 2022.3.7. This application simulates
one or more AVs approaching road works. These road works are
also mirrored to avoid participants becoming too accustomed to
the environment without changing the actual task’s difficulty. In
the scenario, there are three lanes with other vehicles. The driv-
ing environment aligns with previous research on takeovers on
highways [7]. We used the Mobile Traffic System asset2 to simu-
late traffic behavior. The traffic and AV speed at the start of the
interaction is ≈120km/h.

The traffic alongside the assisted AV behaved according to Ger-
man traffic regulations, which prohibit overtaking within this road
works area due to the present lane markings. Consequently, if a

2https://assetstore.unity.com/packages/tools/behavior-ai/mobile-traffic-system-
194888; Accessed on 14.08.2024

Figure 2:Workspace of the participants. The image shows the
monitor used for the experiment with a mounted webcam.

request is neglected (e.g., waiting for instructions) for too long, it
will cause a traffic jam in its lane.

When a path is processed, the AV begins to follow it without
prior effectiveness checks (e.g., we did not check whether this is
the fastest path or whether the path would lead to a successful
exit of the construction site). Therefore, planning a suitable path
is entirely delegated to the RO, while the AV retains responsibility
for proper path following, including collision avoidance and cruise
control. This follows the application requirements of at least an
SAE-Level 4 vehicle to perform remote assistance, as specified by
Bogdoll et al. [4].

To resolve an incoming request, a total distance of 600 meters
had to be traversed, of which the vehicle had an initial path of 200
meters already assigned when issuing the request, which could
optionally be overwritten by the RO. This path distance is implied
by the specified view range of our remote assistance view, which
is set to 200 meters, starting from the vehicle. This aligns with the
minimum range requirement for LiDAR sensors, as specified by
Bastos et al. [3]. Current LiDAR systems also already meet this
requirement as Liu et al. [25] mention. To safely travel the distance
required to resolve the request without changing the initial zoom
level, an RO would have to make a minimum of ten separate path
inputs for trajectory guidance, seven for waypoint guidance, or three
for path planning. However, zooming was enabled, therefore, these
values are just for reference.

The RO was given 120 seconds to resolve all incoming requests
in the study. When multiple requests were to be assisted, all of them
came in at the same time.

Regarding hardware, we used a QHD 27-inch monitor (i.e., the
Dell S2721D) and a standard cable mouse and keyboard (see Fig-
ure 2). In this work, we deliberately omitted technical limitations
of RO such as latency to test the interaction concept effectively.

https://unity.com/
https://assetstore.unity.com/packages/tools/behavior-ai/mobile-traffic-system-194888
https://assetstore.unity.com/packages/tools/behavior-ai/mobile-traffic-system-194888
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3.2 Procedure
Each participant experienced 12 conditions, representing a 3 × 4
design (interaction concept with three levels: trajectory guidance,
waypoint guidance, and path planning and number of requests with
values ranging from one to four). Each condition (i.e., combina-
tion of interaction concept and number of requests) had one trial.
Therefore, every participant had to handle 30 requests in total.

Each session started with a brief introduction and signing of
the consent form. Afterward, participants had time to get accus-
tomed to the systems. Each participant was introduced to all system
capabilities, including the user interface and the interaction con-
cepts. Furthermore, each participant was encouraged to familiarize
themselves with the system and particularly with the interaction
concepts until becoming confident with them. For this purpose, the
same scenario was used as in the real conditions with two concur-
rent requests. The conditions were then presented in counterbal-
anced order using a Latin square. The conditions with the same
interaction concept were not placed together. No participant men-
tioned any frustration by constantly switching interaction modali-
ties. The introduction to the capabilities of the system was given as
follows:

You are a remote operator for automated vehicles that
are not capable to operate in all possible conditions.
Therefore, if they encounter scenarios in which they
cannot or are not allowed to operate, you are asked
to take control from afar. Depending on the condition,
you will use different interaction concepts to guide the
automated vehicle through the scenario.

After all conditions, a demographic questionnaire was filled out
by the participants. On average, a session lasted 80 min. Participants
were compensated with 15€.

3.3 User Interface
3.3.1 Request Management. At the beginning of the interaction,
the left panel shows the requests of the vehicles. The middle is still
empty and at the bottom, there are fields for information on the
emerging requests (see Figure 3). The possible keystrokes on the
right apply to the interaction concept used.

The requests can be dragged to the center or to the right edge
via drag-and-drop. The areas for this are highlighted. Up to two
requests can be active at the same time; while only one of them can
be controlled (the large one in the middle), the other one (right at
the edge) can only be observed.

In the lower panel, the reason for the required takeover is de-
scribed. Just above it is the speed of the vehicle, and to the right
of it, a representation of a vehicle, from which the front and rear
are illuminated in yellow as soon as something is near the vehicle.
This indicates that the vehicle cannot drive in that direction.

In the input panel for the interaction, there are three buttons.
From left to right, first, the "Vehicle Focus" button. When pressed,
the view constantly follows the vehicle. The second is the "Path
End Focus". Here, the view jumps to the end of the path as long as
this button is active. The focus is lost as soon as the operator moves
the view by pressing and dragging the left mouse button. Third
is the "lock button". When this is active, the operator restricts the
manual dragging direction of the view to only forward or backward

movement. Otherwise, all directions are possible. One can also drag
opened requests back to the list on the left anytime. The goal is
to answer the requests in such a way that the vehicle can drive
independently again. The vehicle will announce itself by means of a
text in the middle as soon as this is the case. The request disappears
shortly thereafter.

3.3.2 Interaction Concepts. In general, starting and stopping were
handled by the AV as long as collision avoidance did not trigger
and was no task of the RO. Compared to previous work, e.g., by
Brecht et al. [5], our interface provided a bird-view visualization
compared to an ego perspective. Importantly, these concepts also
work without clear lane separation; therefore, simplifications like
buttons for “move along” or “switch lane” maneuvers were avoided.

Waypoint Guidance. The user can form the path by sequentially
clicking the right mouse button and the resulting points (see Fig-
ure 4a; also called waypoint guidance by Brecht et al. [5]). Points
that would form an internal angle of <= 90° will result in no way-
point set, as this maneuver would not be possible by a vehicle. 90°
turns are possible with advanced steering systems3. Importantly,
the final movement of the AV was always determined by the Po-
larith AI asset4. This incorporates calculations for semi-realistic
movements. The RO can add waypoints between others and move
points after pressing the mouse. In addition, pressing the Shift key
and clicking the mouse can delete a waypoint again. Holding the
control key when placing and moving points sets the position to
the center of a lane, similar to the trajectory guidance interaction.

Trajectory Guidance. The RO can draw the path by dragging the
mouse (see Figure 4b; also called trajectory guidance by Brecht
et al. [5]). The right mouse button must be pressed during this
process. This generates equidistant waypoints. Hectic movements
in opposite directions are blocked. These are detected by taking
the next three consecutive waypoints and forming an (imaginary)
triangle. If the internal angle at the second point is >= 90°, the input
is blocked. When the mouse button is released, the newly drawn
path is accepted and the vehicle starts to follow it. This interaction
also enables to extend and fully or partially replace paths.

What happens in the end when drawing new paths depends on
the distance of the start and end points to the last drawn path:

• Extension: If only one point of the new path is close (i.e.,
3.5m) to the existing path, the old path is extended. The
extension direction depends on the distances to the start and
end points and the vehicle involved.

• Replacement: If both the start and end points of the new path
are close to the old one, the segment in between on the old
path is replaced with the new path.

• Parallel Replacement: If the new path is close enough to the
old one and runs parallel, the parallel part is replaced with
the new path. This rule is rarely used and has a low threshold
to prevent interference with extensions.

Holding down the control key automatically draws in the middle
of the lane next to the cursor, simplifying the process of drawing

3https://www.youtube.com/watch?v=uZas2YCV3JY; Accessed: 29.11.2024
4https://assetstore.unity.com/packages/tools/behavior-ai/polarith-ai-pro-
movement-with-3d-sensors-71465; Accessed on 08.12.2024

https://www.youtube.com/watch?v=uZas2YCV3JY
https://assetstore.unity.com/packages/tools/behavior-ai/polarith-ai-pro-movement-with-3d-sensors-71465
https://assetstore.unity.com/packages/tools/behavior-ai/polarith-ai-pro-movement-with-3d-sensors-71465
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Figure 3: The main screen of the application. Here, four requests have to be handled in parallel. UI elements overview: (1)
request list, (2) main request camera, (3) information panel, (4) remote assistance input panel.

(a) Waypoints. 4 individual waypoints (shown in dark green) are auto-
matically connected. A second request is shown to the right.

(b) Trajectories. By moving the pressed mouse cursor, points (shown
in dark green) are combined into a trajectory.

(c) Path planning. Three potential paths are visible and color-coded.
A second request is in the queue don’t he left.

Figure 4: Overview of employed interaction concepts for remote operation. The ego-vehicle is shown in blue. The green part
shows the future trajectory that is already planned.
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along the roadway when no special maneuvers, such as changing
lanes or driving outside regular lane boundaries, are required.

Path Planning. The user can set the path by selecting from sug-
gested paths with the right mouse button (see Figure 4c; called
collaborative planning by Brecht et al. [5]). In the evaluated sce-
nario, up to three paths (two while driving through the construction
site) are continuously generated depending on the situation (i.e.,
the number of lanes). By holding the shift key, one can select from
three static generated reverse paths, as seen in Figure 5. These do
not align with any roadway shapes and represent a fallback option
to reposition in case of blocking objects in front of the vehicle or
required orientation adjustments. This interaction concept includes
the assumption that the AV will still be able to plan possible paths
but either might not be allowed to execute them due to a legal
boundary or the confidence in the applicability might be too low.
Waymo claims to “identify [...] stop signs greater than 500 meters
away” [19], thus, we cautiously showed trajectories up to 185m in
front of the AV.

Figure 5: Backward paths in path planning. Three options are
possible, as for forward paths. For visual distinction, other
colors are used.

3.4 Participants
We computed the desired sample size for the main experiment via
an a-priori power analysis using G*Power [12]. To achieve a power
of .8, with an alpha level of .05, theoretically, 21 participants should
result in an anticipated medium effect size (Effect Size f =0.27) in a
repeated measures ANOVA.

We recruited N=23 participants (Mean age = 23.9, SD = 2.60,
range: [18, 28]; Gender: 34.8% women, 60.9% men, 4.35% non-binary;
Education: High school, 56.52%; College, 43.48%). Participants played
video games on average M=12.91 (SD=15.43) hours per week. On
5-point Likert scales (1 = Strongly Disagree — 5 = Strongly Agree),
participants showed high interest in AVs (M=4.57, SD=.51), believed
AVs to ease their lives (M=4.22, SD=.85), but were skeptical about
whether they become reality by 2033 (M=3.57, SD=1.34). Partici-
pants had no prior expertise in remote control.

3.5 Measurements
Objective dependent variables: During each session, the system
logged the eye gaze with 60 Hz for the four areas of interest: request
panel, info panel, main panel, and secondary panel. We also logged
the current lane deviation in meters and mouse movements (only
after the third participant due to technical problems) in cm with 10
Hz.

Subjective dependent variables: After each condition, we mea-
sured the Task Load Index via the NASA-TLX [17] on 20-point
scales and usability via the system usability scale (SUS) [6] which is
a 10 item questionnaire with five response options: from Strongly
agree to Strongly disagree. These items are: “I think that I would
like to use this system frequently., “I found the system unnecessar-
ily complex.” , “I thought the system was easy to use.”, “I think that
I would need the support of a technical person to be able to use
this system.”, “I found the various functions in this system were
well integrated.”, “I thought there was too much inconsistency in
this system.”, “I would imagine that most people would learn to use
this system very quickly.”, “I found the system very cumbersome
to use.”, “I felt very confident using the system.”, “I needed to learn
a lot of things before I could get going with this system.”. Finally,
we asked participants about their acceptance using the van der
Laan acceptance scale [35] consisting of nine semantic differentials
rating a system. It measures acceptance on the two subscales Use-
fulness (averaging the five items: Useful ↔ Useless, Bad ↔ Good,
Effective↔ Superfluous, Assisting↔Worthless, Raising Alertness
↔ Sleep-inducing) and Satisfying (averaging the items: Pleasant↔
Unpleasant, Nice ↔ Annoying, Irritating ↔ Likeable, Undesirable
↔ Desirable).

After all conditions, participants rated their preferences regard-
ing the interaction concepts from greatest (ranking = 1) to lowest
(ranking = 3). Open questions regarding improvement proposals
were also asked (i.e., “Why did you rate them that way?” and “Please
describe further positive aspects and ideas for improvement.”).

4 Results
4.1 Data Analysis
Before every statistical test, we checked the required assumptions
(e.g., normality distribution). For non-parametric data, we used the
ARTool package by Wobbrock et al. [38] as the typical ANOVA is
inappropriate with non-normally distributed data and Holm cor-
rection for post-hoc tests (using Dunn’s test). The procedure is
abbreviated, as in the original publication, with ART. R in version
4.4.1 and RStudio in version 2024.09.0 was employed. All packages
were up to date in December 2024.

4.2 Eye Gaze
The descriptive eye gaze data in Figure 6 shows clearly that the
main panel was always viewed the most. The actual request panel
received very little attention from the participants. If multiple re-
quests were present, participants did focus > 25% of their visual
attention on the secondary panel (see Figure 6b).



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Colley et al.

0

20

40

60

80

Path planning Trajectory Waypoint

P
er

ce
nt

ag
e 

F
ix

at
io

n 
- 

E
xc

lu
de

d 
N

ul
l

Main
Request
Secondary

(a)

0

25

50

75

100

One Two Three Four

P
er

ce
nt

ag
e 

F
ix

at
io

n 
- 

E
xc

lu
de

d 
N

ul
l Main

Request
Secondary

(b)

Figure 6: Fixations regarding the interaction concept (a) and the number of requests (b). Displayed are the gaze areas in
percentages.
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Figure 7: Number of missing requests per interaction concept.

4.3 Number of Missed Requests
The ART found a significant main effect of interaction concept
(𝐹 (2, 38) = 46.97, p<0.001), of number of requests (𝐹 (3, 57) = 37.34,
p<0.001), and a significant interaction effect of interaction concept ×
number of requests on number of missed requests (𝐹 (6, 114) = 9.09,
p<0.001; see Figure 7). While the number of missed requests natu-
rally increasedwithmore number of requests, the difference between
the interaction concept increases drastically between trajectory guid-
ance when four requests are present. This indicates that the effort
for trajectory guidance increases faster with more requests.

4.4 Lane Deviation
Lane deviation is a key metric for evaluating path quality during
the RO of AVs, as it reflects how well the operator’s inputs align
with the optimal path, which is in the middle of a lane. Every lane

switch is somewhat risky. It also measures operator performance,
highlighting their ability to maintain situational awareness and
provide effective guidance. Since the AV handles safety-critical
functions like collision avoidance, lane deviation becomes a proxy
for potential operational risks and system usability.

Time-dependent lane deviation (see Figure 8a): This value
is calculated by summing up the current lane deviation (distance
to the next lane middle) for every active request in the condition,
10 times per second. The distribution of these values for every
participant is visualized in Figure 8a, with the averages for each
condition highlighted (lower is better).

The ART found a significant main effect of interaction concept
(𝐹 (2, 44) = 28.89, p<0.001) and of number of requests (𝐹 (3, 66) =

82.07, p<0.001) on absolute sum of lane deviation.
A post-hoc test found that Fourwas significantly higher (M=685.56,

SD=519.48) in terms of absolute sum of lane deviation compared
to Three (M=566.05, SD=458.19; p𝑎𝑑 𝑗=0.032), compared to Two
(M=355.21, SD=301.27; p𝑎𝑑 𝑗 <0.001), compared to One (M=168.39,
SD=159.37; p𝑎𝑑 𝑗 <0.001). A post-hoc test found that Three was sig-
nificantly higher (M=566.05, SD=458.19) in terms of absolute sum of
lane deviation compared to Two (M=355.21, SD=301.27; p𝑎𝑑 𝑗 <0.001)
and compared to One (M=168.39, SD=159.37; p𝑎𝑑 𝑗 <0.001). A post-
hoc test found that Twowas significantly higher (M=355.21, SD=301.27)
in terms of absolute sum of lane deviation compared toOne (M=168.39,
SD=159.37; p𝑎𝑑 𝑗 <0.001).

A post-hoc test found that Trajectory (M=570.26, SD=520.80;
p𝑎𝑑 𝑗 <0.001) and Waypoint (M=471.05, SD=453.22; p𝑎𝑑 𝑗=0.006)
were significantly higher in terms of absolute sum of lane devi-
ation compared to Path planning (M=290.10, SD=216.81). A post-
hoc test found that Trajectory was significantly higher (M=570.26,
SD=520.80) in terms of absolute sum of lane deviation compared to
Waypoint (M=471.05, SD=453.22; p𝑎𝑑 𝑗=0.047).

Progress-dependent lane deviation (see Figure 8b): This value
is calculated by first computing each request separately. For every
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(a) Total sum of time-dependent lane deviation of all active requests.
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(b) Sum of average lane deviation per request, weighted by progress

Figure 8: Effects on AV lane deviation.

request, all records of lane deviation are mapped to and averaged
over the respective current progress in meters (floored to integers).
Subsequently, these averages are joined within conditions and par-
ticipants based on the respective progress value and averaged again.
Finally, these averages are summed up over progress, resulting in
the sum of the average lane deviation per condition and participant
weighted by request progress. The distribution of these values for
every participant is visualized in Figure 8b, with the averages for
each condition highlighted (lower is better).

The ART found a significant main effect of interaction concept
(𝐹 (2, 44) = 6.60, p=0.003) and of number of requests (𝐹 (3, 66) =

30.63, p<0.001) on average sum of lane deviation.
A post-hoc test found that Four (M=125.40, SD=65.25; p𝑎𝑑 𝑗 <0.001),

Three (M=134.07, SD=67.46; p𝑎𝑑 𝑗 <0.001) and that Two was signifi-
cantly higher (M=116.76, SD=60.83; p𝑎𝑑 𝑗 <0.001) in terms of average
sum of lane deviation compared to One (M=100.09, SD=68.29).

A post-hoc test found that Trajectory (M=129.71, SD=68.05) and
Waypoint (M=131.79, SD=87.19) were significantly higher in terms
of average sum of lane deviation compared to Path planning (M=95.74,
SD=15.72; both p𝑎𝑑 𝑗 <0.001).

4.5 Neglected Time
Neglected time was calculated by adding up the durations during
which requests were neglected (i.e., a request is issued but not
worked on in the main windows) and then calculating the average
of this sum (i.e., cumulative neglected time total divided by neglect
counts). A request is considered neglected when the RO is required
to take action to enable a stopped vehicle to resume driving but
does not as soon as a request is emitted.

The ART found a significant main effect of interaction concept
(𝐹 (2, 44) = 60.38, p<0.001), of number of requests (𝐹 (3, 66) = 89.67,
p<0.001), and a significant interaction effect of interaction concept
× number of requests on neglected time (𝐹 (6, 132) = 8.86, p<0.001;
see Figure 9)
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Figure 9: Interaction effect on neglected time.

The average neglected time per request naturally increased with
more number of requests. At each level of number of requests, path
planning incurs the least amount of neglect time, while trajectory
guidance incurs the highest.

4.6 Mouse Movements
The ART found a significant main effect of interaction concept
(𝐹 (2, 38) = 7.30, p=0.002), of number of requests (𝐹 (3, 57) = 65.80,
p<0.001), and a significant interaction effect of interaction concept
× number of requests on mouse travel distance (𝐹 (6, 114) = 5.41,
p<0.001; see Figure 10). While the order (from least to most move-
ments) was consistently higher, the more requests were involved,
for the trajectory guidance, already two requests led to very high
mouse movement.
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Figure 10: Interaction effect on mouse travel distance (cm).

4.7 Task Load
The ART found a significant main effect of interaction concept
(𝐹 (2, 44) = 20.83, p<0.001; see Figure 11a) and of number of re-
quests on TLX score (𝐹 (3, 66) = 22.02, p<0.001; see Figure 11b).

A post-hoc test found that Trajectory (M=9.74, SD=4.26) andWay-
point (M=7.95, SD=4.11) were significantly worse in terms of TLX
score compared to path planning (M=6.06, SD=3.30; p𝑎𝑑 𝑗 <0.001)
and that Trajectory was significantly worse (M=9.74, SD=4.26) than
Waypoint (M=7.95, SD=4.11; p𝑎𝑑 𝑗=0.005).

A post-hoc test found that Four (M=9.54, SD=4.41; p𝑎𝑑 𝑗 <0.00),
Three (M=8.85, SD=3.81; p𝑎𝑑 𝑗 <0.00), and Two requests were signif-
icantly worse (M=7.77, SD=3.86; p𝑎𝑑 𝑗=0.002) in terms of TLX score
than One request (M=5.50, SD=3.51).

4.8 System Usability Score
The ART found a significant main effect of interaction concept
(𝐹 (2, 44) = 23.96, p<0.001; see Figure 12a) and of number of re-
quests on the SUS score (𝐹 (3, 66) = 4.16, p=0.009; no significant
post-hoc results; see Figure 12b).

A post-hoc test found that path planning was significantly higher
(M=82.47, SD=13.06) in terms of SUS score compared to Trajec-
tory (M=58.48, SD=22.45; p𝑎𝑑 𝑗 <0.001) and Waypoint (M=65.16,
SD=21.27; p𝑎𝑑 𝑗 <0.001). A post-hoc test found that Waypoint was
significantly higher (M=65.16, SD=21.27) in terms of SUS score than
Trajectory (M=58.48, SD=22.45; p𝑎𝑑 𝑗=0.041).

4.9 Usefulness and Satisfying
The ART found a significant main effect of interaction concept
(𝐹 (2, 44) = 14.60, p<0.001) and of number of requests on Useful-
ness (𝐹 (3, 66) = 4.39, p=0.007 (lower is better); see Figure 13).

A post-hoc test found that Trajectory (M=1.27, SD=0.87) and
Waypoint (M=0.87, SD=0.79) were significantly worse in terms
of Usefulness compared to path planning (M=0.48, SD=0.40; both
p𝑎𝑑 𝑗 <0.001) and that Trajectory was significantly worse (M=1.27,
SD=0.87) compared to Waypoint (p𝑎𝑑 𝑗 <0.001).

The ART found a significant main effect of interaction concept
(𝐹 (2, 44) = 22.25, p<0.001) and of number of requests on Satisfying
(𝐹 (3, 66) = 7.01, p<0.001 (lower is better); see Figure 13).

A post-hoc test found that Trajectory (M=-0.01, SD=1.05) and
Waypoint (M=-0.52, SD=0.95) were significantly worse in terms
of Satisfying compared to path planning (M=-1.20, SD=0.66; both
p𝑎𝑑 𝑗 <0.001) and that Trajectory was significantly worse (M=-0.01,
SD=1.05) than Waypoint (p𝑎𝑑 𝑗 <0.001).

A post-hoc test found that Two was significantly higher (M=-
0.47, SD=0.99) in terms of Satisfying compared to One (M=-0.86,
SD=0.99; p𝑎𝑑 𝑗=0.048).

4.10 Movement Patterns
During the study’s remote assistance, the position of each request-
ing AV was recorded. Figure 14 and Figure 15 illustrate the AVs’
paths from the end of their initial route to the start of the road
works. This area was specifically selected as it contains the last
overtaking position and densely represents the contrasts in the
steering behavior between the interaction concepts. For Figure 15,
there are only data from two requests as for one request, the road
works were always on the left side. The complete recordings of the
AV positions are visualized in the appendix A. While no statistical
test was conducted, a tendency to less controlled steering can be ob-
served for waypoint guidance and especially for trajectory guidance
compared to path planning.

4.11 Ranking and Open Feedback
A Friedman rank sum test found a significant effect of interac-
tion concept on ranking (𝜒2(2)=21.48, p<0.001, r=0.47). Participants
clearly preferred path planning, followed by waypoint guidance.
trajectory guidance was ranked the lowest. All comparisons were
significant.

Users commend the system’s path planning mechanism, describ-
ing it as "optimal," which suggests that the core functionality meets
or even exceeds expectations. This is bolstered by the general agree-
ment that the underlying concept of the system is solid, as one user
explicitly stated, "The idea itself is good."

However, there are notable concerns regarding remote opera-
tion in general, particularly related to technical limitations such
as latency, signal reception, and dead zones. These are considered
potential hazards, as one user articulated, "Technical aspects such
as delay, signal quality, signal dead zones, etc. could lead to more
dangers than benefits." These technical issues raise questions about
remote operation’s general efficacy and safety, especially when
vehicles navigate complex environments like construction zones.
In this context, users desire more guidance, highlighting that "solu-
tions measures for getting stuck in construction sites would have
been very helpful."

Users find the trajectory guidance to be imprecise and time-
consuming, suggesting a need for simplification and stabilization.
This sentiment is captured in the statement, "Trajectories in com-
parison were generally too imprecise and time-consuming."

Regarding usability, for instance, users would appreciate the
ability to have the vehicle move backward, as suggested, "As an
improvement, I would suggest always having the option to drive
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Figure 11: TLX Score per interaction concept and number of requests.
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(b) SUS Score per number of requests.

Figure 12: SUS Score per interaction concept and number of requests.

backward." This is interesting as this was always possible. Further-
more, there is a desire for the system to automatically focus on
the most urgent cases, as mentioned in "A mode in which Main-
View automatically switches to the most urgent case after a short
visual warning." Additional features that could improve the system
include an automatic focus on the end of the path, as one user
recommended, "When using path planning, the system could jump
directly to the end of the path." Again, we actually supported this
via a single click. Finally, participants mentioned the desire to be
able to switch between interaction concepts.

5 Discussion
This work compared the three interaction techniques trajectory
guidance, waypoint guidance, and path planning for remote oper-
ation of AVs outside their ODD. The interaction techniques were
tested with one to four parallel requests. We found that participants
preferred the path planning interaction, where they could rely most
on the AVs’ suggestions, which also was done in previous work [1].
This leads to questions of the necessary decision support capability
level, even for remote assistance.

Eye gaze Gaze distributions between displays are very similar
across concepts. With one request, the operator focuses 100% on the
main display. With 2-4 requests, the gaze distribution is equal, with
around 30% on the secondary display and slightly above 60% on the
main display, and only a few percent on the request display. Except

for one request, when the operator only needs to focus on the main
display, eye gaze distributions are very similar despite an increase
in the number of requests. Eye gaze distribution is also very similar
across interaction concepts. This could indicate that task demand
does not have an effect on how the screens are used. Also, it hints
that more granular analysis may be necessary to reveal differences
in eye-gaze patterns between interaction concepts.

Number of missed requests and Lane Deviation Overall,
one request consistently shows the best performance with the least
neglected time, while Four requests consistently has the highest
average neglected time and the most variability, indicating large
individual differences in operator performance. The results show
that the Trajectory concept stands out as a rather poor design for
handling several requests simultaneously. While Path planning has
a lower variation between the number of requests, the difficulty of
handling requests with the Trajectory concept is accelerated as the
number of requests increases. Primarily, this result indicates the
importance and benefit of appropriate system capability, i.e., that
lowering the task demand by automating manual tasks can help
increase the number of vehicles an operator can handle simultane-
ously (REF). The results also show the importance of design for the
task, where the Path planning concept seems to be a better design
to allow for more vehicles to be controlled under a given workload.

Neglected time analysis The neglected time measurements
show similar patterns as the number of missed requests. As can
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Figure 13: Usefulness and Satisfying per interaction concept and number of requests.

be expected, the data indicates that an operator’s ability to attend
to requests in a timely manner becomes lower as the number of
vehicles increases. It also shows that the interaction design affects
how well (fast) the operators can respond. This has direct implica-
tions for the design of remote operation centers and the allocation
of vehicles to operators. Specifically, the Trajectory concept shows
a peak in neglected time for operators managing more than one
vehicle, suggesting that this interaction concept may be particularly
demanding, while Path planning gives an overall lower neglect time.
The long error bars for operators managing four vehicles suggest
high variability in how different operators handle this workload.
This could be due to individual differences in capacity or working
strategies stressing the need for training and good work procedures.

5.1 How Many Parallel Requests Are Feasible
For Remote Operators Or Is it even
Acceptable?

While it is sometimes implicitly assumed in the literature (e.g., by
employing direct control via a steering wheel [1]) that an RO will
only ever directly handle one request at a time, fleet management
requires supervision of several vehicles [24], with an ever-present
likelihood of several interventions being necessary simultaneously.
The cognitive and motor demand on a human interacting with
standard physical vehicle controls cannot necessarily be translated
directly into a one-to-many (see Hashimoto et al. [18]) fleet man-
agement setting and is also mediated by the mode of control. Dif-
ferences in input and output modulate demand simultaneous direct
intervention capabilities. Our data suggests that multiple requests
are feasible within certain limits. We even found that satisfaction
was higher with two than with only one request (see Section 4.9).
Additionally, no clear patterns are observable that indicate that a
higher number of parallel requests leads to higher variability in the
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Figure 14: Movement patterns when approaching the left-sided road works.
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Figure 15: Movement patterns when approaching the right-sided road works.

movement patterns (see Figure 14 and Figure 15). The boundaries
arise more from the question of how long AVs can be neglected
and how many missed requests are acceptable or can be handled
by other ROs? This emphasizes the need to also consider organiza-
tional aspects in the design of remote operation systems. Figure 7

and Figure 9 show initial data on what to expect with different tech-
niques and number of parallel requests with alert and refreshed
ROs. The question remains whether this can be generalized to all
contexts or whether there are configurations (driving environment,
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vehicle types, traffic density) that put increased demand on input
or output capabilities and result in lower scalability potential.

5.2 System Capability Necessities for Remote
Operation

This study found that participants could handle more than one
request in parallel. While no sustained workload was induced over
longer periods of time, at least for two requests, the relevant de-
pendent variables were still in acceptable ranges. For the "ideal"
number of simultaneous operations, data shows a noticeable diver-
gence when more than three operations are involved. This suggests
that 1-3 operations may be an appropriate range. However, user
satisfaction peaks at two operations, narrowing the ideal range fur-
ther. Future work should explore whether one operation becomes
monotonous over time and whether managing three operations be-
comes overly demanding, irrespective of the interface or interaction
technique used.

However, we highlight that the appropriateness of multiple
request-handling depends not only on the interface for the RO
but heavily on the capabilities of the AV controlled. Path planning
is the most constrained technique in terms of input flexibility and
available vehicle actions, making it the simplest to deploy for an
operator. However, it requires the highest technical sophistication
on the AV side. The technical capabilities of the AV necessary do not
alter between trajectory guidance and waypoint guidance as a tra-
jectory guidance is simply multiple waypoints taken together. The
question then becomes whether it offers any distinct advantages
over the reduced technical capabilities of AVs, possibly reflected
in qualitative data. There is a potential for improving overall effec-
tiveness and usability if both modes are available.

5.3 The Ideal Interaction Mode and the Need for
Alternatives

Remote assistance is a multi-faceted interaction challenge. There-
fore, the simulator to study parts of it must reflect these. Our simu-
lator for remote vehicle operation provided simplicity and focus,
allowing participants to compare operational modes easily. For this
purpose, the three modalities were presented as exclusive alterna-
tives, assuming ideal operating conditions. path planning received
the best rating in all dependent variables, thereby, showing a clear
preference. However, for path planning specifically, our implemen-
tation meant that the operation was predicated on there being at
least one optimal or correct path to choose from. In a realistic set-
ting, the possibility of system deficiencies leading to suboptimal
path recommendations would need to additionally be considered,
putting path planning as the lone preferred mode into perspective.
Thus, path planning can be seen as a reasonable default but with a
need for a workaround in case the default is not viable. On the basis
of the results from this study, the workaround option would be
the waypoint guidance due to possessing the necessary capabilities
to more finely define a route while performing better overall than
trajectory guidance. The eventual interaction concept that enables
both scalability and finetuning- or workaround-options is one with
path planning as the default control mode and waypoint as the
supplementary mode.

An additional consideration in particular towards path planning
is its active recommender-characteristic, which renders it most con-
venient. This raises additional questions regarding accountability
or liability in case its recommendations are wrong [28]. Who would
be held responsible if a fleet management system were to cause
accidents based on suboptimal trajectory recommendations? Is it a
system defect or a failure of the human operator, who should per-
haps have verified the trajectory? Is it the responsibility of the third
party offering the fleet management software or the OEM’s who
offered it to the fleet owner as part of a teleoperation-ready vehicle
package? While we cannot determine these legal requirements,
our study suggests that if allowed, path planning is an appropriate
interaction mechanism for ROs.

5.4 Methodology
Studying remote operation is difficult due to the numerous activ-
ities, scenarios, and potentially confounding factors. Therefore,
setups need to be specifically fashioned towards the specific in-
vestigative focus (vehicle control, status monitoring, routing, etc.),
with one-size-fits-all setups not being feasible nor appropriate in
most instances. In our case, this was the case with the focus on
the interaction possibilities path planning, waypoint guidance, and
trajectory guidance, which we decided to investigate in a compara-
tive, single-view setting. Adding, for example, additional monitors
with other information, such as a map, would have been easily
doable and would be a sensible extension in a follow-up to explore
a combination with spatial planning or traffic load management.
However, this would reduce the focus on the intervention. The
multifacetedness of remote interaction is also reflected in relevant
dependent variables. We logged numerous data and also incorpo-
rated usability, task load, and acceptance as subjective measures.
Arguably, the “neglected time” was the most important efficiency-
related measure for the focus on parallel requests. This metric also
has high relevance for real implementations and could serve as a
KPI (key performance indicator) for overall performance.

5.5 Limitations
We studied remote operations with N=23 rather young participants.
While this limits generalizability, our data can be seen as a base-
line of how remote operation could work in a best-case scenario.
Nonetheless, data on prolonged exposure and studies with older
participants are necessary. Additionally, due to the focus on high
internal validity, we did not have a full setup that could be envi-
sioned for ROs. Our results should, therefore, be replicated in such
a setup. Finally, we focused on one scenario. Other scenarios must
be evaluated in the future.

The single-monitor setup minimizes distractions but may limit
immersion and may not represent an actual operator environment
with multiple monitors (e.g., see Schrank et al. [31]). Nonetheless,
such a setup was, for example, also used by Andersson et al. [1].
Kettwich et al. [23], who supplied 7 monitors to participants, even
reports that participants stated that one monitor would suffice.
The major limitation for external validity, which was, however,
needed for internal validity, is that the scenario focuses on ideal
road conditions with a rather linear street, narrowing the study’s
applicability and risking steep learning curves. We reduced this by
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also mirroring the road works. However, this is still a limitation.
Further, there is a limitation to the fidelity of both the visual and
physical simulation in the apparatus. We used the Polarith AI asset5
to simulate the AV and the Mobile Traffic System asset6 to simulate
traffic. While this does not represent the real world, no participant
mentioned any confusion about the simulation. Lastly, the lack of
a quick "delete and stop" function is a notable omission regarding
already started trajectories. Further features would be an overview
map of vehicles while no request is active.

In this work, relevant factors such as latency [39] or potential
additional feedback for the RO [39] were out of scope. Future work
should investigate its effects and potential countermeasures (e.g.,
for latency, there are possibilities to reduce bandwidth or robust
prediction algorithms. See Zhao et al. [39] for an overview).

Furthermore, the driving experience could have affected per-
formance in our task. Future work could consider this in further
evaluations.

Finally, some of our assumptions might not hold for realistic
implementation (e.g., the maximum 90° internal angle for waypoints
might need to be reduced). Implementations using real vehicles will
need to evaluate this in the future.

6 Conclusion
This work compared three interaction techniques for the remote
operation of AVs: path planning, waypoint guidance, and trajectory
guidance. We tested these with one to four parallel requests. The
designed simulator can be re-used for multiple future use cases
and will be provided to interested researchers. In a within-subjects
study with N=23 participants, we found that path planning was
clearly preferred and led to the best overall results. Interestingly,
participants were most satisfied with two parallel requests, showing
that multiple parallel requests, at least under study conditions, are
possible. We discuss these findings in light of necessary AV capa-
bilities and considerations for multiple request handling. Our work
helps to safely introduce AVs into general traffic despite potential
technical limitations.

Open Science
The Unity scenario will be available upon request. This includes
installation instructions and information on required 3rd party
Unity assets. Anonymized data and evaluation scripts are available
at https://github.com/M-Colley/roads-chi25-data.
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Figure 16: Overview of movement patterns for the left-sided road works.
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Figure 17: Overview of movement patterns for the right-sided (mirrored) road works.
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