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Figure 1: (Left) Interactive workshop (N=5) exploring the information needs of blind and visually impaired people when exiting

future highly automated vehicles. Participants engaged with three initial low-fidelity prototypes: a smartphone, a window touch

prototype, and tactile bars. (Right) Study setup featuring three monitors and a real car door with PathFinder–a multimodal

interface–attached to simulate a ride with an HAV. The top section explains PathFinder’s functionalities, including the

compass needle, five extendable obstacle buttons, and the vehicle button. We used this setup to conduct a three-factorial

within-between-subject study, using system and scenarios as our two within factors and participants’ visual acuity as the

between factor
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Abstract

The introduction of Highly Automated Vehicles (HAVs) has the po-
tential to increase the independence of blind and visually impaired
people (BVIPs). However, ensuring safety and situation awareness
when exiting these vehicles in unfamiliar environments remains
challenging. To address this, we conducted an interactive work-
shop with N=5 BVIPs to identify their information needs when
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exiting an HAV and evaluated three prior-developed low-fidelity
prototypes. The insights from this workshop guided the develop-
ment of PathFinder, a multimodal interface combining visual,
auditory, and tactile modalities tailored to BVIP’s unique needs. In
a three-factorial within-between-subject study with N=16 BVIPs,
we evaluated PathFinder against an auditory-only baseline in ur-
ban and rural scenarios. PathFinder significantly reduced mental
demand and maintained high perceived safety in both scenarios,
while the auditory baseline led to lower perceived safety in the
urban scenario compared to the rural one. Qualitative feedback
further supported PathFinder’s effectiveness in providing spatial
orientation during exiting.

CCS Concepts

•Hardware→ Sensors and actuators; •Human-centered com-

puting → User studies; Laboratory experiments; Haptic devices;
Sound-based input / output; Accessibility design and evaluation

methods; Empirical studies in accessibility; Accessibility tech-

nologies; Accessibility systems and tools.
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1 Introduction

Over 270 million people worldwide live with vision impairments [2,
69], and this number is expected to rise as the population ages [11].
These impairments can limit daily activities such as driving [56],
making independent mobility a significant challenge. Hence, the
introduction of Highly Automated Vehicles (HAVs) in the near fu-
ture has the potential to improve transportation for people who
are blind or have visual impairments (BVIPs) [19]. Studies indicate
that sighted individuals barely expect increased independence using
HAVs, but this expectation is significantly higher among BVIPs [52].
Hence, by enabling independent and safe mobility among this de-
mographic, HAVs represent a crucial step toward achieving greater
equality in transportation [10]. However, ensuring safety and situ-
ation awareness when exiting these vehicles in unfamiliar environ-
ments remains a critical challenge as in today’s manually driven
vehicles, BVIPs often rely on drivers to drop them off at convenient
locations that make it easier to navigate their surroundings [15].
With the introduction of HAVs, BVIPs may gain more indepen-
dence [52] but are likely to face situations alone without human
assistance. This is where situation awareness will be particularly
important as BVIP. This situation awareness involves “the percep-
tion of the elements in the environment within a volume of time
and space, the comprehension of their meaning, and the projection
of their status in the near future”[26, p. 5]. In exciting situations,

specific assistance—like detailed information about the vehicle’s
surroundings while parked—can benefit BVIPs [15, 30]. However,
situation awareness is not exclusive to BVIPs. Research shows that
it also significantly enhances trust and perceived safety for sighted
passengers in HAVs [23, 29, 45, 73, 88, 91].

Related research has already been conducted on parts of the trip
via HAVs to enhance BVIPs’ situation awareness, including locat-
ing ride-sharing vehicles with a smartphone application [31] and
enhancing situation awareness during rides by conveying traffic-
relevant information [35, 37, 60, 61]. However, enhancing situation
awareness and safety while exiting the HAV remains underexplored.
Yet this part of the trip is crucial as it requires immediate awareness
of potential hazards like moving cyclists [15] or obstacles that could
cause trips or falls, posing significant safety risks. Unlike typical
pedestrian navigation, where BVIPs rely on tools like canes or guide
dogs, exiting an HAV involves rapidly adapting to a potentially un-
familiar and more hazardous environment. This situation requires
new solutions to complement traditional navigation aids.

A notable attempt to address this research gap is the prototype
ATLAS developed by Brinkley et al. [18], which utilizes computer
vision to articulate the surroundings upon arrival at the destina-
tion [18]. Despite its advancements, such as increased trust to-
wards the HAV, this solution is limited to auditory feedback only.
However, incorporating additional modalities, such as tactile feed-
back [89], might be even more helpful by providing a multimodal
approach [35]. In fact, research suggests that integrating multiple
modalities enriches the quality of information conveyed and signifi-
cantly enhances situation awareness for BVIPs, offering advantages
over single-modality feedback [90]. Specifically, the combination
of voice-based and tactile feedback is particularly effective for nav-
igation tasks [57].

This paper explores a new interface designed to support BVIPs
in such situations. Recognizing the advantages of multimodal in-
terfaces in conveying information to BVIPs [35, 61], we developed
three initial prototypes (a smartphone, a window touch prototype,
and tactile bars prototype) based on related work (e.g. [43, 47, 55,
61]). Each prototype featured various modalities, including tactile,
auditory, and visual cues, as well as different interaction strategies
like pointing and sensing. This enabled us to conduct a focused
evaluation of each modality and interaction strategy during an
interactive workshop with N=5 BVIPs. In addition to evaluating the
initial prototypes, the workshop explored the information needs of
BVIPs when exiting a future HAV and possible methods to convey
this information.

The workshop results highlight the need for a multimodal ap-
proach to provide information about the vehicle’s surroundings.
In response, we developed PathFinder, a system designed to help
BVIPs safely exit HAVs. By integrating visual, tactile, and auditory
modalities into its design, PathFinder adapts to BVIPs with dif-
ferent degrees of visual impairments. This approach ensures that
PathFinder effectively supports each passenger’s individual needs
in HAVs.

We evaluated PathFinder in a subsequent three-factorial, within-
between-subject user study with N=16 BVIPs. This study compared
PathFinder to an auditory-only baseline, the current standard in
accessible navigation technology, across two scenarios: a complex
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urban environment and a simpler rural setting. Quantitative re-
sults demonstrated that PathFinder significantly reduced mental
demand compared to the baseline. Additionally, the multimodal
system consistently maintained high perceived safety in both sce-
narios, whereas the auditory baseline resulted in lower perceived
safety in the urban scenario compared to the rural one. Additionally,
qualitative feedback revealed a preference for multimodal informa-
tion of conveyance of PathFinder, which improved participant’s
spatial orientation.

Contribution Statement [87]

• Empirical study that tells us about people. We developed
three low-fidelity prototypes with different interaction strategies
and modalities to assist BVIPs in exiting HAVs, which were used
as inspirational input for the interactive workshop with N=5
BVIPs. We found that participants preferred tactile cues as the
basic modality to gain an overview of the surrounding HAVs,
with auditory cues used for critical information, highlighting the
need for multimodal accessible interfaces.

• Artifact or System. Based on insights from the interactive work-
shop, we designed and developed PathFinder, a multimodal
interface including tactile, auditory, and visual modalities to as-
sist BVIPs in exiting HAVs. This artifact demonstrates how the
findings of the interactive workshop are applied to a concrete
interface design that can be reproduced in future studies, as we
provided all construction files as open source.

• Empirical study that tells us about howpeople use a system.

In the following user study with N=16 BVIPs, we found that
PathFinder significantly reduced mental demand compared to
an auditory-only baseline and maintained high perceived safety
in both urban and rural scenarios. These results provide empirical
evidence that multimodal interfaces can outperform unimodal
systems in the HAV context, especially in complex environments,
and highlight the need to tailor the interface to the user’s visual
acuity and the situation at hand.

2 Related Work

This research is grounded in current research on BVIPs and HAVs.
We present navigation aids for BVIPs primarily designed to support
pedestrians. Following this, we dive into the context of HAVs by
describing current research on the needs of BVIPs within these
vehicles.

2.1 Navigation Aids for Visually Impaired

People

Giudice and Legge [40] explored how technological aids assist with
navigation for people with visual impairments, identifying four
key considerations: (1) The conveyance of visual information into
auditory or tactile modalities should be defined clearly, accommo-
dating the cognitive demands and learning curve of users. (2) The
presented information should be minimized to the essentials. (3)
Given that each system has unique advantages and disadvantages
depending on the context, combining various aids might be neces-
sary for effective navigation across different scenarios. (4) Devices
should be designed to be non-intrusive and aesthetically pleasing.
Building on these guidelines, several navigation aids have been

developed and assessed to support BVIPs. For this, Ducasse et al.
[25] reviewed various dynamic tactile maps for BVIPs, classifying
them into Digital Interactive Maps displayed on flat surfaces like
screens and Hybrid Interactive Maps that incorporate both digital
and physical elements. These dynamic tactile maps have demon-
strated higher performance compared to touchscreen and swell
paper maps (a type of tactile paper that raises printed images or
text) regarding map reading speed and the ability to create a mental
map of the route [92]. Further research by Holloway et al. [48]
demonstrated that tactile maps [...] support orientation and mobility
through identification of landmarks, route planning and creation of a
mental map [...] [48, p.184].

In general, multimodal approaches to conveying information
seem to outperform those that rely on a single modality, as sup-
ported in multiple-resource theory by Wickens et al. [85], which
states that distributing information across modalities such as audi-
tory and visual reduces competition for attention and processing
resources, leading to better task performance, and reduced mental
demands as task difficulty increases [70]. Neuroimaging studies
further support this, showing that the occipital cortex in blind in-
dividuals represents spatial information similarly across different
sensory inputs [6], facilitating sensory-independent spatial repre-
sentations [59]. Therefore, multimodal interfaces leverage cognitive
advantages and neural adaptability, potentially leading to more ef-
fective navigation aids for BVIPs. This argument is in line with
finding from Kuriakose et al. [54], who reviewed multiple tools and
technologies that support BVIPs in their navigation task, recom-
mending that “if there is an option for multiple feedback modalities,
the user will get the flexibility to choose one based on a situation or
environment” [54, p. 12]. This aligns with Yatani et al. [90], who
found that handheld tactile maps combining tactile feedback with
audio instructions offer superior spatial orientation compared to
audio-only feedback. Additionally, the study revealed differences in
the effectiveness of verbal audio vs. auditory icons, aligning with
the findings of Glatz et al. [41], who found auditory icons to be
more effective for conveying contextual information, while verbal
audio was better for urgent requests. Further, by comparing the ef-
fectiveness of auditory, visual, and combined audio-visual feedback,
the combination of audio and visual feedback improved partici-
pants’ situation awareness more than visual feedback alone [66].
Additionally, multimodal maps with tactile elements, augmented by
audio feedback when touched, enhanced navigation skill improve-
ment for BVIPs. Participants especially valued the combination of
audio and tactile cues, highlighting the importance of designing
such tools in line with users’ preferences and needs [4].

Given the advantages of multimodal systems for navigation tasks
and following the guidelines of Giudice and Legge [40], this work
investigates the potential of multimodal interfaces for BVIPs in the
automotive domain. The following sections will explore the specific
needs of BVIPs inside HAVs, providing a foundation for developing
new systems tailored to their requirements.
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2.2 Needs and Opinions of Visually Impaired

People in the Context of Highly Automated

Vehicles

While the aforementioned studies primarily focused on pedestrian
navigation, the introduction of HAVs presents new opportunities
and challenges for BVIPs. Most BVIPs are enthusiastic about the
autonomy HAVs promise, potentially granting access to previously
challenging locations [52]. Despite this, initial qualitative research
showed that BVIPs raised concerns regarding whether HAVs will be
truly designed to meet BVIPs needs [10, 17, 19]. To envision these
needs, current rideshare services have been used as a proxy for
future HAV scenarios [15, 30] and workshops have been conducted
to identify passengers’ needs and imagine accessible interfaces
for HAVs [16]. Results have demonstrated the need for non-visual
support for BVIPs throughout the complete transportation trip via
HAVs, from locating an HAV [32] to conveying traffic information,
such as the reason for the HAV stopping during the ride [35, 61]. The
following sections review the small but emerging field of literature
on nonvisual interfaces across the complete trip via HAVs.

2.3 Non-visual Interface Development Across

the Entire Journey

Initial research has sought to design and test accessible interfaces
in HAVs. For instance, researchers have evaluated mid-air haptics
and tactile interfaces to enhance situation awareness during the
ride [33, 61]. While these in-vehicle studies have shown promising
results, they have primarily focused on the on-road part of the trip.
Only a few studies have investigated other parts of the trip, such as
pre-journey mapping [36] and vehicle localization [31, 74]. While
the ATLAS system by Brinkley et al. [18] explored supporting BVIPs
in gaining situation awareness when exiting the vehicle, it solely
utilized the auditory modality, missing the benefits of multimodal
interfaces that can support BVIPs inside HAVs [35, 61].
To address this research gap, this work will examine BVIPs’ infor-
mation needs for exiting HAVs and investigate the potential of a
multimodal interface to assist them during this phase. To achieve
this, we hosted an interactive workshop with BVIPs and created
three initial low-fidality prototypes, which will be described in the
following section.

3 Initial Low-Fidelity Prototypes

Prior to hosting the interactive workshop with N=5 BVIPs, we de-
veloped three initial low-fidelity prototypes (smartphone, window
touch, and tactile bars) based on existing research [43, 47, 55, 61] and
state-of-the-art smartphone applications for BVIPs [9, 35, 43, 63].
This section will detail each prototype and explain the related work
from which they were derived. The three prototypes were designed
to serve as concrete examples to inspire and facilitate discussion
during the workshop, providing participants with tangible pro-
totypes to interact with rather than relying solely on conceptual
discussions about potential interaction strategies and modalities.
Hence, each prototype employs different modalities and interaction
strategies. This approach enabled us to evaluate each modality and
strategy independently in a focused manner during the subsequent
workshop. Below, we describe each prototype in detail, along with

the rationale for their design choices. Additionally, we provided
the construction files for each initial prototype for reconstruction
in a git repository (see section Open Science).

Scenario Design for the Prototypes. For the prototypes, we de-
signed a simulated suburban scene usingUnity [83] version 2023.2.1f1
and the Suburb Neighborhood House Pack asset [38]. This scene,
which was used in both the smartphone prototype and the window
touch prototype, depicted an HAV parked on the side of the road,
with a pedestrian/cyclist path next to it and a house (the final desti-
nation) behind the path. The scene included static obstacles such
as a tree and a street sign near the HAV’s door, as well as dynamic
obstacles like pedestrians and cyclists moving in front of the door.

3.1 Smartphone Prototype

Smartphones are prevalent among BVIPs, especially among young
BVIPs (19-34); 76% of them own a smartphone [1]. Building on
this familiarity, we developed a smartphone prototype inspired by
previous work, such as the object detection application by Zhong
et al. [93] and more recent smartphone-based navigation aids in
the automotive context for BVIPs [31]. Research has indicated that
BVIPs prefer to move the smartphone to scan their surroundings
when exploring their environment, compared to other interaction
strategies via smartphone [43]. Therefore, our smartphone proto-
type (Figure 2a) allows users to scan their surroundings using the
smartphone’s camera, triggering auditory descriptions of static ob-
jects and dynamic obstacles within the simulated suburban scene.
A button on the screen allows participants to cast a ray within
the Unity environment, identifying objects like "Tree" via verbal
auditory feedback. Vibration feedback confirms successful button
activation, enhancing interaction [71]. Dynamic obstacles, such as
approaching cyclists, are automatically announced in real-time to
ensure immediate awareness.
The interaction strategy combines verbal and auditory modalities,
supported by visual feedback through the smartphone’s scanning
and pointing mechanism.

3.2 Window Touch Prototype

Our window touch prototype ( Figure 2b) draws inspiration from
Ford’s "Feel the View" system [42], which allows users to receive
tactile feedback about the outlines of the environment on the vehi-
cle’s side window. Our prototype extends this concept, but instead
of using vibration, we employed verbal auditory feedback of the
obstacles when the participants touch the window, as based on
touch-exploration of images [55, 63].

To demonstrate this prototype, we created a setup with a car
door and a 75" monitor displaying the same suburban scene used
in the smartphone prototype. This setup was designed as a Wizard-
of-Oz prototype, where one of the workshop moderators manually
triggered the corresponding verbal output upon participants’ point-
ing. For example, if a participant pointed toward a tree, the verbal
sound "Tree" was played. Like the smartphone prototype, infor-
mation about dynamic obstacles, including their direction, was
communicated automatically upon the HAV reaching its destina-
tion.
This prototype focuses on a verbal, auditory modality, enhanced
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(a) Smartphone Prototype (b) Window Touch Prototype (c) Tactile Bars Prototype

Figure 2: Initial low-fidelity prototypes that where used during the interactive workshop

by touch-based interaction, allowing participants to receive de-
tailed information about their surroundings directly through the
car window.

3.3 Tactile Bars Prototype

Related work showed that tactile cues can help gain situation aware-
ness for BVIPs inside HAVs [21, 33, 35, 60, 61, 79]. Hence, we de-
signed a tactile bar prototype (see Figure 2c) to convey potential
obstacles when exiting the vehicle. Unlike the smartphone and
window touch prototypes, this one does not rely on a visual Unity
scene; instead, it solely uses tactile feedback to convey information
about obstacles.

The tactile bars prototype features two rows of ninemovable bars.
The first row (from the perspective of the participants) represents
static obstacles, such as trees or street signs, while the second
row represents dynamic obstacles, like cyclists or pedestrians. We
rounded the edges of the bars to ensure a smooth surface to avoid
discomfort when touching them, as recommended by Holloway
et al. [47]. The rationale for having two distinct rows is to separate
the types of obstacles, assuming to make it easier for participants
to understand the environment. Static obstacles are presented as
constant and unchanging, while dynamic obstacles are represented
with motion, created by manipulating the bars in the second row
to simulate movement.

In the first row, each bar is controlled by one of nine levers,
operated by one of the workshop moderators, allowing individual
movement up and down. A slider at the prototype’s bottom ma-
nipulates the dynamic obstacle bars. Moving this slider creates a
wave-like effect on the bars, creating a tactile illusion of motion.
The decision to convey motion via bars that move up and down
was inspired by Holloway et al. [46], who noted that using height
differences is a perceivable method to convey tactile motion for
BVIPs.
The prototype’s design prioritizes simplicity and tactile feedback,
offering BVIPs to gather information about their surroundings with-
out relying on visual or auditory cues.

4 Interactive Workshop

In this section, we describe the interactive workshop we conducted
with N=5 BVIPs (three female, two male and no non-binary) aged
between 44 to 67 (M = 57.80, M = 8.61). The female participants
reported being completely blind, with one having light percep-
tion. The male participants had impaired vision, with visual acuity
between 3-5% (see Appendix B for more details).

The workshop was conducted to identify BVIPs’ specific infor-
mation needs to improve their situation awareness and assist in safe
exit of HAVs. Further, we explored preferred interaction strategies
to convey the necessary information for these tasks. To provide
prior inspiration and a starting point for discussion, the three ini-
tial low-fidelity prototypes (see section 3) were presented to the
participants in individual sessions during the workshop.
The following section details the interactive workshop procedure
and the implications of the results, which eventually led to the
final design of PathFinder. By including the participants from the
beginning of the design phase, we adopted the Participatory Design
approach from Muller and Kuhn [65].

4.1 Procedure

The workshop, moderated by five of the authors, was scheduled to
last three hours and divided into four phases. The detailed agenda
for the session is outlined in Table 1. Before the start, we ensured
that all participants had consented to share their data, which al-
lowed us to proceed with audio and video recordings during the
study.

During the first phase, we started with brief introductions, where
each participant shared their visual abilities. This was followed by a
concise overview of the capabilities of HAVs, which can reach their
destination without any intervention, as defined by SAE levels 4
and 5 [75].

Transitioning into the workshop’s core discussion in the second
phase, we opened the floor to conversations about the participants’
personal experiences with exiting traditional vehicles, such as taxis.
Following this, we asked participants about their specific informa-
tion needs to gain situation awareness of the surrounding environ-
ment. Next, we invited participants to generate ideas on how to
convey these information needs to them.
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Table 1: Scheduled agenda for the three hours interactive workshop

phase scheduled duration agenda

1 15 min Introduction of the Participants and Moderators (4 authors). Overview of HAVs capabilities
2 45 min Open Group Discussion about Information Needs and Information Conveyance to Exit the Vehicle
3 75 min Individual Interactive Prototype Sessions (15 min per Participant and Prototype)
4 45 min Open Group Discussion about the Prototype Interaction

After collecting their unbiased ideas, we moved to the third
phase: the interactive prototype sessions. Here, we presented the
three initial prototypes to each participant individually in a counter-
balanced order. This approach ensured that the participants’ initial
ideas remained independent of our prototypes, thus avoiding bias
in their creativity. During each individual interactive prototype ses-
sion, we prompted the participants with an initial story to envision
themselves in an HAV, traveling alone to a friend’s house for the
first time, simulating their unfamiliarity with the area. While inter-
acting with the prototypes, we asked the participants to perform
the Thinking-Aloud method [50]. Hence, we asked participants to
explain their thoughts about each part of the prototype, describing
what they thought it represented and what aspects of the infor-
mation conveyance they liked or found difficult, including their
reasons. Given that the prototypes were set up in three separate
rooms, we arranged for three participants to interact with the proto-
types simultaneously while the remaining two participants waited.
Each prototype was operated by one of the moderators. During the
sessions, we briefly explained the prototype’s interaction strategies
and let the participants interact with the prototype while thinking
aloud.

After the prototype sessions, we gathered the participants again
in a group discussion to ask them about their positive and negative
experiences with the prototypes and their interaction strategies
(phase four). By first collecting individual impressions during the
prototype sessions, we ensured that the feedback remained honest
and unbiased from the other participants, facilitating diverse view-
points from the group. The participants were compensated with 30
Euros for their time during the three-hour workshop.

4.2 Analysis

Four authors conducted a reflexive, inductive thematic analysis,
following the approach of Braun and Clarke [13, 14]. We analyzed
audio and video recordings from the workshop, focusing on both
group discussions and think-aloud sessions of the prototypes. The
codes generated from this analysis were organized on a digital
whiteboard, sorted by feedback for each prototype and the group
discussions. We then grouped these codes into thematic clusters
before moving to the third phase of thematic analysis: searching
for themes. This was done in a group meeting among the authors.
In cases of disagreement, we engaged in discussions to resolve any
discrepancies. In total, we generated 396 codes from the interactive
workshop, which were clustered into 8 subclusters and three main
themes.

4.3 Results and Implications

Our findings are divided into three main sections based on the
identified themes: (1) current situations to exit a vehicle, (2) the

information needs of participants when exiting HAVs, and (3) meth-
ods for effectively conveying this information. The first section
mainly derives from the open group discussion about information
needs. The second section derives from the individual interactive
prototype sessions and the subsequent group discussion (see Ta-
ble 1). However, before we dive into these two key areas, we first
provide an overview of the participants’ current experiences when
exiting a vehicle.
To correlate participants’ visual acuity with our findings, we used
blue highlighting with different levels of transparency. The trans-
parency level reflects each participant’s visual acuity: participants
with lower visual acuity, like P3 and P4 (0%), had more transparent
highlighting, while those with higher visual acuity, like P2 (1%),
P5 (3%), and P1 (5%), had darker, less transparent highlighting. For
more detailed demographic information, please refer to Appendix B.

4.3.1 Current Situation to Exit a Vehicle. All participants consis-
tently mentioned their reliance on the assistance of others, such
as taxi drivers, when exiting the vehicle. For example, P2 shared,
“I rely on the taxi driver to guide me until I am familiar with my
surroundings again”. P4 agreed, adding that she also asks if it is safe
to open the car door before exiting. During the exit, she holds the
cane with her right hand while using her left hand for support. The
participants generally relied on more assistance to exit the vehicle
in an unfamiliar environment, as mentioned by P1. Further, P5
emphasized the value of communicating his visual impairment in
an unfamiliar vehicle. He explained that sharing information about
his condition enhances his perceived safety and ensures that others
are mindful of his needs. Likewise, both P5 and P3 mentioned that
being in the company of acquaintances increases their perceived
safety, as these people are already familiar with their needs. Many
of the insights align with Brewer and Ellison [15] whose partici-
pants stated that “they asked drivers to drop them off at convenient
locations that made it easier to find doors” [15, p. 3].

Recognizing the current need for assistance in exiting the vehicle
to gain situation awareness of the environment is essential. The
potential increasing independence of BVIPs with the introduction
of HAVs [52] highlights the need for interfaces that support BVIPs
in exiting future HAVs. By exploring and understanding the specific
information needs when exiting HAVs, we can contribute to the
design of future HAVs that promote not only accessibility but also
independence and perceived safety.

4.3.2 Information Needs When Exiting HAVs. P5 summarized that
when exiting a potential HAV “it is important to find out immedi-
ately what [obstacle] it is, and then I can decide whether it is relevant
for me”. Echoing this statement, P1 and P3 acknowledged that while
technology can aid them in gaining situation awareness, they still
feel responsible for their actions and strive to maintain their sense
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of control, as already suggested by Brewer and Kameswaran [16].
However, they highlighted the critical need for direct communica-
tion in potentially dangerous situations, such as cyclists passing
in front of the HAV before exiting. Once their situation awareness
needs are met, participants noted no further information require-
ments after leaving the vehicle. P1 clarified, “As soon as I leave the
car, that’s my concern, but I know which way I’m going.” Reflecting a
similar sentiment, P4 and P2 mentioned their preferred reliance on
traditional mobility aids, such as canes or guide dogs, immediately
after exiting the HAV. Diving into the concrete information needs,
we categorized the participants’ needs into five categories: (1) static
obstacles, (2) dynamic obstacles, (3) the condition of the ground, (4)
information needs about the final destination, and (5) the spatial
orientation.

Static Obstacles. Our workshop participants mentioned mul-
tiple static objects they would need to be informed about when
exiting HAVs, such as trees in front of the pedestrian path, road
signs, garbage cans on the road, road bollards, or parking vehicles.
Further, for P3 and P1, the information about a safe pedestrian path
is crucial. Opinions on the need for information about the distances
to these obstacles were mixed. P1, who has relatively high visual
acuity among the group, expressed that he could independently
estimate these distances and did not require explicit information.
Conversely, P5, despite having similar visual acuity, preferred to
have distances explicitly communicated, aligning with the other
participants’ preferences.

Dynamic Obstacles. All participants agreed that information
about dynamic obstacles, such as cyclists passing in front of the
vehicle, is crucial. P1 specifically noted, “Very fast cyclists are fright-
ening; they don’t take any care of me”. P3 added that knowing the
direction of these dynamic obstacles is essential. She would also
appreciate information about when an obstacle has passed. Fur-
ther, P4 emphasized the importance of receiving updates about
dynamic obstacles just before exiting the vehicle, as this timing is
most critical for her situation awareness.

Terrain Perturbations. In addition to static and dynamic obsta-
cles, participants highlighted the importance of understanding the
ground conditions around the vehicle. In particular, they noted that
awareness of potentially dangerous surfaces, such as slippery ice
or wet grass, is critical given the increased risk of injury from such
conditions. However, P5 mentioned that while this information
might be important for people with total blindness, he would not
require this kind of information.

Information Needs About the Final Destination. All par-
ticipants expressed the need for detailed information about their
final walking destination. P3 specified the importance of knowing
the approximate distance and direction to the final destination. P1
expanded on this, highlighting its particular significance in unfa-
miliar environments. He stressed that understanding which side of
the vehicle to exit from and the route to the final destination are
his highest priorities among all information needs.

Spatial Orientation. All participants emphasized acquiring spa-
tial orientation before exiting the vehicle to improve their situation
awareness. In this context, P3 pointed out that “if you become blind
later in life, your spatial perception differs from someone who has
been blind since birth”. This aligns with the deficiency model by

Von Senden [84] arguing that visual experience is critical for accu-
rate spatial orientation. Accordingly, the lack of visual experience
slows down and reduces the accuracy of situation awareness for
BVIPs, leading to less spatial orientation compared to sighted in-
dividuals [84]. More recent studies however indicate that BVIPs
are able to gain the same spatial orientation as sighted people
when enough information is provided [58, 59]. Thus, to increase
the amount of information to gain spatial orientation, P4, P3, and
P5 all agreed on the importance of using the ego vehicle as a ref-
erence point to contextualize other objects in the environment.
Additionally, P3 suggested that information should be organized
in a structured manner (e.g., arranged in a circle) to support her
spatial orientation.

4.3.3 Information Conveyance. The insights on how to convey the
information needs discussed previously were mainly derived from
individual and group feedback on the initial low-fidelity prototypes
(see Figure 2).

Active and Passive Interaction. In general, participants pre-
ferred receiving crucial information passively rather than seeking
it out actively, as with the smartphone prototype. For instance, P5
noted his discomfort with actively scanning the surroundings. He
also pointed out that relying solely on auditory feedback would be
insufficient in scenarios where other passengers are talking within
the HAV, thus expressing a preference for the tactile bars prototype
in this situation.

Feedback on the auditory and tactile modalities varied among
participants. P5 found the tactile bars prototype helpful for gaining
a broad initial overview of the environment, though he noted it was
insufficient for detailed information. He explained, “I often drive
with noisy children. Tactile output would let me [actively] sort out
important details like necessary precautions by myself,” supporting
the findings of Di Campli San Vito et al. [24] that tactile feedback
is less distracting and bothersome than other interfaces. P2 and P3
suggested integrating voice output similar to the window touch
and smartphone prototype to enhance the tactile bars prototype.
This suggestion echoes the ISANA system from Li et al. [57] to en-
hance BVIPs’ navigation tasks. Nevertheless, there was a consensus
among all participants that critical information, such as cyclists
should primarily be conveyed passively through voice. Addition-
ally, P4 preferred that voice output be as concise as possible. This
requirement underscores the importance of delivering clear and
succinct information to avoid overwhelming the passengers with
excessive details. Further, many found the smartphone prototype
cumbersome and inconvenient. For example, P4 mentioned, “I found
that a bit stupid with the smartphone; I don’t have enough hands for
it when I get out of the car.” Most participants (4 of 5) shared this
sentiment, indicating discomfort with not having their hands free.

Completeness of Information. All participants emphasized
the importance of being informed when all relevant information
were conveyed to them. This requirement was well met by the
tactile prototype, as P2 and P3 could physically sense when they
had explored all available information with their hands. However,
the smartphone prototype presented some challenges; for example,
P2 criticized the absence of a physical boundary or frame to guide
the smartphone’s movement. Similarly, P3 expressed difficulties in
effectively scanning the environment, remarking, “I have to scan the
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environment, but I’m imperfect.” These issues were also reflected in
using the window touch prototype, where P4 was uncertain about
whether she had touched all relevant objects on the window. To
overcome these challenges, P5 suggested implementing a standard-
ized output of information to ensure passengers are consistently
aware when all relevant data has been communicated.

Variations inDifferentVisualAcuities Participants’ responses
to the initial prototypes varied significantly based on their visual
acuity. P1, who retains 5% visual acuity, expressed discomfort with
being overwhelmed by excessive information. In contrast, P2 (1%
acuity) advocated for providing more information rather than less,
allowing passengers the autonomy to determine which details are
relevant to their needs. Furthermore, she proposed that the amount
of information should be adjustable by the participants themselves,
allowing for a customized experience based on individual needs
and preferences.

5 PathFinder

Based on the insights of the interactive workshop, we developed
PathFinder, a multimodal interface that considers the individual
needs of BVIPs and assists them in exiting HAVs (see Figure 3).
This section will describe the design rationale and features of
PathFinder.

5.1 General Design

In general, our participants preferred combining tactile feedback
with auditory cues. Consequently, tactile feedback should provide a
broad overview of the surrounding environment, serving as a foun-
dational layer of information, while verbal feedback adds detailed
information. Additionally, PathFinder employs a clean and simple
interface design to prevent users from becoming overwhelmed and
used high contrasts in color (black and white) to enhance visibility
for those with residual vision, as suggested in prior work exploring
accessible technology for BVIPs [40, 48, 61]. As described below,
PathFinder consists of four main components positioned on an
oval-shaped plate (30x24cm): the initial audio announcement, the
compass needle, the five obstacle buttons, and the vehicle button. All
electronic components of PathFinder were controlled by an Ar-
duino Mega microcontroller [8] and powered by an external power
source. The following subsection gives a brief overview of the con-
struction of each component. In addition, to reproduce PathFinder,
we have provided all the construction files, including blueprints,
3D files, and laser-cut files, in a git repository (see section: Open
Science).

5.2 Initial Audio Announcement

To clearly distinguish between theHAV stopping at a traffic light [61]
and the destination, we created an initial audio announcement that
indicates that the HAV has parked at the destination. This announce-
ment also provides directions and distances for the passengers to
reach their final destination (e.g., a coffee shop) and informs them
if pedestrians or cyclists are expected to pass by. A detailed descrip-
tion of the audio announcements can be found in Appendix A. This
verbal audio is played automatically once the HAV stops. According
to the participant’s feedback, this audio announcement is as concise
as possible.

5.3 Five Obstacle Buttons

To represent the vehicle’s surroundings, we divided the area into
five sectors corresponding to the direction of exit. These sectors
are represented by five buttons that can extend following the initial
audio announcement. If a static obstacle is detected in a particular
sector, the corresponding button extends; otherwise, it remains
retracted. For blind participants, this difference in height can be
sensed by touch. For those with residual vision, the extended but-
tons also blink to attract attention, as Holloway et al. [46] recom-
mended to “use blinking pins to direct attention to important areas
[...]”[46, p. 12]. This approach was also supported by Ivanchev et al.
[49], who discovered that blinking interactive elements were bene-
ficial for navigation tasks among BVIPs.

Based on participants’ feedback, we enhanced the tactile feed-
back system by adding audio announcements. We made all five
buttons pressable, regardless of whether they were extended or
retracted. Due to the resistance in our design, pressing a button
does not cause it to move; instead, it maintains its current state.
A short press provides concise information, while a long press de-
livers detailed information, including distances to the respective
obstacles. This dual approach was implemented to meet the par-
ticipants’ ambiguity in the need for comprehensive but concise
information. It also ensures that participants, including those with
no remaining vision, have access to detailed information.

Our participants preferred a structured and organized approach
that ensured they received all relevant information, giving them
confidence that nothing was missed. This aligns with the findings
of Brewer and Kameswaran [16], whose participants emphasized
the importance of an interface that provides feedback in a clear and
organized manner. Thus, by pressing each button, they can gain a
complete understanding of the vehicle’s surroundings. Additionally,
embedding audio announcements for sector-specific obstacles into
the button allows participants to actively seek out information
rather than passively receive it, as already highlighted by Arditi and
Tian [7]. Nevertheless, crucial information, such as passing dynamic
obstacles (e.g., cyclists or pedestrians), is automatically announced
as they approach the HAV, as mentioned in our workshop.

Themechanism enabling the buttons to be extendablewas achieved
using a camshaft system powered by a servo motor for each button,
which raises the button. At the tip of each button, a white LED
was embedded beneath a frosted acrylic glass plate, providing the
flashing.

5.4 The Compass Needle

The compass needle provides directional guidance toward the final
destination both during the ride and once the HAV has stopped.
This concept was inspired by feedback from participants in a work-
shop conducted by Brewer and Kameswaran [16] and was further
validated by our participants, who emphasized the importance of
knowing the direction of the final destination and the side of the
vehicle to exit.

We constructed the compass needle using a stepper motor that
moves a timing belt and a metal sled. The 3D-printed compass
needle is mounted on this sled, allowing it to traverse an oval-
shaped rail covering approximately 180°. If the final destination is
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Figure 3: Interface design of PathFinder, featuring a compass needle, five obstacle buttons, and a vehicle button. Each obstacle

button can extend to indicate an obstacle in the corresponding section, and pressing it triggers additional details via audio

announcements. The extended buttons also flash to enhance visibility. The compass needle moves along a rail to continuously

point toward the final destination.

to the vehicle’s left during the ride, the needle will point as far left
as possible within its limited range of motion.

5.5 Vehicle Button

Meinhardt et al. [61] noted that participants required a reference
point, such as the ego vehicle, to contextualize all other information
and gain spatial orientation. Hence, we constructed a button shaped
like a vehicle as a reference point to the five obstacle buttons and
the compass needle. Further, by pressing this button, the initial au-
dio announcement (see subsection 5.2) could be repeated to ensure
participants could actively seek the information [7]. Like the obsta-
cle buttons, a detailed announcement would be played if pressed
longer, including information about the terrain perturbations.

6 User Study

To investigate the capabilities of PathFinder in assisting BVIPs to
exit HAVs, we conducted a user study with N=16 BVIPs. We com-
pared this multimodal interface with an auditory baseline inspired
by the ATLAS system from Brinkley et al. [18], chosen because
the auditory output is currently the predominant modality used
in interfaces for BVIPs [20]. The auditory cues provided compre-
hensive environmental information equivalent to that offered by
PathFinder, ensuring a fair comparison by delivering all detailed
information upon the vehicle’s arrival at its intended destination.
The detailed description of the audio announcement of PathFinder
and the auditory baseline, including their durations, can be found
in Appendix A.

To enhance the generalizability of our study, we assessed both the
auditory baseline and PathFinder systems in two distinct scenar-
ios: a complex urban environment and a simpler rural one. Based

on findings by Meinhardt et al. [61], which indicate that visual
acuity affects how BVIPs engage with a system, we included vi-
sual acuity as a factor in our analysis. This led to a three-factor
design in our study: System (auditory/PathFinder) and Scenario
(urban/rural) were the within-subject factors, while visual acuity
was the between-subject factor.

The participants of the user study partly overlapped with the
participants of the prior interactive workshop, as all workshop par-
ticipants also took part in the user study (indicated in Appendix B).
Their average age was M = 59.06, SD = 15.00 (nine female, seven
male and no non-binary). Their visual accuracy varied from total
blindness (0%) to 14% withM = 4.88, SD = 4.67. Detailed information
about the visual impairment of each participant can be found in
Appendix B.

6.1 Study Setup

Aiming for high realism in our study, we utilized three 55" monitors
positioned side by side to simulate the surroundings of the HAV,
as illustrated in Figure 1. For participants with residual vision,
this setup provided a 180° view of the right side of the HAV’s
surroundings. The scenarios were created using Unity [83] version
2020.3.15f2, incorporating various Unity assets (e.g., [3, 5, 67]).

Both scenarios featured simulated pedestrians and cyclists pass-
ing by the vehicle, with different complexities reflecting typical
environmental variations. Hence, dynamic obstacles were more
frequent in the urban scenario, averaging four pedestrians and two
cyclists per minute. In contrast, the rural scenario averaged two
pedestrians and one cyclist per minute. Additionally, obstacles in
the urban scenario were distributed across four sections, while the
rural scenario had them in two sections. The atmospheric audio also
differed: the urban scenario featured bustling city sounds, including
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passing vehicles and people talking, while the rural scenario had
a quieter ambiance with forest sounds, such as birds singing. The
vehicle’s surroundings for the urban and rural scenarios can be
seen in Figure 4. Further, the corresponding audio announcements
for each obstacle button can be found in Appendix A.

We reused the car door and seat used in the workshop (see
subsection 3.2) and positioned this setup in front of the center
monitor. We ensured alignment with the virtual car window in the
simulation from the passenger’s point of view. Further, we mounted
PathFinder between the car seat and the window, speculating a
plausible position for this kind of future interface. The study setup
also included a camera facing the participant and a microphone to
record qualitative feedback.

6.2 Procedure

For each participant, we described the study setup in the room
and sought the participants’ consent to record the session. We en-
sured they comprehended all aspects and encouraged them to ask
questions. We then read the consent form aloud, adhering to the
research institute’s ethical guidelines, highlighting their right to
withdraw from the study at any time. The procedure also guaran-
teed privacy protection, anonymity, fair compensation, and risk
aversion. Acknowledging the unique needs of our participants, we
went beyond standard ethical practices by offering personalized
support, such as assistance with transportation, to maintaining
high ethical standards in accessibility research.

After obtaining their consent, the BVIPs were seated next to
the car door and asked to imagine themselves as passengers in
an HAV traveling to their desired destination without any need
for intervention (SAE level 4 to 5) [75]. Before starting the four
main conditions (i.e., urban and rural scenario, auditory baseline,
and PathFinder), participants were introduced to the study proce-
dure through an introductory suburban scenario, where the vehicle
drove for 10 seconds before reaching its destination. During this
scene, we explained the functionalities of PathFinder and the au-
ditory cues while asking them to understand the surroundings of
the surroundings. Participants were encouraged to repeat this in-
troductory scenario as often as necessary to explore the interfaces
until they felt comfortable with their features. While most partici-
pants completed the introductory scenario once, four participants
requested to repeat it a second time. This introductory scenario was
entirely different from the main scenarios to prevent any overlap
of information and bias towards the main scenarios.

The four main conditions were then presented in a counterbal-
anced order. Each scenario included a 30-second ride before theHAV
reached its destination, after which participants were told they had
as much time as they needed to explore the vehicle’s surroundings
as best as they could using either PathFinder or the auditory-only
baseline. For the auditory condition, PathFinder was covered with
a wooden lid to prevent interaction with the system. Participants
were also allowed to repeat the audio announcements as often as
they wished. The simulation concluded once participants indicated
they had obtained sufficient information to exit the vehicle. No-
tably, participants did not physically open the car door during the
simulation.

For the urban scenario, participants were informed that the HAV
would take them to a coffee shop in an unfamiliar area. In the rural
scenario, they were told that the HAV would transport them to
a friend’s house, also in an unfamiliar area. After completing the
four conditions, we collected demographic information, including
age, gender, and visual acuity. We then engaged in a qualitative
conversation asking the participants to compare both interfaces in
relation to the insights from the workshop (see subsubsection 4.3.2
and subsubsection 4.3.3). Specifically, we asked about the clarity in
conveying dynamic and static obstacles, the conveyance of terrain
perturbations, the information provided about the final destination,
the spatial orientation, and the overall completeness of informa-
tion necessary for a comprehensive understanding of the HAV’s
surroundings.

The participants were compensated for the 1.5h session with 18
Euros.

6.3 Measurements

After each condition, participantswere asked to rate both PathFinder
and the auditory baseline as experienced within the respective sce-
nario. We utilized the System Usability Scale (SUS) [51] to assess
usability. Additionally, we measured the participants’ mental de-
mand using the NASA-TLX scale [44]. To assess perceived situation
awareness [26, 27], we employed the Situation Awareness Rating
Technique (SART) [80]. We also evaluated the participants’ per-
ceived safety through a set of four 7-point semantic differential
scales, ranging from -3 (anxious/agitated/unsafe/timid) to +3 (re-
laxed/calm/safe/confident) [29].
Finally, we used the Immersion subscale of the Technology Usage
Inventory (TUI) [53] to ensure that participants were sufficiently
immersed during the study. This measurement helps us determine
if the study’s findings are comparable to those in a potential real-
world scenario. All questionnaires were read aloud to ensure they
were accessible to all participants.

6.4 Results

During our user study, we collected qualitative and quantitative
results, which will be reported in the following two sections. After
all conditions of the user study, participants rated their perceived
immersion via the TUI [53] during the simulation as medium-high
M = 17.06, SD = 6.16 (minimum: 4, maximum: 28), indicating a
reasonable approximation to potential real-world scenarios. On
average, the time between the HAV stopping at the destination and
participants indicating that they had sufficient information to exit
the vehicle was 1 min 46 sec (SD = 59 sec) for PathFinder and 1 min
57 sec (SD = 55 sec) for the auditory baseline. Refer to Appendix C
for detailed descriptive data.

6.4.1 Quantitative Data. To ensure our quantitative data met the
assumptions necessary for statistical analysis, we first used the
Shapiro-Wilk test [78] to check for normality. For data that followed
a normal distribution, we performed a repeated measures ANOVA.
When the data did not meet the normality assumption, we applied
the aligned rank transformation (ART) method, which is suited for
non-parametric factorial analysis of repeated measures [86]. The
WHO categorizes visually impaired individuals into two groups:
legally blind and visually impaired, with visual acuity of 5% or



Developing and Exploring a Multimodal Interface to Assist BVIPs to Exit HAVs CHI ’25, April 26-May 1, 2025, Yokohama, Japan

(a) Sectors of the Obstacle Buttons in the Rural Scenario (b) Sectors of the Obstacle Buttons in the Urban Scenario

(c) Participant’s perspective of the Rural scenario (d) Participant’s perspective of the Urban scenario

Figure 4: Sectors for the five Obstacle Buttons of PathFinder for the Urban and Rural Scenario and the Participants’ Perspective

of the Study Setup. See Appendix A for the concrete audio announcements

less classified as legally blind [39]. Following this approach, we
categorized participants into these two groups due to the limited
data range available for participants’ visual acuity. In our analysis,
the system and scenario were treated as within-subject factors,
while BVIPs’ visual acuity was treated as the between-subject factor.
This categorization resulted in ten participants being classified as
legally blind, while the other six participants were categorized as
visually impaired. We conducted our analyses using R software
version 4.4.1.

Mental Demand. The ART found a large significant main effect
on mental demand [44] for System (F(1) = 11.03, p = 0.005; 𝜂2 = 0.44,
95% CI [0.11, 1.00]). Hence, PathFinder (M= 7.75, SD = 5.16) yielded
a significantly lower mental demand than the auditory Baseline (M
= 11.09, SD = 5.63). Refer to Figure 5a for the plotting. Further, the
ART found a trend towards significance, suggesting an interaction
between Scenario and Visual Acuity (p=0.063). While not significant,
the interaction’s 𝜂2 = 0.23 effect size is defined as large [22].

Usability. The ART did not identify any significant main or inter-
action effects onUsability [51]. The usability ratings for PathFinder
(M = 64.84, SD = 16.30) were similar to those for the Auditory Base-
line (M = 62.42, SD = 14.07).

Situation Awareness. An ANOVA did not find significant differ-
ences in situation awareness [80]. Yet, the rated situation awareness
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for both PathFinder (M = 19.09, SD = 5.51) and the auditory base-
line (M = 17.91, SD = 6.25) was rated medium to high on a scale
from -20 to 40.
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Perceived Safety. The ART found a large significant interaction
effect between System and Scenario (F(1) = 6.47, p = 0.023; 𝜂2 = 0.32,
95% CI [0.03, 1.00]). Hence, Perceived Safety ratings for PathFinder
were consistent across the Urban (M = 1.44, SD = 1.86) and Rural
scenarios (M = 1.50, SD = 2.00). In contrast, the ratings for the
auditory baseline showed a divergence between the urban (M =
1.25, SD = 1.25) and rural (M = 1.61, SD = 2.13) scenario. No main
effects were found for either System, Scenario, or Visual Acuity.
Refer to Figure 5b for the plotting.

6.4.2 Qualitative Feedback. After completing all four conditions,
we conducted brief interviews with participants, focusing on their
experiences with both interfaces in relation to the findings from
the previous workshop (see subsubsection 4.3.2 and subsubsec-
tion 4.3.3). Unlike the workshop, we did not perform a thematic anal-
ysis of this feedback. Instead, we present anecdotal feedback and
participants’ opinions, organized by the specific questions asked
during the interviews. Therefore, the clusters presented below are
based directly on the specific questions (see subsection 6.2) asked
during the interviews rather than being the result of a formal the-
matic analysis.

Spatial Orientation. The feedback on spatial orientation varied
across participants, but the majority of participants were satisfied
with the conveyed information of PathFinder with regards to
the spatial orientation. P1 found the PathFinder particularly com-
pelling, stating, “I was impressed because I could get an overview by
pressing different symbols”. This opinion was echoed by P5, who
also preferred the multimodal interface, noting that it allowed her
to “create a mental map”, whereas listening to the auditory feedback
led to higher mental demand. However, P3 expressed some confu-
sion, stating that “using ‘left’ and ‘right’ instead of ‘in the direction of
travel’ was disorienting”. P15 indicated that he was able to achieve
sufficient spatial orientation through the auditory baseline, whereas
the tactile components of PathFinder proved particularly distract-
ing, necessitating concentration on the individual elements, which
in turn impeded his ability to listen to the audio announcements
carefully.

Navigation to the Final Destination Four participants stated
that the information how to navigate to the final destination was
very similar between both interfaces. Particularly, P8 mentioned
that “the information was the same but the method was different”. P2
appreciated the tactile compass needle of PathFinder to navigate
to the final destination, stating, “The triangle [compass needle] in the
multimodal interface was better for me. I knew where I was and where
I needed to go”. Conversely, P15 stated that the compass needle
was not needed as the initial audio announcement was already
sufficient to navigate to the final destination. However, P5 found
the navigation through touch more intuitive than listening to the
auditory baseline. But she appreciated the combination of both
interfaces, saying, “Both should be combined, but I prefer touch for
navigation”.

Terrain Perturbations. Most participants felt that the infor-
mation about the terrain perturbations was clear and sufficient
across both interfaces. For instance, P4 mentioned that “it was clear
whether the ground was paved or not”. However, P15 criticized that
with PathFinder, he had to search for terrain information, whereas
the auditory baseline provided it automatically. Further, P11 noted

that some information was excessive, such as the grass on the
sidewalk.

Dynamic and Static Obstacles. Participants generally agreed
that the identification of dynamic and static objects was essential
but differed in their preferredmodality of receiving this information.
P1 preferred PathFinder for recalling details of the static obstacles.
P2 and P3 emphasized the importance of combining both interfaces,
with P2 suggesting, “A pin that rises when a pedestrian is present
would be helpful.” This suggestion is particularly notable, as the
workshop’s findings indicated that dynamic obstacle information
was preferred to be conveyed verbally for quicker understanding.

P8 and P10 highlighted the challenge of predicting the presence
of dynamic objects like pedestrians or cyclists. They noted the
absence of information indicating when these obstacles had passed,
which would signal that it is safe to exit the HAV. However, P16
appreciated that both interfaces announced the presence of these
obstacles, stating that knowing they are nearby is more important
to her than precisely when they pass by the vehicle. P7 also voiced
concern about the lack of continuous updates on dynamic objects,
expressing a desire for a system that “always informs me when the
situation changes.”

Completeness of Information. Overall, participants felt that
both systems provided comprehensive information, though seven
participants, including P6, P8, and P9, mentioned that the auditory
information was overwhelming, with P9 specifically stating, “It
says too much, and I have to concentrate hard”. P7 criticized that
both interfaces only covered the area immediately around the HAV,
leaving users without further guidance once they moved beyond
a few meters. However, this concern contrasts with insights from
the prior workshop, where participants preferred using traditional
mobility aids, such as canes or guide dogs, after their immediate
situation awareness needs were satisfied (see subsubsection 4.3.2).

7 Discussion

This research was driven by the need for BVIPs to gain assistance
when exiting HAVs in unfamiliar environments [15]. In an interac-
tive workshop (N=5), we found that BVIPs currently rely on acquain-
tances to gain situation awareness of the vehicle’s surroundings.
However, with the introduction of HAVs, BVIPs may gain more
independence [52], but they likely face situations alone without
human assistance. To investigate the information needs of BVIPs
when exiting HAVs, we presented three low-fidelity prototypes
to the participants. Feedback from the workshop indicated a pref-
erence for a multimodal approach to convey information about
the environment in an organized and structured manner. Based on
this feedback, we developed PathFinder, which integrates visual,
tactile, and auditory cues to assist BVIPs. Using the Participatory
Design approach [65], we involved BVIPs from the outset, ensuring
that PathFinder’s final design met the diverse needs of users with
varying degrees of visual impairment. This approach aligns with the
recommendations of Bradley and Dunlop [12] and Albouys-Perrois
et al. [4], who emphasized the importance of designing audio and
tactile cues based on specific user needs and preferences for naviga-
tional tools for BVIPs. We subsequently conducted a three-factorial
within-between-subject user study (N=16), simulating an HAV ride.
Our study assessed PathFinder against an auditory-only baseline
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in both complex urban and simpler rural scenarios. PathFinder
yielded a significantly lower mental demand than the auditory
baseline and maintained high perceived safety in both scenarios,
while the auditory baseline led to lower perceived safety in urban
scenarios compared to rural ones.

7.1 Multimodal Approaches to Convey

Environmental Information

Our findings indicate that the multimodal PathFinder interface
is effective in conveying information about the HAV’s surround-
ings, enabling participants to create "mental maps" and gain sit-
uation awareness. This finding is important because developing
accurate cognitive maps of the transportation environment is es-
sential for BVIP independence and mobility [34, 35, 71] and aligns
with broader evidence supporting the effectiveness of multimodal
interfaces; for instance, Papadopoulos et al. [72] highlighted that
audio-tactile maps enhance BVIP’s spatial orientation, especially
in unfamiliar environments. Further, the reduced mental demand
found for PathFinder supports the multiple-resource theory [85],
which posits that cross-modal distribution of information reduces
competition for cognitive resources, thereby reducing mental de-
mand. This aligns with participants’ statements, appreciating the
combination of the modalities, especially the auditory and tactile
ones. The broad implications of our multimodal approach to improv-
ing mental mapping and reducing mental demands can be realized
in efforts to increase independent mobility for BVIP passengers.
Just as our workshop participants reported that they often rely on
drivers or acquaintances to help them understand the environment
and exit safely, it stands to reason that interfaces like PathFinder
can help improve safety and independent travel for BVIPs in future
HAV.

Interestingly, while our qualitative results clearly prefer PathFinder
over the auditory baseline concerning spatial orientation, the quan-
titative analysis revealed no significant differences in situation
awareness between the two systems. This discrepancy may arise
from participants’ challenges in accurately self-reporting their sit-
uation awareness, as suggested by Endsley et al. [28], or because
both systems convey the same information, resulting in similar sit-
uation awareness ratings. The latter aligns with the fact that both
systems received medium to high ratings for situation awareness,
suggesting that they are generally effective in this regard. These
findings, however, diverge from those of Meinhardt et al. [61] and
Md. Yusof et al. [60], who reported low ratings for situation aware-
ness with their tactile interfaces. Yet, it is important to note that
their studies focused on conveying traffic information during the
HAV ride, whereas our study centered on the HAV’s surroundings
when exiting the vehicle. This difference in the journey’s parts is
interesting, as understanding the HAV’s surroundings when exiting
into an unfamiliar area is likely more critical for BVIPs than being
immediately aware of the traffic situation during the ride. While
situation awareness during the journey is also important [35, 61],
it becomes essential when navigating a new environment after
exiting the vehicle. This difference in context might explain the
variation in situation awareness ratings across different studies.

7.2 Inconsistency in Diverse Scenario’s

Complexities

Our study revealed a significant interaction effect between the sce-
narios and the two systems on perceived safety (see Figure 5b).
While we expected that the more complex urban scenario would
lead to differing ratings, PathFinder consistently maintained high
perceived safety across both urban and rural settings. In contrast,
the auditory baseline showed divergence, with lower perceived
safety in the urban scenario compared to the rural one. This in-
dicates that while the auditory baseline may meet BVIPs’ safety
needs in simpler environments, it becomes less reliable in more com-
plex settings. These findings underscore the limitations of single-
modality approaches [35, 90] and suggest that multimodal systems
like PathFinder offer greater robustness across varying levels of en-
vironmental complexity. Therefore, these results support the recom-
mendations of Kuriakose et al. [54], who highlight that multimodal
cues enable BVIPs to adjust their information intake according to
situation demands. This robustness is essential for ensuring safety
in demanding scenarios where situation awareness is critical. How-
ever, it is important to recognize that our study was limited to only
two scenarios. While these scenarios were designed to reflect typi-
cal environments BVIPs might encounter, they do not capture the
full range of possible conditions that could affect information con-
veyance. For instance, extreme weather conditions such as heavy
rain, snow, or fog could introduce new challenges that neither the
multimodal nor the auditory-only system might handle effectively.
Further, we used simple scenarios, implying that after the initial
obstacles, the path to the final destination is straight. While this
might not reflect real-world scenarios, we based this decision on the
participants’ statement that after exiting the vehicle, they would
rely on traditional mobility aids such as canes or guide dogs (see
subsubsection 4.3.2). This decision reflects the interface’s primary
purpose: providing essential initial information conveyance before
users switch to their customary navigation methods. However, in
scenarios with no obstacles, the auditory-only system might suffice
and even be preferred due to its simplicity.

7.3 One System to Rule the Entire Journey

This research contributes to the growing body of work on exploring
accessible interfaces for each part of a journey using HAVs, such
as finding the vehicle [37] or conveying information during the
ride [35, 60, 61]. We extend this work by focusing specifically on
the crucial exiting phase. Previous studies [31, 40] have highlighted
BVIP frustration with using multiple apps and systems for different
navigation tasks. To address this problem, Giudice and Legge [40]
suggested that integrating systems could enhance effectiveness
across different scenarios.

Therefore, it seems desirable to combine the PathFinder sys-
tem with other tactile or multimodal systems (e.g., [35, 61]) to
ensure comprehensive accessibility throughout the entire journey.
However, integrating multiple functionalities into a single system
requires careful consideration of the form factor to maintain ease
of use. For example, simplifying PathFinder by removing the com-
pass needle—-considered unnecessary by participants-—can help
reduce its size. Additionally, leveraging existing devices like smart-
phones [31, 36] and tablets [18] can extend the system’s capabilities
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without increasing its size. For instance, smartphones could provide
additional vibrotactile feedback on theHAV’s location on amap [36].
Our workshop findings indicate that BVIPs prefer systems that de-
liver essential information upfront, allowing them to keep their
hands free for tasks such as using canes or guide dogs. Therefore,
expanding PathFinder with the tactile elements on OnBoard [61],
like the rotating vehicle representation and the reason-for-stopping
button, could enhance the user’s understanding of the ongoing
traffic during the ride.

7.4 Practical Implications and Future Work

While the quantitative data from our user study shows significant
effects on mental demand and perceived safety, there are no sig-
nificant differences between PathFinder and the auditory-only
baseline regarding usability and situation awareness. This suggests
that an auditory-only solution may be sufficient for enhancing the
exiting phase for BVIPs, potentially reducing the cost and complex-
ity of adding tactile modality to the system. However, qualitative
feedback from participants highlights that for optimal effectiveness,
information should be conveyed through all available modalities.
For example, PathFinder communicated dynamic obstacles only
via audio. Yet, to enhance redundancy across modalities, these ob-
stacles could also be conveyed using a tactile approach, such as bars
that rise to indicate the presence of cyclists or pedestrians. This
would further improve the system’s robustness, providing that crit-
ical information is reliably understood by all potential passengers,
regardless of their sensory preferences or extent, etiology, or onset
of visual impairment. Furthermore, the significantly reduced men-
tal demand observed with PathFinder, along with its consistently
high perceived safety in complex and simple scenarios, highlights
its potential as a valuable add-on feature for vehicle manufactur-
ers committed to accessibility. Additionally, future research should
look into a more seamless integration of the tactile elements of
PathFinder into vehicles, such as using textile buttons and sliders
integrated directly into the vehicle’s fabrics [68, 76] or the armrest
close to the door handle. The other modalities of PathFinder could
also provide more detailed information, such as whether a dynamic
obstacle is moving fast or slow, via audio or blinking the obstacle
buttons in different colors to distinguish between different types of
obstacles for those with residual vision.

Finally, conducting real-world testing in actual vehicle environ-
ments would be essential to validate the system’s effectiveness
outside of controlled settings, ensuring that PathFinder meets the
practical needs of BVIPs in everyday use.

7.5 Limitations

Our interactive workshop included only five BVIPs. While small
sample sizes can still provide valuable insights [81], there is a po-
tential for response bias [64]. Thus, it is important to recognize that
the views expressed by these participants may not fully represent
the broader target group. Additionally, the design of PathFinder
was partly influenced by the subjective opinions of these five par-
ticipants. While related work informed the development of both
the auditory interface and PathFinder, these interfaces should be
considered with caution. Another limitation is the lack of external

validity in our study, as participants did not physically exit an ac-
tual vehicle, which may affect the applicability of our findings to
real-world scenarios. The actual process of exiting can introduce
additional challenges, such as maintaining orientation, managing
personal belongings or guide dogs, and navigating immediate haz-
ards outside the vehicle. Additionally, testing the interfaces in a
controlled environment rather than a real vehicle may have reduced
the perceived risk and mental demand associated with exiting in
real traffic conditions. These factors might have influenced partici-
pants’ feedback and limit the generalizability of our results. Despite
this, our study setup achieved a high level of perceived immer-
sion, suggesting that the simulated experimental conditions were
well-designed and effective.

Additionally, due to the specialized nature of our target group,
the user study was conducted with a relatively small sample size
of N=16 for quantitative analysis. This sample size may limit the
findings’ applicability to a wider population. Moreover, fewer par-
ticipants increase the risk of Type II errors, where true effects may
not reach statistical significance. Therefore, it is important not only
to consider statistical significance but also to examine the effect
sizes. For example, although not statistically significant, the inter-
action between the Scenario and Visual Acuity on mental demand
showed a large effect size. This suggests that there could be mean-
ingful differences that warrant further investigation. Further, it is
worth noting that while we attempted to provide a more nuanced
perspective based on visual impairment (by highlighting qualita-
tive responses with acuity information from Appendix C) than the
typical approach of collapsing BVIPs into a single group [30], a
larger sample size would have also enabled comparisons for the
quantitative data. Additionally, whether participants were congeni-
tally blind or acquired their impairment later in life could influence
their specific information needs and should be explored in future
studies.

It is also crucial to account for potential novelty effects [82] in
our user study as the participants experience both interfaces for
the first time. Hence, we anticipate that, as users become famil-
iar with the interfaces over time [62], these novelty effects may
diminish. Specifically, the auditory baseline featured longer audio
announcements compared to PathFinder, which could have bi-
ased participants towards preferring PathFinder. However, the
similar time required for participants to gather sufficient informa-
tion to exit the vehicle (see Appendix C) suggests that the length
of the auditory announcements did not impact the overall task
performance.

Additionally, we were unable to counterbalance the between-
factor of visual acuity, meaning that participants with similar visual
acuity levels might have experienced the same order of conditions.
This lack of counterbalancing could introduce slight learning ef-
fects, where participants become more accustomed to the tasks,
potentially influencing the study’s results.

8 Conclusion

This paper introduces PathFinder, a multimodal interface designed
to assist BVIPs in safely exiting HAVs by providing information
about the vehicle’s surroundings. PathFinder integrates visual,
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tactile, and auditory cues, making it accessible to users regardless
of their visual impairment.

We conducted an interactive workshop with N=5 visually im-
paired participants to identify their information needs for safely
exiting a vehicle. The workshop revealed that BVIPs currently rely
heavily on acquaintances for assistance. However, as HAVs offer
greater mobility independence, BVIPs may increasingly face these
situations without human assistance. During the workshop, we pre-
sented three low-fidelity prototypes (a smartphone, a window touch
prototype, and tactile bars), each employing different modalities
and interaction strategies to assist with vehicle exit. Participants
expressed a strong preference for a multimodal interface, favor-
ing tactile cues as a foundation, supplemented by auditory cues
for critical information, such as the presence of dynamic obstacles
like cyclists. Based on these insights, we developed PathFinder,
a multimodal interface tailored to the unique needs of BVIPs. The
system includes a compass needle that points to the final desti-
nation, five extendable, flashing obstacle buttons that represent
different sections of the vehicle’s surroundings and provide audio
announcements for additional information, and a vehicle button
that serves as a reference point.

In a subsequent three-factorial, within-between-subject user
study (N=16), we evaluated PathFinder against an auditory-only
baseline in both complex urban and simpler rural scenarios. The
results showed that PathFinder significantly reduced mental de-
mand compared to the baseline and consistently maintained high
perceived safety in both scenarios. In contrast, the auditory baseline
resulted in lower perceived safety in the urban scenario compared
to the rural one. Further, the qualitative feedback indicated a clear
preference for multimodal information conveyance to enhance
spatial orientation and situation awareness. However, to increase
robustness and ensure that critical information is reliably under-
stood by all passengers, regardless of their sensory preferences
or visual impairments, it is recommended that all information be
conveyed across all modalities.

Open Science

The source code and construction files, including blueprints, 3D-
printing files, and laser-cutting files for both the three initial low-
fidelity prototypes and PathFinder have been made publicly avail-
able. These resources can be accessed at the following link:
https://github.com/luca-maxim/light_my_way.
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A Audio Announcements of PathFinder and

the Auditory Baseline

Due to the participant’s mother tongue, the audio announcements
were in German. For this appendix, we translated the audio an-
nouncements via Deepl.com.

A.1 Urban Scene

A.1.1 PathFinder. Upon Reaching the Destination, the follow-
ing audio announcement was played automatically:
"We have reached the end of the journey. The destination, Café
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Good Times, can be reached via the pavement next to the road.
The entrance to the café is 70 meters away on the right-hand side."
Duration: 0:14 min

Vehicle Button Short. "The destination, Café Good Times, can
be reached via the pavement next to the road. The entrance to the
café is 70 meters away on the right."

Vehicle Button Detailed. "The destination, Café Good Times,
can be reached via the pavement next to the road. The entrance to
the café is 70 meters away on the right. The curb is one meter away
from the vehicle. The pavement is 3 meters wide, paved, and level.
There are many pedestrians and cyclists in front of the vehicle."

Obstacle Buttons

• Button 1: Raised

– Short. "Bus stop."
– Detailed. "Bus stop on the pavement five meters away."

• Button 2: Raised

– Short. "Rubbish bin."
– Detailed. "Rubbish bin on the pavement three meters away."

• Button 3

– Short. "The pavement is clear."
– Detailed. "The pavement is clear. The curb is one meter away."

• Button 4: Raised

– Short. "Tree."
– Detailed. "Tree on the pavement three meters away. No danger
from low-hanging branches."

• Button 5: Raised

– Short. "Three bollards."
– Detailed. "Three bollards in a row on the pavement threemeters
away."

A.1.2 Auditory Baseline. Upon Reaching the Destination, the
following audio announcement was played automatically:
"We have reached the end of the journey. The destination, Café
Good Times, can be reached via the pavement next to the road. The
entrance to the café is 70 meters away on the right-hand side. The
curb is one meter away from the vehicle. The pavement is three
meters wide, paved, and level. There are many pedestrians and
cyclists in front of the vehicle. There is a bus stop five meters to the
left of the vehicle. A rubbish bin is three meters away from the bus
stop. The pavement in front of the car door does not have obstacles.
A tree is on the pavement three meters away to the right behind
the vehicle. No danger from low-hanging branches. To the right of
the tree, there are 3 bollards in a row on the pavement at a distance
of 3 meters." Duration: 0:57 min

A.2 Rural Scene

A.2.1 PathFinder. Upon Reaching the Destination, the follow-
ing audio announcement was played automatically:
"We have reached the end of the journey. The destination, Carmen’s
House, can be reached via the dirt track right next to the road. The
entrance is 15 meters straight ahead on the left-hand side."
Duration: 0:13 min

Vehicle Button Short. "The destination, Carmen’s House, can
be reached via the field path directly next to the road. The entrance
is 15 meters straight ahead on the left-hand side."

Vehicle Button Detailed. "The destination, Carmen’s House,
can be reached via the field path directly next to the road. The

entrance is 15 meters straight ahead on the left-hand side. The edge
of the road is one meter from the vehicle. The field path is 2 meters
wide, and the surface is unpaved and uneven. There are pedestrians
and cyclists in front of the vehicle."

Obstacle Buttons

• Button 1: Raised

– Short. "Trees"
– Detailed. "Several trees next to the road on the grass five meters
away."

• Button 2

– Short. "The area is clear."
– Detailed. "The area is clear. A footpath crosses the field path
three meters away."

• Button 3

– Short. "The field path is clear."
– Detailed. "The field path is clear and consists of two channels.
A branch and a stone lie on the grass next to the field path at
a distance of seven meters."

• Button 4: Raised

– Short. "A fence and a stone behind it."
– Detailed. "There is a fence on the grass next to the road two
meters away. Behind it is a large stone three meters away."

• Button 5

– Short. "The area is clear."
– Detailed. "The area is clear. The ground is a meadow."

A.2.2 Auditory Baseline. Upon Reaching the Destination, the
following audio announcement was played automatically:
"We have reached the end of the journey. The destination, Carmen’s
House, can be reached via the dirt track right next to the road. The
entrance is 15 meters straight ahead on the left-hand side. The edge
of the road is one meter away from the vehicle. The dirt track is
2 meters wide and the surface is unpaved and uneven. There are
pedestrians and cyclists in front of the vehicle. There are several
trees five meters to the left in front of the vehicle. Behind the trees
is a path that crosses the dirt track 3 meters from the vehicle. The
country lane begins straight ahead. The track is clear and consists
of two channels. A branch and a stone lie on the grass next to the
field path at a distance of seven meters. To the right behind the
vehicle is a fence next to the road on the grass two meters away.
Behind it is a large stone three meters away."
Duration: 1:01 min
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B Participants’ Demographic Data

The alpha level of blue highlighting of the participant IDs indicates their visual acuity in the tables below.

Table 2: Table of participants’ demographic data for the interactive workshop

ID Age Gender Visual Acuity Impairment

P1 61 M 5% total blindness on the left eye, right eye blurry vision
P2 44 F 1.5% only contours visible
P3 52 F 0% total blindness
P4 67 F 0% total blindness
P5 65 M 3.5% blurry vision

Table 3: Table of participants’ demographic data from the user study and their overlapping participation with the workshop

ID Age Gender Visual Acuity Impairment Workshop Part.

P1 67 F 0% total blindness ×
P2 53 F 0% total blindness ×
P3 60 M 10% vision becomes gray when in distance
P4 72 F 0% total blindness
P5 45 F 1.5% only contours visible ×
P6 62 M 5% total blindness on the left eye, right eye blurry vision ×
P7 65 M 3% blurry vision, black spots in the fovea
P8 29 M 14% tunnel vision
P9 53 F 2% red. vision in the left eye, only close objects are visible
P10 68 F 10% blind spots in the fovea
P11 23 F 6% blind spots in the fovea
P12 71 M 0% total blindness
P13 62 M 10% blurry vision
P14 76 F 3.5% colors visible but blurry ×
P15 77 M 12% total blindness in fovea but limited vision in periphery
P16 62 F 1% perception of brightness/darkness
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C Descriptive Data of the User Study

Table 4: Table of the descriptive data of the user study

Variable System Scenario n Min Max Mean Median SD

Mental Demand [44] PathFinder Urban 16 1.00 18.00 7.56 7.50 5.15
PathFinder Rural 16 2.00 15.00 7.94 7.50 5.34
Auditory Urban 16 4.00 20.00 11.25 10.00 5.08
Auditory Rural 16 1.00 20.00 10.94 10.00 6.29

Usability (SUS) [51] PathFinder Urban 16 20.00 80.00 64.36 67.50 16.42
PathFinder Rural 16 20.00 87.50 65.31 67.50 16.71
Auditory Urban 16 32.50 80.00 62.34 62.50 13.21
Auditory Rural 16 27.50 80.00 62.50 65.00 15.33

Situation Awareness (SART) [80] PathFinder Urban 16 15.00 29.00 19.69 17.00 4.76
PathFinder Rural 16 7.00 35.00 18.50 18.00 6.27
Auditory Urban 16 10.00 30.00 19.06 19.00 5.30
Auditory Rural 16 3.00 28.00 16.75 18.00 7.06

Perceived Safety [29] PathFinder Urban 16 -1.75 3.00 1.44 1.86 1.42
PathFinder Rural 16 -0.50 3.00 1.50 2.00 1.21
Auditory Urban 16 -1.50 3.00 1.25 1.25 1.47
Auditory Rural 16 -1.50 3.00 1.61 2.13 1.50

Completion Time (in min:sec) PathFinder Urban 16 0:50 4:57 1:52 1:29 1:06
PathFinder Rural 16 0:35 4:37 1:41 1:32 0:51
Auditory Urban 16 1:02 3:55 1:56 1:59 0:45
Auditory Rural 16 1:03 4:09 1:57 1:18 1:03
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