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ABSTRACT
Simulator studies have been conducted in the automotive domain since the 1960s. Recently, automated driving studies have become more popular as real-world automated cars start to emerge but at this time not all levels of automation can be realized. A simulation does not entail all details of real driving, creating a realistic simulation experience - both on a psychological and physical level - proposes recurring challenges. These are among others: sample acquisition, simulator sickness, simulator training, interface design, take-over requests and secondary tasks in automated driving simulator studies. In this paper, we review existing literature and summarize important lessons from simulations in the domain of driving automation to provide considerations for studies investigating driver behavior in the age of highly automated driving.
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INTRODUCTION
Conducting studies that involve automated vehicles inherently involves an apparatus. The current state of maturity of automated vehicles cannot cover all capabilities of automation. Hence, the use of a real automated vehicle is not always possible. Furthermore, setups that involve dangerous situations, have to be done in some kind of simulation. As apparatus several technical systems are possible, such as a Wizard-Of-Oz automated vehicle [109] which is also applicable for virtual reality [30]. A more low fidelity approach is the use of video material to simulate an automated vehicle [55]. In this paper, we focus on the use of driving simulators as apparatus.

Driving simulators have been used in both academic and industrial research since the early 1960s, investigating driver behavior and interactions with the vehicle and the road [86]. Validity and reliability of driving simulator studies have been investigated frequently [5] and simulated driver behavior has been found to predict real-world driving to a considerable degree [47, 110, 94].

The advent of automated driving opens up a whole new domain of simulator studies. Searching the ACM Digital Library regarding the keywords autonomous driving, the publication count from 2010 to 2017 per year rises steadily from 22 to 85. Adding driving simulator to the filter, the publication count per year increases continuously from 3 up to 27. This indicates that research in automated or autonomous driving using simulators has become increasingly popular over the last 10 years. Experiments on user behavior in automated driving may focus on very different phenomena, for example system acceptance, trust, takeover behavior, cooperative strategies, usage of automation, etc. In consequence, new challenges, questions and problems regarding simulator studies for automated driving emerge.

In this paper, we review these challenges based on existing literature and the experiences from conducting driving simulator experiments for autonomous driving and those of fellow researchers in the field of driver-vehicle interaction in the age of (highly) automated driving. We derive basic considerations to conduct studies in a driving simulator and studies that investigate user behavior in automated vehicles with an emphasis on simulator studies on highly automated driving. The outline of this paper is structured along the decisions a researcher has to make during planning and conducting a driving simulator experiment: acquisition and sample, briefing, responsibilities and takeover, secondary tasks, simulator training, simulator sickness, User Interface, and validity.
PARTICIPANT ACQUISITION AND STUDY SAMPLE
In most HCI or simulator studies due to rather lengthy experimental procedures (information, training, etc.) and high costs of simulator operation [27, 7] small samples are tested. This increases the danger of sampling errors or biases and can enhance the effect of single outliers on the results in unpredicted ways.

Experience with automated driving influences participants’ behavior to a considerable degree. For example, focusing on evaluations of user interfaces regarding automated driving, a tech-savvy and experienced sample may give different feedback than novices [106].

A very common pitfall in HCI research is that recruitment takes place at the labs, which mostly is a student population [7]. This results in a population with a narrow range in age, education, prior experience, motivation for participating, etc. Recruiting a narrow and small sample can lead to completely different findings when investigating attitudes towards automated driving compared to a sample of e.g. technological enthusiastic young drivers.

It is therefore possible, that the recruited sample will have low or no experience with autonomous cars as real world experience with those vehicles is scarce. This needs to be considered when interpreting the results of automated driving studies. The behaviour the participants show in the simulator is most often the initial reaction to the system and unlike the behaviour we would observe with a well-known system on the basis of daily interaction. Goodall [32] argued that future generations growing up with automated vehicles, will be more likely to rely on automation than today’s drivers. We therefore recommend to report and discuss any possible implications of the very narrow sample. If, for example age, education, or affinity for technology mediates or moderates the results, a critical discussion is mandatory. Furthermore, we suggest to recruit a mixed sample including non-student participants.

Besides the participants’ experience with autonomous vehicles or ADAS, participants’ specific motivation to participate in the study can influence the study outcome. For example by advertising with autonomous driving, the participants’ motivation may be different than when advertising with driving simulator. Especially when trust or acceptance is part of the research question (e.g. measuring the duration of time driven in autonomous mode), the participant’s motivation to participate in the study is crucial for finding valid results. A participant who wants to test autonomous driving, may not be willing to disable the automation at all.

Therefore we suggest to consider not only where the advertising takes place, but also how the study’s task and purpose is framed and explained. Above this, to control for these effects, the participant’s study motivation could be assessed at the end of the study.

It is known that there are considerable influences of manifold factors on trust and acceptance of automated driving and consequently on automation use [58, 42, 97]. These influences can be separated in the categories: human-, automation or environment-related [36]. For recruitment and sampling procedures in driving simulator studies, especially the influences of individual differences and psychological traits need consideration [77, 81]. An overview on socio-demographic and personality-related variables identified in the literature is provided in Table 1.

User Characteristics Source

<table>
<thead>
<tr>
<th>Socio-demographic and experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics [36]</td>
</tr>
<tr>
<td>Age [42]</td>
</tr>
<tr>
<td>Gender [42]</td>
</tr>
<tr>
<td>Subject matter expertise [42, 24, 36]</td>
</tr>
<tr>
<td>Competency [36]</td>
</tr>
<tr>
<td>Faith [85, 70, 71]</td>
</tr>
<tr>
<td>Preexisting knowledge: expectations [42]</td>
</tr>
<tr>
<td>Prior experience [8, 36, 42, 58, 71]</td>
</tr>
<tr>
<td>History of interactions with the system [8, 36, 42, 58, 71]</td>
</tr>
<tr>
<td>Training [8, 36, 42, 58]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Personality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proveness to trust [36, 42, 58]</td>
</tr>
<tr>
<td>Neurotisim (Big Five) [42]</td>
</tr>
<tr>
<td>Extraversio (Big Five) [42, 10]</td>
</tr>
<tr>
<td>Dominance [73]</td>
</tr>
<tr>
<td>Intuitive vs sensing personality [42]</td>
</tr>
<tr>
<td>Locus of control [2, 78, 88, 90, 91]</td>
</tr>
<tr>
<td>Sensation seeking [43, 115, 78]</td>
</tr>
<tr>
<td>Attitudes towards the automation [36, 42]</td>
</tr>
<tr>
<td>Comfort with robots [36]</td>
</tr>
<tr>
<td>Self-confidence [22, 42, 58, 36, 61]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Situational</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mood [42]</td>
</tr>
<tr>
<td>Attentional capacity [42, 36]</td>
</tr>
<tr>
<td>Engagement [36]</td>
</tr>
</tbody>
</table>

Table 1. Overview on socio-demographic and personality-related variables. The references provide a detailed discussion of these variables.

As a first example, in the area of personality traits, locus of control (LoC) [78, 91, 90] showed to be related with individual differences in trust in automation and automation use. Locus of control describes a person’s tendency to which entity a cause of events is ascribed to – either own actions (internal LoC) or external factors beyond own control (external LoC) [2, 88]. Therefore, giving up control which is necessary for autonomous driving is especially difficult for people with an internal LoC. Thus, individuals with a higher tendency for an external LoC should be more positive about automated driving [90]. Indeed, external LoC has shown to influence the behavioural intention to use an automated vehicle [12] and led to increased trust in automation [91]. Examples for LoC scales are [54, 89]. As a second exemplary personality trait, sensation seeking has been shown to influence the usage of adaptive cruise control (ACC). Sensation seeking is defined as the need and search for intense experience and the willingness to take risk in order to reach these [115]. Individuals with higher sensation seeking tend to drive riskier even when ACC is engaged [78]. An example for a sensation seeking scale is [43]. Additionally, a negative relation of self-confidence and trust in automation was found in several studies [57, 16]. In studies examining the role of the Big Five Personality facets,
extraversion was found to predict trust in automation [65] and neuroticism was negatively related to the agreement with an automated advice system [101]. In a recent study, significant correlations of trust and agreeableness and consciousness were reported [11]. Besides these rather general personality features, the specific attitude towards automated driving has been found to be a good indicator of how participants interact with the systems [65, 29].

This underlines the impact of several personality traits on the behavior of participants in simulator studies. Thus, they need to be considered and controlled for. Furthermore, prescreening for such predicting personality traits during recruitment of specific samples. At this point, it is unclear for many personality facts if they are general predictors for trust and automation use or if they only influence decision making under specific conditions. Taken together, the current state of research on the role of personality traits for the context of automated driving is scattered and in some regards inconclusive. Thus, more research in this area seems necessary. Furthermore, for simulator studies it seems recommendable to decide based on the research questions and on the basis of sample size and study setup to assess some selected traits that may influence the outcome of a specific study. The personality traits should be assessed with validated scales, which have to be chosen based on the available time and the respective study context. While a general recommendation seems not worthwhile, a short scale for sensation seeking can be found in [43] and a very brief measure for the Big Five in [33]. In order to test the participant’s attitude towards automation prior to introducing the system, for instance the a priori acceptance of ADAS questionnaire [78] may be feasible. Note that the selection of assessed personality scales is specific for every study and should be based on hypotheses on how personality could affect participant behavior in the given study context.

**BRIEFING**

As long as autonomous vehicles are not part of our everyday mobility, participants will have little or no experience in the domain. Thus, participants’ expectation and imagination of autonomous cars’ abilities are diverse as they will in most cases not be based on facts but on word-of-mouth or emotions. To reduce the impact of this error variance to our experimental findings and for standardization and comparability, information prior to experimental interaction with the system should be used to adjust participant’s knowledge [53, 38]. This includes explanation of capabilities, functionality and limitations of the automation. A crucial part of these instructions is the framing of the system, especially to explain the system’s reliability [107, 52, 53]. Providing technical details about the automation could result in a mixed understanding of abilities among participants. For instance, telling participants that the car’s sensors include radar might lead to mixed reactions in foggy situations because some participants could assume that radars are superior in such situations, other participants lack of such information [106]. This suggests that the briefing should contain the system’s abilities and system boundaries rather than technical features to reduce the scope for interpretations.

People have a bias towards automation and generally expect automated systems to outperform humans [22] and to work nearly flawless (perfect automation scheme) [66, 61]. In contrast to this, introducing an automation as not perfectly reliable may disappoint participants and thus lead them to rely even less on the system [16]. Trust develops dynamically depending on dispositional characteristics of the driver, situational factors and initial experience with the system (e.g. [58]). If a driver trusts the system and relies on it immediately, trust will develop differently than it would if he would not trust it at all. The initial level of trust influences the initial reliance strategy considerably. Therefore, experiences gathered in interaction with the system will always influence the course of development of trust into the automation resulting in an interdependent relation of trust and reliance [42]. The driver should use the automation optimally relying on the capabilities and knowing where the restraints of the system lie. If the driver is aware of system capabilities and restraints trust is well calibrated (calibrated trust), the introduction of the system should prevent drivers from overtrusting the system (using it in situations it is not capable of) or placing distrust in the automation (not using it although it would be capable) [58]. Taken together, if trust is a variable in the study, the system should not be introduced as flawless [57]. We propose that the instructions of the automation should be explained in detail in the publication for replication of the study.

Besides informing participants about system failures, the question arises if system failures should be demonstrated during the initial phase of the study. Witnessing a system failure can be expected to affect participants’ trust towards the automation, even if it was made clear that the failure was intentionally implemented in this specific situation [45, 114]. We recommend to consider the influence of this exposure on the behavior and the results of the study and to decide individually whether to include a demonstration to system failures or to omit it.

Another important aspect in the instructions is to inform participants about the possibility of simulator sickness (see below for a thorough discussion of the phenomenon). The stronger participants expect simulator sickness, the more likely it will occur [51]. The way information is presented about simulation sickness, can amplify the experienced sickness because of a framing effect [103]. Accordingly, the introduction should be phrased in a way to avoid an increased simulator sickness. For instance, it should be avoided to tell participants that the simulation may cause vomiting.

**SIMULATOR SICKNESS**

Apart from the positive effects driving simulators pose for experimental research, they remain virtual environments which can potentially cause a perceptual conflict called simulation sickness. This includes symptoms like nausea, vertigo, sweating, headache and in the worst case sometimes vomiting [84, 49]. 80-90% of participants report simulator sickness related symptoms in simulator studies, that can affect about 5-30% of participants in such a way that they cannot finish the experiment [99]. There are different theories why simulator sickness and motion sickness occur. The popular sensory conflict theory explains simulator and motion sickness due to the
discrepancy between the actual sensory information and the expected sensory information [83, 75, 6].

According to [37], characteristics that can worsen simulator sickness symptoms are: long exposure time, curves, turns, and higher speeds:

Cobb and colleagues [13] state that under one hour of exposure, simulator sickness symptoms steadily increase. After the one-hour mark is reached, symptoms return to a nominal level fifteen minutes later. Others [28, 50] suggested, that there might be a positive and almost linear relationship between simulator sickness and exposure time. The best strategy against simulator sickness is exposure and adaption [98] but adaption itself is a highly individual process [56]. Participants are able to adapt to simulator sickness over multiple exposures in the simulator [98]. Some people will adapt over time while sickness is declined [56], but symptoms can also increase through repeated exposures [35]. About 5% of participants may not be able to adapt [39]. Road design also seems to affect simulator sickness. The road should be designed that there is a minimum of curves and if there are curves, they should not have small radii.

Surrounding conditions (like temperature) should be considered to mitigate simulator sickness [27]. Simulator sickness is higher in fixed-base driving simulators compared to moving-base simulators [15]. In fixed-based simulators, the feeling of acceleration and deceleration is absent. Therefore, feedback mechanisms to control speed are lacking [95]. Also, pre-screening of participants provides a perspective to control the problem. The Georgia Tech Simulator Sickness Screening Protocol (GTSSSP) [28] is one approach to pre-screen participants in order to predictively filter participants regarding increased risk for simulator sickness.

Despite occurring simulator sickness, some aspects of driving performance may not be influenced [37], but this mainly applies for speed and lane keeping behavior. But on the other hand, especially nausea can affect driving performance negatively. Loss of motivation, avoidance of tasks that are found disturbing, and possible distraction of the normal attention allocation process are possible negative effects [68]. The experimenter should also be aware that participants cannot decide whether they have to abort the experiment or not, therefore, we propose that the experimenter asks for their well being or the need for a pause as opposed to asking for aborting the experiment. Once the participant feels so sick that they need a pause, the likelihood of becoming sick again after the pause is high and it should be considered to abort the experiment [37]. Automated driving could increase simulator sickness compared to manual driving, which can lead to preventing the activation of the automation or engage in non-driving related tasks (NDRTs) [18]. Presumably because of the inability to anticipate the future motion path. Consequentially, implementing motion path cues could help to reduce simulator sickness [18]. The effects of lacking motion path cues also apply when performing secondary tasks. Therefore, preferring non-visual secondary tasks or locating displays in peripheral view of the road could reduce simulator sickness [18]. Therefore, we suggest to anticipate higher dropout rates compared to a manual driving simulator study. Severe symptoms of simulator sickness can influence the results. At the end of the study, it is common practice to ask participants for simulator sickness symptoms (e.g. [49]).

RESPONSIBILITIES AND TAKEOVER
To categorize the driver’s level of responsibility, the SAE levels of automation can be used as an orientation [14]. When investigating NDRTs, execution of driving (level 1) must be on the side of the system, which is the case in SAE level 2 and above because NDRTs are only available when the human driver is currently not in control. The monitoring responsibility (level 2) and fallback entity (level 3) are the key factors when a takeover request (TOR) is triggered. We recommend to define the levels of automation of the system for the study to handle takeover situations properly (see the following section). However, naming the level of automation and definitions might not necessarily be in the instructions. It might be more prudent to explain the capabilities and boundaries of the system along with the responsibilities of the driver. Participants need not comprehend technical definitions but should know how to handle the automated driving feature, including malfunctions and takeovers [58, 22].

When TORs are implemented, it is important for participants to know how to react. A takeover is a system initiated control transition from automated drive to manual drive: automation-initiated driver control (AIDC), commonly due to a system boundary [60]. The participant’s instructions should explain the differences between a system boundary and a malfunction.

A system boundary is well defined and predictable and is reliably detected by the system [31]. A malfunction occurs when something is not predictable, for example when a sensor is failing. For instance, a system boundary is reached when the vehicle is leaving the motorway if the automation can only drive on a motorway. The participant’s instructions should explain all system boundaries and the required action, which most likely is a takeover. It is also important to explain the consequences if the participant fails to regain control over the car during the takeover. The consequences depend on the car’s level of automation. The participant’s instructions should also explain what happens when a system failure occurs [58, 22].

Other research has shown that the presence of motion cues [93], or traffic density [80] influences takeover performance. This suggests to, if feasible, aim for more realistic simulations in terms of perceived motion and consider the influence of simulated traffic on takeover performance. If not feasible, the limitations and implications should be discussed.

SECONDARY TASKS
One of the advantages of automated driving is the possibility to engage in NDRTs during driving. Such tasks can be any possible activity in the car, such as reading a newspaper or playing games on the phone. Depending on the car’s level of automation, the driver must be capable to take over control of the car at all times and drive manually. The time to recover
from a NDRT and to build up sufficient situational awareness is a factor very crucial for driving safety [25]. Some tasks may have a longer recovery time than others [69].

When the driver is involved in the driving task to a certain extend, which is the case in all levels of automation except for full automation (level 5), the NDRT becomes a distraction because the driving task may still become important at some point.

Driver distraction can be categorized in auditory, visual, cognitive, physical, technology-based and non-technology based distractions [112]. Physical distraction can further be distinguished according to the degree of interruptibility of the task [74]. An easily interrupted task is something that requires few or no action to stop the task and return to the driving task, such as reading a book or playing chess (without clock). Whereas hardly interruptible tasks require the user to do additionally steps to pause the task or involve some kind of punishment (e.g. watching movies then hit pause). Therefore, one should consider the factor of interruptibility of the secondary task as well as to discuss its influence on the performance.

Especially in the context of a research study, the priorities of the driving task and the secondary task can differ from real life as no real danger is given and losing a Tetris highscore may be more important for some participants than taking control of a simulated car.

Having a secondary task requires some judgment regarding the relative importance of both tasks – a task that is not trivial at all [23]. There are examples of other research [67] where performing well in the driving task was not incentivised but performing well in the secondary task has been encouraged. The validity of such studies is questionable and as stated in [67], such results only serve as worst case examples [67]. We discuss the influence of incentives in the Section Validity and Behavior.

As mentioned before, a reason for automation use can be gaining free time for NDRTs. The motivation to use automated driving features may depend on the possibilities to do something else during the ride in order to prevent underload [44, 113]. In this regard, the question arises what kind of secondary tasks can be provided in a driving simulator study. There are standardized tasks that can cause different kinds of distractions, such as SuRT (ISO/TS 14198) or n-back (e.g. [110, 80]). However, those tasks are usually not very entertaining and hence inappropriate to counteract boredom during automated driving.

There are several other approaches, some use selected literature to read or messages to write [21], some use smartphone games [104, 64], and other use movie trailers [108]. Another possibility to provide secondary tasks is that participants can bring their own tasks or use their private smartphones.

Participants may have a different degree of intrinsic motivation to engage in an otherwise unrewarded secondary task (e.g. some participants dislike playing Tetris whereas others love to). Providing other secondary tasks can have different influences on the usage of automation or even attention to TOR and the willingness to gain back control [26].

Letting participants chose their tasks for themselves, could create the highest external validity but also brings a highly uncontrolled factor into the study and consequently diminishes internal validity. In our literature research, we have found examples for all of the aforementioned techniques. All of these approaches have their own characteristics, drawbacks, advantages and possible consequences for the results. Therefore, we assume that there is not one perfect secondary task for simulator studies. In any case, motivational influences (possible differences of engagement) of the secondary task should be discussed when behavior is a matter of research.

The incentive to do NDRTs in a more naturalistic setting are intrinsic. Drivers may want to be productive or entertained. In a study, intrinsic motivations may not be present. To control the motivation of the NDRT, extrinsic motivation seems therefore adequate. The use of a controlled tasks, like watching movies combined with external incentives (e.g. provide higher payoffs for correctly answered questions regarding the movie (e.g. [108]) is one approach.

We suggest that the driving task should be introduced as the highest priority. To support this, accidents or even violations of traffic rules should influence the final payout negatively. This includes accidents and violations caused by the automation, because incentives serve as substitution for consequences, which are independent of the nature of the driver (human or machine). Besides the driving performance, the secondary task performance should be coupled with incentives to adapt the motivation in participation. Another approach is to provide tasks that participants have to do during the study but can decide when they want to complete the task. A participant can be given the choice do a secondary task during or after the ride to simulate productivity.

**SIMULATOR TRAINING**

Training sessions are common in HCI studies to avoid learning effects and to familiarize with a new system. Such training is also commonly a part of driving simulator experiments. This is especially important as the driving simulator responds differently to braking, accelerating and steering as a real vehicle. Main reasons for training include: (1) adoption, the reasons for a simulator training are (2) familiarization with the interior, like indicators and switches, (3) learning to handle study specific things like UI, and (4) reducing simulator sickness [19, 87]. (5) Adapting to transitioning between manual and automated driving, for example TOR (if such transitions occur in the study). (6) reduction of novelty, curiosity, and excitement and introduction to the system’s behavior in specific [58, 42, 22].

In previous research, there is no uniform procedure for simulator training (e.g. time, distance, driving tasks) [95]. Some studies used a pre-defined period of time, a pre-defined distance, a self-assessment or a mixture [87]. The duration of the training is very diverse in previous research, reaching from two
minutes [3] up to two days [76]. In between, some sessions lasted 5 minutes [102], 10 minutes [20], and 30 minutes [105].

When adaption is insufficient or even lacking at all, participants have to familiarize with the simulator during the actual experimental trials which influences the performance in the driving task and could bias the results of the experiment [95]. Spending more time in the simulator can improve adaption, while the probability for simulator sickness may rise [56, 50]. McGehee and colleagues [63] claim that a training benefit has reached its maximum after five minutes except for older drivers (65+) which need about eight minutes to adapt. The familiarization should cover the awareness and consequences of transitions and it should take the fear of executing such transitions [58]. If there are multiple ways to execute a transition (e.g. disabling the automation by a button, by braking, etc.) every method should be covered in the training session to prevent participants acting out of curiosity. A participant should not discover the features or behavior of the automation during the actual trials. For example, if participants do not know how the system performs when overtaking other cars, the participant should test this in the training and not in the test trial. A more complex and demanding track, requires a longer adaption period than a straight road [87].

Driving an automated car is a novel experience for most participants. Especially when investigating the usage of automated driving, the participants curiosity regarding automated driving might be a confounding factor. It is hard to eliminate this because participants may even be curious after having driven with the system for a while. Not only curiosity regarding automated driving, but also curiosity towards the simulator may exist. Therefore, not only the curiosity for automated driving, but also for manual driving should be considered.

After all six aspects of a simulator training have been considered, it is also important to check if the training had the required effect to a sufficient extend. For this, we propose three different approaches: (a) self-report of participants if they feel to have been provided with enough training [96, 87]. (b) evaluation of the participants’ performance, e.g. lane deviation and stopping the training as soon as their performance reaches a certain threshold [95]. (c) evaluation of the correctness of the mental model of the participants by asking about specific situations or functions.

For each six aspects, we suggest different assessment strategies: For (1) familiarization with the interior: Asking participants if they have an understanding of the interior, as well as testing participant’s knowledge for specific functions (e.g. indicator or light) might work well and we assume that the car interior and UI is understood very quick and intuitively.

For (2) adapting to the vehicle dynamics: performance indicators are measuring lane deviations, adherence to speed limits, and estimate breaking distances[27]. This can also be combined with asking participants if they feel comfortable to drive the car. The feeling of adaption can vary among participants from 10 [62] up to 30 minutes [79] and is an aspect that should be considered when scheduling participants.

For (3) adapting to study specific features: this is different for each study, therefore, we suggest to decide individually and explain the decisions appropriately.

For (4) adapting to transitions: if participants struggle with takeover situations, we recommend to include multiple transition changes within the test tracks.

For (5) novelty: it is hard to identify when participants are familiar with new situations. Therefore we suggest to ask the participant about their personal feeling about the system and if they want to further explore the (automated) system. The test drive should be continued until their impressions about the system remains constant.

For (6) situations: we suggest to run through every situation at least one time in order to demonstrate the system’s behavior in each situation if possible. Participants should discover the abilities and the performance of the automation during the training. If this is not possible, the study design should include retesting of important situations.

UI

The user interface (UI) plays an important role in automated vehicles and influences the way automation is perceived and used. As the UI opens up the black box of automation and provides a large extent of the information used to built up the mental model of the automation, even slight modifications (e.g. in a HUD) could entail major consequences for the psychological reality of the driver interacting with an automated vehicle. This may lead to significant changes in variables like reaction times, subjective effort or decision making [34]. The appearance of the system influences trust towards the automation (e.g. [58, 42]). An interface that looks rather old or immature, can cause participants to depreciate the system’s capabilities [42, 111, 58, 48].

To provide some guidance for designing user interfaces for automated driving, NHTSA has released the Federal Automated Vehicles Policy [1] in 2016 that includes minimum requirements an automated driving related human machine interface should inform the operator (driver) if the system is: (1) functioning properly, (2) currently engaged in automated driving mode, (3) currently unavailable for automated driving, (4) experiencing a malfunction, and (5) requesting control transition from automated driving to manual driving. Most driving simulators will not have any specific hardware indicating the status of the automation. Therefore, graphical interfaces play an important role in communicating the automation state.

We recommend being aware of the consequence of ambiguous UIs. The interface should communicate the automation state unambiguously [92]. Buttons for switching automation state like Automation ON might create confusion because the button might display the action or the current state. One solution to overcome this challenge could be dividing the UI into status and action components: the status display shows the current state of the automation (e.g. automation is: on | off | unavailable), the action button shows the future state of the automation (activate | deactivate). See Figure 1. Experi-
We assume that absolute validity in automated simulator studies is hard to achieve and results claiming absolute validity may be questionable when decision making or behavioral aspects are measured. However, we further assume that behavioral validity can be investigated in a simulated automated vehicle [47, 110, 94].

It is known practice to replace components that have been eliminated by the simulation through instructions and incentives. Improving relative behavioral validity can be achieved by incentives, like a reward/penalty system [27]. Although the consequences for the participant cannot be the same as in reality, the participant’s reaction in the simulator to a certain event should be as close as possible to the same event in real life. Achieving this is not trivial. In reality, the consequences for a failing automation reach from nothing, over cost up to death. Besides the immediate consequences, there are also consequences regarding the attitude towards the automation itself that is likely to be influenced. When the automation fails, drivers may be concerned about the automation’s capabilities for a long time. Our observations in simulations however show that trust in the automation rises very quick after a failure happens or a takeover request occurs, which is in line with the literature [40, 77, 91].

Incentives for driving simulators can be distinguished in the following categories [27]: (1) Consequential, which can lead to real world consequences. For example when simulations are used to measure the subject’s ability to perform a tasks, like pilots failing in the simulation leading to consequences in real life. Here the simulation has consequences regarding the permission to operate on machines in reality. This does not apply for simulator studies. (2) Intrinsic incentives, that comes from the participant’s willingness to perform well in a specific task, for example because of a given challenge. (3) Extrinsic incentives, like monetary rewards. It is considered ethical to use deception at the beginning of a study and make participants believe that it will impact their compensation/reward, but then give all participants the same reward afterwards anyway.

In driving simulations practitioners rely mainly on intrinsic and extrinsic incentives. One approach to add consequential incentives could be to add raffle for an additional monetary reward, like a voucher that one of the participants can win. Then lower the chances to win the voucher if participants are involved in accidents or similar.

There are several approaches for incentives in simulator studies. Stein and colleagues [100] describe a monetary reward/penalty system where faster completion times were rewarded, speeding was associated with speeding tickets resulting in monetary penalties. The ticket was not always fined but followed a parameterized probabilistic algorithm. Crashes influenced both, completion time and money. The effect can be enhanced by adding noises on specific events, like sirens for tickets and breaking glass as well as screeching tires for a crash [59, 27]. The idea of completion time can also be adopted to automated driving. For instance, the automation
can be instructed as driving more ecologically which pays off as rewards in the end of the experiment to encourage using automated driving. On the other hand, the automation may drive very defensive and slow compared to an average human driver to encourage manual driving [41]. In this study, the automation was slowed down by a vehicle ahead. When participants canceled the automation and took over the car in front, they could drive faster. This behavior was rewarded because their payment was linked linearly to the length driven on the track. When participants drove manually and as fast as allowed and possible, they would get 9€, when the automation drove the entire time, they would get 6€. We assume that this effect could be enhanced when instructing that participants will get the full amount (e.g. 9€) and that a certain behavior (e.g. driving a fewer distance, causing crashed) result in subtractions of the end value because according to the prospect theory [46], 'losses loom larger than gains’. The incentive does not necessarily have to consist of money.

CHECKLIST
Stepping through the process of automated driving simulator studies, we identified eight stages where we found typical challenges to overcome when conducting studies. We summarized all considerations from the text above into the checklist below.

SAMPLE
- Recruit a mixed sample, report and discuss the sample and limitations.
- Consider and assess psychological traits and socio-demographics (e.g. LoC, sensation seeking and attitudes towards the automation) (possibly pre-screen).
- Consider selection bias. Avoid advertising that addresses the curiosity or motivation of participants.

BRIEFING
- Exclude technical information from the briefing.
- Describe system’s capabilities and system boundaries instead.
- Decide whether to include a demonstration of system failures.
- Refrain from introducing the system as flawless, if trust is of interest in the study.
- Explain the instructions of the automation in any publication to facilitate replication.

SIMULATOR SICKNESS
- Avoid long exposure times, narrow curves, sharp turns, and high speeds.
- Pre-screen participants (e.g. GTSSSP) to exclude participants experiencing severe symptoms of simulator sickness.
- At the end of the study, assess simulator sickness (e.g. SSQ) to avoid confounded results.
- Ask for participants’ well-being and need for breaks.
- Stop the experiment if the participant feels severe symptoms of simulator sickness.

- Implement motion path cues.
- Consider framing effects when briefing simulator sickness.

TAKEOVER
- Explain the differences between a system boundary and a malfunction if a TOR occurs.
- Aim for realistic motion simulation.
- Consider simulated traffic as an influence on TOR performance.

SECONDARY TASK
- We recommend to discuss motivational influences (possible differences of engagement) of the secondary task when behavior is a matter of research.
- Control the motivation for the secondary task with external incentives.
- Introduce the driving task as the primary task.
- Preferring non-visual secondary tasks or locate displays in peripheral view of the road to reduce simulator sickness.

SIMULATOR TRAINING
- Simulator training should cover: adoption, familiarization with the interior and the study setup, transitioning between manual and automated driving, reduce simulator sickness, and novelty effects.
- Check training effects: self-reports from participants, performance evaluation, and participant’s knowledge test.

VALIDITY
- Introduce a penalty/reward system as consequences for driving behaviour.
- Let accidents/violation of traffic rules influence the final payout negatively.

CONCLUSION
In this paper, we provided insights and practical suggestion for conducting simulator user studies in automated driving. We investigated common aspects of recent automated driving studies.

We see our listings and suggestion as useful hints and not as a complete standard. We discussed and examined different subtopics of automated driving simulator studies. We mainly focus on a literature research and also on self reports and observations. In order to extend our considerations into guidelines or standards, our observations need to be confirmed with user studies. One question that needs further investigation will be the general validity of automated driving simulator...
experiments because of the safe environment. Another topic that needs further investigations is the use of secondary tasks and NDRTs. There are different approaches what participants can do while driving automated. Our observations provide useful insights and a concrete checklist of aspects to consider when planning and conducting simulator experiments in the context of automated driving.
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