ABSTRACT
A function of an automated driving vehicle that can override a human driver while driving manually could work as a guardian angel in the car. It can take over control if it detects an imminent accident and has a possibility to avoid it. Because of the urgency of the intervention, there is not enough time to warn the driver in advance. In a study, feedback was collected from users how they perceived such an action while driving in a simulator. Additional feedback was collected about the general design and user interface of such a system. From an ethical point of view, we discovered discrepancies in the views of our participants regarding automated driving functions that need to be addressed in future development.
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INTRODUCTION
Automated and autonomous driving is currently being developed throughout the world. Not only the traditional car companies are trying to bring self-driving cars onto the roads as quickly as possible, but also companies that up to now had nothing to do with the development of cars [32]. The current question of interest is not any longer, if automated driving will be reality, but when it will be available. Until the upcoming automated vehicles will reach SAE level 5 [35] and are able to handle all aspects of an entire journey on their own, the human driver is still needed to handle at least parts of the journey. Self-driving cars could greatly reduce injuries in traffic, as most of the accidents are caused by human error [24]. As long as the driver is needed to perform actions, at least from time to time, this risk will not decrease. Even though the automation is not performing the driving task during manual drive, the sensors of the (automated) car are still active and can sense the surrounding environment. This can be used for passive comfort functions like registering parking spots [30], but also to detect risky situations and possible accidents. If the driver or another road user makes a mistake, the car could sense this. There might be situations where the car can determine a possibility to avoid an accident and prevent car body damage or even injuries. In the event of the car sensing a threat and being able to determine a strategy to avoid it, it is ethically obliged to intervene. Such a situation can arise quickly, there could not be enough time to inform the driver of the upcoming situation and instruct him or her how to avoid it. In this case, the automation has to take over control, impeaching the driver until the hazardous situation is resolved and the car is back in a safe state. Trust in the automation to be able to make correct decisions and to predict traffic behavior is already present today, otherwise automated driving would not be possible at all and companies would not advertise automated driving to be commercially launched within the next years.

RELATED WORK
In current vehicles, a huge number of assistive systems can be found and the number of available systems is still increasing [26]. The systems can be categorized in two major categories: safety-oriented functions and comfort-oriented functions. While anti-lock braking systems (ABS) clearly fall in the first category, systems like adaptive cruise control (ACC) are mainly comfort-oriented, although they provide a safety aspect, too. The main difference between the two categories are that safety-related functions are always active, whereas comfort-related functions can be turned on and off by the driver.
Feedback Methods
A very important part of developing new ADAS is to design the feedback method. The assistive system needs to provide information for the driver about its activity. Current systems usually communicate with the driver through “visual and auditory display modalities” [28]. The more advanced the ADAS gets, the more do “car makers need to attend not only to the design of autonomous actions but also to the right way to explain these actions to the drivers” [15]. Facilitating trust of the driver in the system is the key factor and Nottdurt et al. showed that giving an explanation that justifies and transparently explains why the action was happening “are the most promising ones for incomprehensible situations in HCI” [19]. Not only is the type of explanation a factor that needs to be considered, but also the time when it is happening [15]. A pro-active explanation that is told every time before an automated overtaking maneuver might become annoying for the passengers very fast [19].

Overwriting the driver
ADAS cannot only be classified by categorizing them into comfort- and safety-related functions or by how and when feedback is provided. Another classification approach is to use the level of system intervention and the duration of the current intervention. In Figure 1 such classification is shown. The x-Axis classifies the system intervention level. The categories used are based on the levels of automation from Sheridan and Verplank [22]. The y-Axis classifies the duration of the respective system intervention. Categories with systems from the automotive range of use are marked in green, categories that would not contain any useful systems are marked in grey. The taxonomy shows that there are categories that do contain systems but not from the automotive context [17]. These systems are capable of overriding the driver/operator for a certain amount of time. In critical situations they can decide on their own, even against the human. Such “hard automation” [27] can be found in Airbus’ planes or in trains. Similar system capabilities were successfully included in robot behavior [3,4]. In the coming age of highly automated driving, such systems might be more useful than ever. With the increasing possibility to hand over driving tasks to the automation, drivers might face a decrease in their abilities to safely operate the vehicle at all times [1], as already observable with airline pilots [29].

GUARDIAN ANGEL IN THE CAR
In the publicly funded German project “KoFFI” (stands for “Cooperative driver-vehicle-interaction”) [34] the driver and the car are becoming equal partners. One of the ideas of this project is to set the car (hierarchically) above the driver in safety critical situations. For example during situations with low viewing distance (fog, darkness, etc.) the car might have a better understanding of a situation due to its sensors, as these are not limited by sight (radar, etc.). If the driver is driving manually and does make a fatal mistake that could be easily corrected by the car, the automation should take over and prevent any accident. The automation can even take over control if the driver is unfit to drive, distracted or falls asleep. A “redistribution of autonomy” would be the result as formulated in a partnership model by Both and Weber [2]. Such a system can work as a guardian angel that is accompanying the driver on his or her journeys, intervening in critical situations. There are many open questions how to
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**Figure 1: Taxonomy of different assistive systems in different transportation modes. Green highlighting indicates that at least one automotive technology is present in the respective category. [17]**

<table>
<thead>
<tr>
<th>System intervention (comfort and decision-making level)</th>
<th>Length of system intervention</th>
<th>Traffic sign recognition</th>
<th>Lane departure warning</th>
<th>ABS braking assist</th>
<th>ESP</th>
<th>Collision avoidance system</th>
<th>Emergency stop system</th>
<th>Lane keeping assist</th>
<th>Highly automated driving</th>
<th>Autonomous driving</th>
</tr>
</thead>
<tbody>
<tr>
<td>permanent</td>
<td>traffic sign recognition</td>
<td>Lane departure warning</td>
<td>ABS braking assist</td>
<td>ESP</td>
<td>Collision avoidance system</td>
<td>Emergency stop system</td>
<td>Lane keeping assist</td>
<td>Highly automated driving</td>
<td>Autonomous driving</td>
<td></td>
</tr>
<tr>
<td>long-term</td>
<td>night vision assist</td>
<td>Night vision assist</td>
<td>Night vision assist</td>
<td>Night vision assist</td>
<td>Night vision assist</td>
<td>Night vision assist</td>
<td>Night vision assist</td>
<td>Night vision assist</td>
<td>Night vision assist</td>
<td></td>
</tr>
<tr>
<td>never</td>
<td>No human intervention</td>
<td>No human intervention</td>
<td>No human intervention</td>
<td>No human intervention</td>
<td>No human intervention</td>
<td>No human intervention</td>
<td>No human intervention</td>
<td>No human intervention</td>
<td>No human intervention</td>
<td></td>
</tr>
</tbody>
</table>
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design the interaction between the guardian-angel system and the driver in a way that the driver embraces the system’s intervention.

**Ethical guidelines**

The task of ethics in general is to give guidelines [20] that are universally valid and at the same time practically realizable. They have to give tools and criteria “with which planned or ongoing research can be assessed with regard to possible ethically relevant conflicts” [20, translation by authors]. Ethical requirements for automated and connected driving, like the ones provided by the German government in June 2017 [31], shall be systematically extended by the research in the KoFFI-project. The Institute of Digital Ethics (IDE) [33] of the “Hochschule der Medien” in Stuttgart is responsible for questions regarding acceptance and trust in the human-machine-interaction within the project KoFFI. An ethics-by-design approach makes sure to sensitize all project partners in all phases of research. Ethical design standards can be derived by a deliberate reflection from the results of research. The goal is to create a humane design. The IDE is using empirical data to provide and justify detailed and realistic requirements for the engineers and designers. This is called experimental philosophy [18,7]. A method used in experimental philosophy is narrative research [6] which uses narrative elements like the ones found during the design process of a system, especially in use cases and scenarios [5,14] as they transfer the values and views of the designer and engineers [23].

**Research Questions**

The first question that needs an answer is: Are drivers open to a system capable of overriding them and do they want to have one in their car? (Q1). Related to that is the situation in which the system should intervene: Do the drivers only allow an action of the system if the situation is critical or also in uncritical situations? (Q2). The next question summarizes all related interaction and interface design decisions: How does a “guardian angel” need to communicate its intervention? (Q3) Lastly, if the endangerment is over, the controls of the car must be shifted back to the human driver. To do this in a safe manner it is important to know what people are doing during an override situation: How do drivers behave while the system is actively overriding them? (Q4) A system that can decide on its own to take control from the driver affects the drivers self-determination. This is an interesting “ethically relevant conflict” [20] and raises the question: Do people already have a consistent mental concept of the role model of a driver of an automated vehicle? (Q5) This is important, as an uncertainty in the task of the human could lead to possible operating errors of the drivers.

**USER STUDY**

Both research questions Q1 and Q2 can be answered by simply asking drivers about their opinion. Nevertheless, it is important that drivers have a good idea what an overriding functionality works and feels like. Not all drivers know intervening ADAS like the emergency braking assist. Few to no drivers have experience with a car that can drive on its own. To give all participants the same idea what such a system could work like all participants had to experience an example system in action. This is why we conducted a user study in a driving simulator. The other major goal of the user study was to gather (qualitative) feedback from the participants how it feels to be overridden by the car while driving manually. This was done under two major conditions, a safety-related override and a comfort-related override. In order to be able to test this in a safe environment, we used a driving simulator.

**Participants**

In accordance with Hwang and Salvendy’s 10±2 rule [13], 24 participants were recruited from the Robert Bosch GmbH and from the Pforzheim University of Applied Sciences. The only requirement for the experiment was for the participants to have a valid driver’s license. 12 of the subjects were male and 12 female. 10 participants were in the age group 20-29, 10 in the group 30-39, 3 in the group 40-49 and 1 in the group 50-59. The number of years the participants have had their driver licenses ranged from 1 to 37 years, with a mean of 12.2 years (SD = 9.45). Except for two subjects all stated to use a car on at least a weekly basis, with the two stating to use a car less than once a month. 10 of the participants have one or more driver assistive systems in their car, 6 have at least experienced such a system in another person’s car and 8 participants had no experience with an assistive system at all. To see if the participants are already familiar with speech-based systems that can provide detailed answers, the subjects were asked about their experience with digital assistant technologies: 10 of the participants used or are using a system like Alexa or Siri, while the other 14 participants stated to not using one. All but one participant attributed themselves a high or very high affinity for technology.

**Driving Simulator**

The driving simulator we used in the study is located at Bosch in Renningen, Germany. It consists of a cockpit from a BMW 3-series, which is mounted on DBOX-actuators. In front of the shell, three 4k monitors are positioned. Behind the cockpit three smaller HD monitors are installed. While the front monitors show the simulated road ahead, the rear monitors are used to display parts of the view behind the

![Figure 2: The driving simulator setup used in the user study](image-url)
car, to allow the driver to use the car’s mirrors as he or she is used to in a real car. As simulator software, SILAB [36] is used in version 5.1. A separate room connected with windows is available as an operator control room and provides access to all relevant simulator functions via two connected operator PCs. The simulator was fitted with two GoPro cameras, one mounted behind the middle mirror and facing the participant, to record the facial reactions and the steering wheel interactions. The other camera was mounted behind the pedals and recorded the feet of the participant and how he or she used the car’s pedals during driving. This was done to not only collect data whether or not a certain pedal was pressed, but to gather insights of foot movements not detectable by the simulator’s log files. If, for example, a participant has his or her foot readily on the pedal but does not yet press it, this would not be detectable if there was no camera used to collect the data. This can help to answer Q4 as the behavior of the driver is directly observable.

**Procedure**

At the beginning of the study, the experimenter greeted the participants and asked them to sign a declaration of consent. After that, a demographic questionnaire was handed to the participant to gain statistical data of age, sex, car usage and previous knowledge of (driver) assistive technology.

Then the participant was taken to the driving simulator and asked to set the driving seat and mirrors to their comfort. To familiarize the subject with the simulated environment, he or she was presented with three test tracks. The first test track consisted of a flat country road where accelerating, steering, and driving at a certain speed and braking was introduced and practiced. The second track was a straight test track where traffic signs indicated positions at which the participant had to accelerate or decelerate to a given speed. This track should help estimating distances and speeds in the simulator. The last track was a set of junctions where the participant had to turn left and right in order to get used to the feeling of turning in the simulator.

Afterwards the participant was taken to a poster on the wall and informed that he or she will be testing a new driver assistive system called “KoFFI”. The experimenter explained the characteristics of the KoFFI-system, such as the ability to intervene in hazardous situations. Next part of the study were two different routes in the simulator. The order of the two conditions were counterbalanced with the participants, regarding sex, age and driving experience.

Route 1 was used to test a driver override in a safety-critical condition. The route consisted of six T-junctions linked with tracks from 1 km to 3 km in length. The participants were instructed to drive to the town of Renningen and at the intersections the drivers had to turn either right or left, indicated by street signs showing the way to Renningen. To avoid disruptions in case of a wrong turn the subjects had to drive a 2 km long detour track, until they reached the right track again. After the track, a final T-junction was reached, where a police car would cross with high speed as soon as the participants drove off at the stop line. The automation braked automatically and steered a bit to the left to avoid a collision with the other car. Feedback for the driver was provided to one half of the participants with a beeping sound, consisting of a “double-beep”, repeated once, like the one used in current systems, for example in an emergency braking system. The other half was given a spoken feedback of KoFFI, where the automation stated that it had to override the driver to prevent an accident. Both auditory feedbacks were played as soon as the system started braking.

Route 2 was used to test a driver override as a non-safety critical condition. This was thought to be some kind of comfort function to prevent the driver from driving a detour. The participant had to drive a route to Renningen again, consisting of six junctions with varying tracks lengths in between. The main difference to route 1 was that the subjects did not have to turn left or right at any of these junctions. On the track to the final intersection, the participants were asked to use their smartphone. They had to take a picture of the (simulated) landscape around them and write a message to a friend. This was done to make the driver look away from the road and therefore miss the final traffic sign, indicating to turn left at the final junction. Due to that, all 24 participants were not prepared to turn left at the last intersection and missed the turning lane. At the last possible moment, the automation was braking hard and turning left. Directly behind the junction we placed a town sign of Renningen to show the driver that this is the right way. Again, the automation provided feedback either with a beeping sound or with a spoken explanation.

Participants were recorded by the afore mentioned GoPro cameras while driving the two test routes, but not during the simulator familiarization. As already mentioned, both routes and the feedback-condition were counterbalanced. Directly after each route the participant had to exit the simulator and answer three questionnaires, regarding the experienced override situation. First, a NASA TLX questionnaire [9] in the raw version [10] and an AttrakDiff questionnaire [11] had to be answered. After that, a custom questionnaire was handed to the participants, where they were asked if they think a system that is able to perform an override while driving, makes sense to them. We also asked whether the participant would like to have such a system included in their car and to explain why or why not. In addition, we questioned the experienced way of feedback and in case the participant disliked it, he or she was asked to describe their preferred feedback method.

To answer ethical research questions, we handed the participants another questionnaire at the end of the study. It consisted of five questions regarding ethical aspects as autonomy, responsibility and trust in the case of automated driving. The questions were open-ended and as it was part of a narrative research approach, the participants were instructed to write down anything that comes to their mind.
Results: NASA RTLX
To help answer Q3 it is important to know if there are differences in the use of different communication methods. One value that has to be taken into account is the task-load a person experiences while using a certain system. In the NASA task-load-index questionnaire the participants have to rate six scales on a 100-points range, where 0 marks a very low demand in the respective category and 100 marks a very high demand [9]. These ratings are then combined to the task-load-index. In the safety-group the raw task-load-indices for beeping sound feedback is higher (MBeeper = 39.0, SDBeeper = 16.8 and MVoice = 37.8, SDVoice = 20.3) than voice-feedback. The same is true for the comfort scenario (MBeeper = 58.3, SDBeeper = 19.3 and MVoice = 52.3, SDVoice = 25.6). An independent samples t-test revealed no significant differences between the feedback methods within the respective scenario groups (df = 22; tSafety = 0.27, pSafety = 0.79 and tComfort = 0.66, pComfort = 0.51).

Regarding the mean values of the respective parts of the TLX (mental demand, physical demand, temporal demand, performance, effort and frustration) there are again no statistical significant differences. Again, only the beep and the voice condition were compared for each respective subscale in the two main scenarios with an independent samples t-test. (df = 22; tMental = 0.16, tPhysical = 0.43, tTemporal = -0.10, tPerformance = 0.84, tEffort = -0.26, tFrustration = -0.25, tComfort = 0.52, tPractical = -0.25, tTemporal = 1.66, tPerformance = 1.30, tEffort = -0.98, tFrustration = 0.65, all p-values > 0.1). Yet, there are some interesting observations: The performance value is in both scenarios lower if the automation gave a spoken explanation of the override. The lower the value in the performance category is, the better the participant rated his or her achieved outcome. That means, the participants with the spoken feedback had the feeling “they did better”, in contrast to when there was only a beeping sound. However, both voice groups seemed to need more effort to achieve their level of performance than the respective beeping groups. While the use of voice feedback could lower the values for frustration and temporal demand in the comfort scenario, there was a contrary effect in the safety scenario, despite being quite low. Those results (effort needed and perceived performance) factor into the acceptance of a system by the users and therefore help to answer Q1.

Results: AttrakDiff
Another factor that should be examined to answer Q1, Q2 and Q3 is the perceived effectiveness and attractiveness of the system. The AttrakDiff questionnaire measures these two main dimensions of a product, called hedonic and pragmatic quality. The first one is an expression of how much the user wants to own the tested product and the second one is how good the product is designed to solve the specific task. A good and desired product has high values in both categories [11]. The questionnaire consists of 28 semantic differentials with seven gradations. Hassenzahl et al. developed AttrakDiff with the ability to divide the hedonic quality into two groups, identity (identification with the product) and stimulation (stimulating the senses of the user). The results for the study conditions split in the four dimensions of AttrakDiff (pragmatic quality PQ, hedonic quality – identity HQ-I, hedonic quality – stimulation HQ-S and attractiveness ATT [11]) is shown in figure 5. All but the comfort with beeping sound condition receive positive values for the pragmatic quality and the hedonic-identity dimension. In both tested scenarios, safety and comfort, the participants that experienced the voice feedback attributed a higher hedonic and a higher pragmatic quality to the system. The overall attractiveness of the tested conditions clearly shows a favor of the safety related system and spoken feedback.
Results: Qualitative Feedback
To help answering Q1, Q2 and Q3, we asked the participants to state their opinions on the usefulness of an in-car system that can overwrite their actions, to prevent an accident or to avoid minor driving mistakes such as missing a turn. The scale ranged from 0 (not at all useful) to 5 (highly useful). The results for each respective testing condition are shown in figure 6. Directly afterwards the participants were asked to state whether or not they would like to have such a function in their car and why or why not. The answers were categorized into “yes” or “no” and the number of answers in each category were counted (see figure 6).

Results: Video Analysis
To answer Q4 we had to observe the participants during the system interaction. For each participant four videos were recorded, two showing the upper part of the body to examine reactions and steering wheel interaction and two showing the participants’ feet and gas and brake pedals. One set of videos was recorded while driving route 1 and the other set while driving route 2. For analysis, the behavior of the participants shortly before, during and after the override situations was of interest. The categorization was developed inductively during the analysis of the videos. The 12 subjects that were part of the safety override group with the beeping sound feedback had no distinct reaction during the system intervention. Some of them said something like “oh” or “oops”. The pedal camera showed that most participants were pressing the gas pedal continuously during the system-initiated maneuver. The same behavior concerning the pedals was observed in the safety override group with spoken feedback, with the difference that some people stopped to press the gas pedal as soon as the spoken explanation was played. The same people’s reaction to the explanation was very interesting: Afterwards these subjects waited longer than the others did, questioning if something would happen. One participant asked: “may I now drive again?” (P10). In both groups of the comfort-function, beeping sound feedback and spoken feedback, people tried to counteract the system’s actions during the override, as well through counter steering and through braking or pressing the gas pedal. The difference between the two groups was in the behavior shortly after the system intervention. While the participants of the group with the beeping sound looked confused or frightened, the participants of the group with the voice feedback were all smiling or laughing. In general, the spoken explanation encouraged interaction of the participants with the system. They responded to the explanation with responses like “ok”, “thank you”, “if you say so...”, one participant thought to have the situation under control by himself and when the automation stated that it had to override him to prevent an
don’t talk nonsense! You’re lying!” (P8).

Results: Ethical Questionnaire Feedback
The IDE prepared a questionnaire, which was given to the participants after the driving situations. This was done to gather their feedback after experiencing a situation where their own autonomy to make decisions was delimited by a machine. In the following paragraph, the questions and answers have been translated into English by the authors as closely as possible to the German original. The first question was: "Is a vehicle already autonomous if it has non-overrideable driving capabilities? What does a machine make autonomous in your opinion?" This question deliberately picks up the medial discourse where often autonomous driving is used as generic term [21], although this is not the correct term if the car is not capable of driving in SAE level 5. The answers to this question were meant to give an overview of the differences made between automation and autonomy, especially in an environment with high affinity for technology [12]. Many of the participants showed incertitude using the term “autonomy”. Very different explanations and opinions regarding concepts for autonomy in human-computer interaction were received. It seems to be difficult for the participants to differentiate between the term “autonomy” in partly-, highly- and fully-automated technologies. Nine of the participants classified the tested system as autonomous and stated that systems like parking assist, lane keeping assist or “information on tire pressure” (P9) are also autonomous. 15 participants classified the tested system to not being autonomous. We received several contradictory statements that indicate an existing confusion: “As soon as the driver can turn the vehicle on and off, it is not an autonomous car. But if the car takes away my emergency reaction already in minor situations, it is too autonomous in my opinion” (P23). Another answer received was “Autonomy in my opinion is if it is comfortable for me” (P11). Participant 4 attributed human characteristics to our system: “Yes, it is autonomous, respectively stubborn! By not being overrideable, the machine gets its own will and becomes human. But that is in principle uncomfortable”. This is consistent to the reactions of the participants to the spoken feedback described in the previous paragraph. A possible explanation could be a felt loss of control, which is expressed by imputing autonomy to the system. Losing control is perceived through the loss of own autonomy, which is then transferred to an increased autonomy of the system: “An autonomous machine is capable of taking over control” (P5). In this context participant 12 wrote: “One must want to give up control and be able to do so, the trust in the system is missing and skepticism prevails”. The answers we got could also indicate that one does not want to be responsible once “the main responsibility” (P7) has been transferred to the system.

The participants were also asked about trust in the system, to find out if they would give the system full responsibilities in critical situations: “What is a trustworthy system? Is there any difference between you trust in a human and your trust in technology?” Apparently, on the one hand, a distinct skepticism is present, but on the other hand, a willingness to handover control and responsibility to the system exists – provided that technology is 100% reliable. Eight participants preferred to hand over control to the car in critical situations or even suggested “to shift the responsibility on to the car – if I want to” (P8). While ten participants were undecided and mentioned a situational decision, six participants wanted to drive without an automation. Again, several inconsistent statements were received: “As I do not like to let another person drive and I like to drive myself and I only trust in myself, I would trust the automation at very narrow roads in the mountains” (P9). The answers indicate that the idea of an equal partnership between the human and the automation is rather to rely on the system and to hand over sovereignty to it: “In my opinion the car should make the decision what needs to be done and therefore stand above my orders. Provided that these decisions are correct” (P15). Technology even receives trust in advance: “A trustworthy system needs to be reliable and its actions need to be comprehensible. If that is the case I trust the system more than I trust other people” (P15). “In principle I would rather trust technology than other people, because technology is predictable and people are not” (P10). The participants also stated their concerns that their trust in the system could be easily shaken. The consequences of the loss of trust are expressed very clearly as one “could never again trust technology” (P9) or one “would abstain from this technology in the future” (P12). Only two participants stated that they would use such technology again after an erratic behavior and loss of trust. 14 participants stated that they would not use this kind of technology afterwards and eight did not give a clear statement regarding the use after an erratic behavior.

DISCUSSION
Considering the positive attitude of our participants regarding a function that can take over the driving task by itself if the driver is making a mistake, we can answer Q1 (Are drivers open to a system capable of overriding them and do they want to have one in their car?) with a clear “yes”. We therefore propose further research in this particular field. A differentiation has to be made if the function works like a guardian angel, intervening in hazardous conditions or if the function also takes over control in non-critical situations (Q2: Do the drivers only allow an action of the system if the situation is critical or also in uncritical situations?). While the first possibility was accepted by almost all our participants the second one yielded mixed reactions. A possible approach would be to make the latter a comfort function that can be switched off and on by the driver. Regarding Q3 (How does a “guardian angel” need to communicate its intervention?) our research shows that a spoken feedback facilitates more appreciation than a simple beeping sound. It has yet to be researched how a visual or haptic warning would improve the reaction of the users. All but one participant explicitly wanted to get a warning in
advance, which was deliberately omitted in the study to focus on the overwriting situation. It has to be examined if there is time for a warning in advance as a possible overwrite situation may not be recognizable way ahead. A warning in advance could become annoying very fast if it was in situations where the driver can detect the danger on his or her own and react accordingly. Situations where the car overwrites the driver should happen rather rarely and therefore no negative effects of the spoken feedback as described in [19] should occur. Another open problem is the needed handover from the automation back to the driver after an intervention. Participants felt unclear whether or not they could take back control once the automation took over. The insights we gained from the video analysis will help us to determine future strategies, as we now know how people might respond to certain system actions (Q4: How do drivers behave while the system is actively overriding them?). As this paper focuses on the driver-vehicle-interaction, we also did not address the situational recognition of a hazardous situation and the deciding process if an intervention from the automation could resolve the imminent danger. It might be helpful for future research to determine the reason why an override is needed. Is it because of a failure of perception or a failure of proper steering by the driver? Was the situation created because of other road users or maybe even on purpose by the driver?

The tested “guardian angel”-function is located in a border area between automation and autonomy, which is the reason Q5 (Do people already have a consistent mental concept of the role model of a driver of an automated vehicle?) was asked. It is difficult for the users to classify such a function, as the authority of control of the human is being revoked for a short time. Together with the inconsistent classification of autonomy, the question arises if the changed concept of responsibilities for (highly) automated driving is already understood and accepted by the users. This is going to be of particular importance in the design of the human-machine-interaction. Our results show that, especially from an ethical point of view, the users need to have a good understanding of their own responsibilities regarding autonomous systems and system borders. Highly automated systems do not work autonomously [2] and functions like parking assist or lane keeping assistance cannot be used without human guidance. Monitoring a system needs knowledge in one’s own authority of control and sovereignty. Research has to survey if users are aware of this connection and their own responsibility. Hopes and expectations regarding automotive systems are high and bound to a clear requirement: Systems are not allowed to make mistakes.

Combining the qualitative and the ethical questionnaire another important point that factors into the answer of Q1 can be witnessed: Our questionnaires showed a distinct unsteady opinion about the human-machine-interaction in the context of automated driving. 23 of our 24 participants clearly wanted to have a safety-related guardian angel in their car, like the one proposed to them during the study. When we asked them in a more abstract way in the ethical questionnaire, only 8 participants were willing to hand over control to the system in critical situations.

**SUMMARY**

For future development, we need sensitization, especially for the designers and developers. Our research showed that many concepts regarding responsibilities during automated driving are not clear to the users. The current concepts of automation might not be easily conclusive. There are abstract concepts, like the autonomy of the car, that are complex and need to be simplified. Critical takeovers and takeover situations are not self-explanatory concerning when the human needs to be ready and when not; in contrast our study showed that there are contradictory views of the users. From an ethical perspective, we need to raise awareness for the designers and engineers how to name a certain system because of the attributes the users tend to give it. Designing a system in the border zones between SAE levels 3 to 5 needs to be done with caution, with regard to the perceived system capabilities.

Clearly, a “guardian angel” can save lives in future road traffic, if the drivers of future cars are willing to have such an assistive system on board. This depends heavily on the design of such a system. A guardian angel is an entity that can sometime save lives, if it has the possibility to do so; It is not an entity that takes full responsibility for safe driving.
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