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Figure 1. We propose to enrich pseudo-haptic feedback with the additional input of muscle tension.

ABSTRACT
Natural haptic feedback in virtual reality (VR) is complex and
challenging, due to the intricacy of necessary stimuli and re-
spective hardware. Pseudo-haptic feedback aims at providing
haptic feedback without providing actual haptic stimuli but
by using other sensory channels (e.g. visual cues) for feed-
back. We combine such an approach with the additional input
modality of muscle activity that is mapped to a virtual force to
influence the interaction flow.

In comparison to existing approaches as well as to no kines-
thetic feedback at all the presented solution significantly in-
creased immersion, enjoyment as well as the perceived quality
of kinesthetic feedback.
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INTRODUCTION
Virtual reality (VR) as a consumer accessible tool is a rapidly
evolving technology. It offers a high level of presence and
immersion for users even though consumer hardware provides
only visual and auditive stimuli. Haptic features are also
available in the form of vibration but do only play a minor
role in VR hard- and software. While interaction inside the
virtual environment has become much more natural by using
dedicated controllers tracked in three-dimensional space, it is
still limited to pressing buttons as input modality and vibration
as output modality.

Multi-sensory feedback has shown to enhance the feeling
of presence [8], but usually the inclusion of an additional
stimulus requires a whole new set of additional hardware.
Real kinesthetic feedback for instance, is hard or impossible to
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implement without the help of a real world counterpart that is
able to restrict user’s motion. Hardware-based solutions range
from the use of tethered objects [32] to exoskeletons [3] or
dedicated robots [31].

Current VR devices, however, usually consist only of the HMD
and two controllers that are tracked in 3D space to interact
with virtual objects. Building on such hardware, a completely
different approach is pseudo-haptic feedback, that aims at
delivering the illusion of haptic features solely by an altered
visual feedback [38, 41]. The downside of hardware-based
solutions, that pseudo-haptic feedback is not affected with, is
a limited resolution and especially size and complexity of the
systems. Fully natural kinesthetic feedback always requires
a grounded counterpart in the real world. Pseudo-kinesthetic
feedback – though different levels of kinesthetic forces can
be displayed without additional hardware – is more or less a
metaphor of forces that otherwise could not be displayed with
available systems. Since such approaches only consider the
feedback side of the interaction flow, one implication of such
metaphorical feedback is that it does not involve the user’s
muscles for the interaction. Independent of the strength of
kinesthetic forces, the user does not necessarily have to exert.

While prior works on pseudo-haptics concentrate on the out-
put, this paper extends this concept to an input component that
is embedded in the entire interaction flow. As long as only
the output is considered, the user may lose some control over
his actions. We propose to combine pseudo-haptic feedback
with the additional input modality of muscle tension. By addi-
tionally using muscles as input devices it is possible to realize
both input and output of haptic interaction without a physical
counterpart and hand back control to the user. Pseudo-haptic
feedback weakens the bond between tracked controller and vir-
tual hand representation. By reaching through or into a virtual
object the hand representation is blocked by the object and
an offset to the controller’s position results. It was proposed
to use the offset between tracked controller and the virtual
representation of the hand as a force [40]. This way, a virtual
object (even if there is no physical reference) can resist the
user (or at least their visual representation) and the kinesthetic
feedback results in a visual offset depending on the virtual
physical properties of an object. Though such an approach
also affects the interaction, since a user has to stretch further
to move heavier objects, it does not necessarily involve a real
tensing of the user’s muscles. We suggest to add a supple-
mentary virtual force into the pseudo-haptic interaction cycle
that is dependent on the measured tension of action related
muscles. While pseudo-haptic tracking offsets can be used to
visually communicate the forces, the measured muscle activity
can be used as a countering force to these offsets. A higher
weight can thus be communicated via an increasing offset,
which decreases as the user begins to exert himself. In this
way we want to communicate pseudo-haptic forces more clear
and provide users greater control over their actions.

The advantage of the presented approach is, compared to al-
ready introduced solutions which used muscle contractions as
input, the latter no longer has to be realized as a hard threshold.
Previous works have designed muscle input in such a way that

a certain threshold must be reached, e.g. to lift a virtual object.
In this case there is a hard threshold from which an object
can be lifted and held. If the measured values fall below this
threshold, the object is dropped or cannot be moved. This hard
threshold is no longer needed in our presented approach, since
the measurement of muscle contractions can be integrated as
an additional force inside the VR application. A weak muscle
contraction therefore leads to a high tracking offset, but does
not prevent virtual objects from being lifted or moved.

In a user study we found that such an approach can signifi-
cantly improve immersion as well as enjoyment in VR appli-
cations. The use of muscle tension as additional input channel
further increased the illusion of kinesthetic feedback as well as
the perceived realism of the VR experience we implemented.

The main contributions of this work are:

• The concept of enriching pseudo-haptic feedback with an
additional input modality and a concrete implementation
using muscle exertion as input and visual manipulations as
feedback channel

• A study showing increased enjoyment and immersion, as
well as an increased level of the perceived quality of haptic
feedback using such an implementation.

RELATED WORK
Multi-sensory feedback in general [8, 12] – and haptics being
one of them – plays a major role for the feeling of presence in
VR. Humans can differentiate various object properties like
texture, hardness, temperature and weight by our haptic senses
[26].

Hardware solutions
Our work concentrates on kinesthetic feedback, which is used
to display directional forces. One way to achieve this goal is
to make use of handheld [32] or stationary mounted tethers
around the user [17]. More complex is the use of exoskele-
tons on the hands [3, 4, 10, 14] or on the arms of users [34].
Exoskeletons can also be attached between two body parts
[49].

Passive-Haptic Feedback
The virtual and physical world are differing, but this mismatch
can be compensated. There are several approaches to partially
recreate the virtual world inside the real one. Robots [13, 31,
50] or other humans [7] can be used as helpers or actuators.
There are also approaches on passive haptic feedback using
props as physical counterpart for the virtual ones [16, 21, 46].
The mapping of real world objects to virtual objects can also
be supported by slightly manipulating the user’s motion to
match surfaces [20, 45] or objects [2].

Pseudo-Haptic Feedback
Beside dedicated hardware and passive-haptic feedback there
is a third strategy for the communication of kinesthetic feed-
back: Pseudo-haptics. The basic concept is to circumvent the
real stimulus by another stimulus (most of all using vision).
This way, object properties can be faked by synchronously
presenting visual stimuli to support the performed interaction.



Various properties like friction [23, 24], stiffness [47] or tac-
tile feedback [37] can be displayed without the need for a
real world counterpart. There are also works on simulating
directional forces [25, 22] on external displays or the subtle
resistance of airflow [38, 39] in VR. The aim of all these ap-
proaches is to slightly manipulate the virtual representation of
the hands without being recognized by the user. Unlike the
naive vision of perfect illusion, such manipulations may also
be applied with the user being aware of being manipulated and
therefore breaking with proprioception. Though not relying on
forces, it was suggested to support the feeling of slow-motion
in VR by visually slowing down user motions [42]. In their
proposed solution, depending on the user’s velocity, there was
an obvious difference between proprioception and the visual
feedback.
Such obvious dissent between proprioception and visual feed-
back was also used to communicate kinesthetic feedback. This
way even virtually heavy objects could provide respective
feedback when being lifted [41]. Samad et al. [43] further ex-
plored the range of the control/display-ratio to simulate weight
in virtual reality. A similar approach was presented for kines-
thetic feedback in general [40] where also a multi-sensory
pseudo-haptic feedback approach, which combines visual and
vibration feedback, was presented.
Our approach and implementation is built on these presented
works and the concept of pseudo-haptic feedback with per-
ceivable offsets in general.

Muscles as input or output devices
Muscles have already been used for input and output for in-
teraction. Electrical muscle stimulation (EMS) was used as
feedback channel [11, 28, 29, 35, 48]. Lopes et al. used this
approach to provide ungrounded kinesthetic feedback by actu-
ating opposing muscles [30]. They actuate an opposing muscle
to force the user to tense the desired one . Our approach has
some similarities but while our proposed interaction also re-
lies on exerting the user, we do not force the user to tense
their muscles by electrically stimulating the opposing muscle.
In our approach, the user is encouraged to tense a muscle to
support the intended interaction.

Nacke et al. [33] investigate the effects of using physiologi-
cally controlled games. They argue, that respective sensors
have to be mapped intuitively and matching to the desired
action for direct interaction. Electromyography (EMG) was
used for other interaction techniques such as e.g. pointing
and clicking [15], same-side hand interactions [18] or hand
gestures (e.g. [9, 19, 52, 51]), however often using algorith-
mic or learning-based solutions to derive other biomechanical
parameters like hand pose from muscular activity before.

Ponto et al. used biofeedback to interact with virtual objects
with a certain mass [36, 6]. In their system, users require to
exert a calibrated amount of exertion to grasp and hold objects.

Hirooki Aoki [1] examined effects of pseudo-haptics on mus-
cle activity to support exercising. He found that such ap-
proaches can indeed increase the amount of measured muscle
activity.

COMBINING PSEUDO-HAPTICS WITH MUSCLE INPUT
Prior works that utilized exertion for interaction in VR im-
plemented their approach in a way, that a certain threshold
of force was required to lift and hold virtual objects. Pseudo-
haptics, on the other hand, was implemented as discrete and
barely noticeable feedback as well as by treating it as some
kind of metaphor for kinesthetic forces using perceptible track-
ing offsets. We propose to include muscle activity as additional
input for pseudo-haptic feedback to let virtual forces influence
the whole interaction cycle. While prior approaches always
require a minimum amount of force to keep the object grabbed,
we utilize pseudo-haptics as additional feedback. In this case,
offsets are used to indicate the weight of an object. As the user
exerts, the amount of offset will be reduced according to the
force a user applies.

Humans are able to tense their two opposing muscles, even
without applying forces to physical objects. This allows the
user to actually influence the applied strength of forces in the
VE using the same medium as in the real world, which is the
tension of muscles.
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Figure 2. The offset between real hand and virtual hand representation,
which is used for passive-haptic feedback, is dependent on muscle ten-
sion. When the user flexes his biceps, he is able to reduce the offset and
therefore, apply higher forces in the virtual world.

The basic idea of pseudo-haptic feedback is to simulate kines-
thetic forces by offsets between real limbs and their virtual
representation. For greater expressiveness, this offsets can
reach magnitudes where they become perceptible to users [41].
Depending on the movement the user performs and the re-
sistance of the virtual object, the offsets vary in size. By
combining pseudo-haptic feedback and muscle tension as in-
put, this offset can additionally be influenced by the tension
the user creates. The more a user flexes their muscles, the
greater the applied force in the VE. Therefore, the offset is
scaled by the physiologically created muscle tension.

IMPLEMENTATION
Our implementation consists of two separate virtual forces
that are applied when a user interacts with, pushes or pulls
an object. One is the offset force which was implemented
as proposed by prior work [41, 40]. In this approach the the
visual representation of the controller in the form of virtual
hands are decoupled from the actual tracked position of the
controller and are therefore treated as ordinary objects by the
physics engine. The virtual hands are always pulled by an
attraction force towards the position of the tracked controllers.
With no further restrictions, the virtual hand representation is
in the exact the same position as the corresponding controller
in the real world. As soon as the real hands reach behind



or inside a virtual object, the virtual hands collide with this
object. As a result, the virtual hands apply their attraction
force to the virtual object and may manipulate it, dependent
on physical properties. The force that is applied to the virtual
object depends on the size of the offset between virtual hand
and tracked controller. Therefore, heavier objects with a higher
inertia and friction require a larger offset to be manipulated. If
the offset reaches a specified threshold (e.g. in case of a static
object), clipping is used as escape strategy.
The muscle force is the second virtual force we included as
a novel addition over previous works. The direction of the
muscle force acts in the same direction as the offset force and
its magnitude dependents on the measured muscle tension. As
long as the user does not flex his muscles, only the offset force
is effective. As soon as the muscles are tensed (and depending
on the measured intensity) the offset force acts as support (see
figure 2). This allows e.g. a heavier object to be lifted with a
lower offset as long as the muscles are flexed.

Since the offset force was already described in prior works [41,
40], we will not discuss the respective implementation and
only discuss the implementation of the muscle force in the
following.

The Muscle Force
We used the Thalmic Myo armband to measure muscle tension.
The armband consists of eight EMG sensors and is connected
to a computer via bluetooth. In our implementation, we did
not aim at distinguishing between different muscles (e.g. bi-
ceps and triceps to separate pushing from pulling) since when
tensing muscles without real world counterpart, two opposing
muscles must be tensed to keep the posture. Therefore, push-
ing a virtual object results in the tension of biceps and triceps
as well.

Since the hardware we used possesses eight EMG sensors,
our implementation takes all EMG signals into account, but
only the largest factor is considered for further calculations.
In this way, the Myo wristband itself does not need to be
calibrated and can be attached in any rotation. Our approach
could also be implemented with a single EMG sensor on one
of the muscles.

Since the measured EMG signal is very noisy, an OneEuroFil-
ter [5] is applied to smooth the measures before any further
calculations.

Calibration: Since the minimum and maximum of the mea-
sured EMG signal strongly varies between users, a calibration
of strength is inevitable to utilize muscle tension as input de-
vice. We perform a two point calibration. The user is first
asked to relax their upper arm for 2 seconds. During this time
frame, data is collected from the EMG sensors and a mean
is calculated after excluding outliers. This procedure is then
repeated with a flexed muscle for the maximum value.
Normalization: We then normalize the measured EMG val-
ues based on the calibrated maximum and minimum by sub-
tracting the minimum from the current measure and dividing
it by the maximum. We further restrict the range to values
between 0 and 1.
Conversion to force: Based on the normalized measures a

force is applied inside the VR application as long as the user
interacts with an object. In our implementation, the conver-
sion from the normalized EMG signal to a force was done in a
linear way, multiplying the normalized EMG signal by 110N.
This value was chosen according to [44] as the force a human
can apply standing with her primary arm and shoulder mus-
cles. The resulting scalar is then multiplied by the normalized
direction vector between tracked controller and virtual hands
(the direction of the offset) and applied as additional force.

The muscle force (F(m)) is therefore calculated using the
current measurement (m), the minimum (min) and maximum
(max) of the calibration and the direction of the offset (Ô) as
follows:

F(m) =
m−min

max
·110N · Ô (1)

If a more realistic application is desired, we suggest to measure
and use this maximum force for each user to let the application
react on each individual according to his or her real strength.
Furthermore, different operations, such as pushing, lifting and
pulling, could be distinguished and treated differently. It is
also possible to substitute the proposed linear interpolation
by a more complex one. One suggestion is to use several
calibration objects that are lifted by the user while measuring
their muscle activity. Depending on the number of calibration
objects a more or less reliable curve could be fitted to replace
the linear function.

STUDY
To evaluate the proposed approach against state-of-the-art
pseudo-haptic feedback approaches and a system without
kinesthetic feedback (as used in most common VR applica-
tions) we designed a VE in which a user is asked to directly
manipulate objects to progress and reach other locations inside
the environment. We used an Oculus CV1 as HMD and two
Touch controllers for the input.

Participants
For our study we recruited 21 participants (5 female) aged
between 22 and 29 years with a mean of 25 (SD: 2.7). Most of
them were students or employees of our university since we
recruited on campus. We asked the participants to state how
many months of experience they have with VR devices. The
responses varied between 0 and 36 months ago with a mean
of 6 month ago (SD: 9 months).

Method
We designed our study as a within-subject design having three
conditions: no pseudo-haptics (none), pseudo-haptic feedback
only (PH) which was implemented similarly to [40] and
pseudo-haptic feedback with muscle force (PHM) that used the
same implementation for the offset force as the PH condition
but also the described implementation of the muscle force in
addition. The differences and effects on the test applications
are discussed in more detail in the Study Application section.
All conditions were presented in a counter balanced order
using a latin square.

We compared the three conditions in regard to immersion and
enjoyment which were both assessed by the E2I questionnaire



[27]. Additionally, we used five single item questions to get
insights on the perceived quality of the haptic feedback as
proposed by prior work [40]. We asked the participants to
state how much they agree with the following statements on
a scale from 1 (=strongly disagree) to 6 (=strongly agree):

“I could feel a resistance”, “The representation of physical
constraints felt realistic", I had the feeling of manipulating
real objects and “I could influence the behavior of objects with
my actions”.

To get further insights on the personal preferences of each
implementation we also included the item: “I liked this repre-
sentation of physical constraints”.

Study Application
Our test application was a virtual environment in which par-
ticipants had to interact directly with virtual objects. The
participants were automatically teleported to the next task, af-
ter they completed the prior one. Since one of the study’s goal
was to find out whether the respective interaction techniques
felt natural and fit the visual impressions of virtual objects we
decided to implement a visually rich virtual environment. The
visual appearance of objects the participants interacted with
should have a realistic character to create expectations about
their behaviour and physical properties.

Figure 3. The five different interaction tasks that were implemented for
this evaluation. Participants were asked to push [1,3], turn [2] and lift
[4,5] objects while applying varying amounts of force for each of them.

Tasks: We chose tasks that do not necessarily require kines-
thetic feedback but could benefit from it. Depending on the
condition, the behavior of these objects varied as soon as they
were touched. The differences will be discussed in more detail
in the Conditions paragraph.

The first task to accomplish was to push a wooden structure,
so that it tips over and falls into a small chasm where it com-
pletes a bridge in front. The wooden structure was defined
lightweight and was easy to move in all conditions.

After the completion of the first task, participants were auto-
matically teleported to the second location at the end of the
provisional bridge just created. Here, they needed to unblock

the path by cranking a wheel that slides the barrier (two spears)
out of the way. Since the wheel had to be pulled towards the
user, this task demanded the opposite direction of motion as
task one. As the gate opened up, the user was again teleported
– this time to a wooden double-winged door which was already
in user’s line of sight. As a third task, the participants needed
to open both wings of this door. This required, much like the
first task, a push operation. The difference was, that the doors
were designed to possess a much higher resistance compared
to the wooden structure in task one. This difference though,
could only be observed in the two pseudo-haptics conditions
(PH and PHM) since the respective forces cannot be displayed
without (similar to current state-of-the-art VR games). Once
both wings are wide open, the user was teleported to the last
location.

Here, the user faced a large wooden chest. First, the heavy
lid had to be lifted beyond the point, where gravity takes over
and the lid falls back. The second part was to grab and lift a
golden dragon statue which was placed inside the chest. When
compared to the lid of the chest, this statue is designed more
lightweight. The last two tasks therefore consisted of two
different lifting operations, one heavy and one lightweight.

By getting to the golden dragon statue, the user has achieved
his quest and the experience was over.

Conditions: Depending on the condition, the interaction
with objects slightly differed, since the PH as well as the
PHM condition introduced different challenges (reach further
due to the offset force and additionally tense the muscles to
move an object). The impact of these differences were then
assessed and compared using the described questionnaires.
The following paragraphs summarize the differences.

The none condition is the state-of-the art of most VR applica-
tions and did not provide any kinesthetic feedback at all. The
task of moving virtual objects could be solved without any
additional challenge, since the objects and the virtual hands
moved as the real hands of the users did, by following the
tracked controllers without any manipulation.
The PH condition relied on already proposed implementations
of pseudo-haptic feedback ([40, 41]). To solve their tasks,
the participants had to put more effort into moving the ob-
jects, since the force applied to a virtual object dependent on
the offset between tracked controller and the virtual hands.
Depending on the weight of an object, the user had to reach
farther to move it.
The PHM condition used the same implementation as the PH
condition but made use of the described muscle force. De-
pending on the measured tension of the user’s muscles, an
additional force was applied to the virtual object. This resulted
in potentially less offset and more exertion compared to the
PH condition.

Independent from condition the maximum offset didn’t exceed
42 cm as proposed by Rietzler et al. [41]. In this case, clipping
was used as escape strategy.

Procedure
The participants were welcomed and introduced to the topic
of the study. We only communicated that the study was on



interacting with virtual objects. None of them was further
informed about the details of the underlying implementations
but informed about what they had to do to move heavier objects
(e.g. exert their muscles or reach farther). Each participant
then completed a demographic questionnaire and signed a
consent form.

Before any condition started, participants were introduced
to the five tasks and what they needed to do to accomplish
the task. Ahead of the actual experience, participants found
themselves in a virtual training environment, where they could
interact with a sample object to try out and get used to the
current condition. In case of the PHM condition we calibrated
the EMG sensors before starting the training. After completing
the experience with one condition, participants were asked to
fill the questionnaires described in the Method section.

After completion, this procedure was repeated for the remain-
ing conditions in a counterbalanced order.

Results
We compared each of the scores and items described in the
Method section using Friedman’s variance analysis. If a signif-
icant difference was present, we used Wilcoxon’s signed rank
test to make pairwise comparisons. All stated significances
were adjusted by the Bonferroni correction. Boxplots of all
values are shown in figure 4. Significant values below 1%
are referred to as highly significant and values below 5% are
referred to as significant in the following.

Immersion differed highly significantly (p <.01) within the
three conditions. Pairwise comparisons showed a significant
difference between none and PHM (p <.01; r = .28) and be-
tween PH and PHM (p <.05; r = .16).
Enjoyment scores differed highly significantly. We found
the differences between none and PHM (p <.01; r = .30) and
between PH and PHM (p <.01; r = .22).
Realism ratings revealed significant differences between none
and PHM (p <.01; r = .26) and between PH and PHM (p <.05;
r = .16). While the feeling of touching real objects highly
significantly differed between all conditions: none vs. PH (p
<.01; r = .19), none vs. PHM (p <.01; r = .33) and PH vs.
PHM (p <.01; r = .14).
The feeling of resistance also differed highly significantly
between all conditions. The strongest effect sizes were found
between none and PHM (p <.01; r = .38), and between none
and PH (p <.01; r = .21). The PHM condition provided a sig-
nificantly stronger feeling of resistance then the PH condition
(p <.05; r = .17).

The feeling of being able to influence objects was highly
significantly stronger in the PHM condition compared to none
(p <.01; r = .28). Though not differing significantly, we found
small effect sizes comparing none and PH (p >.05; r = .14) as
well as PH and PHM (p >.05; r = .14).

Though we found a significant difference comparing all condi-
tions regarding the results of the single item questions whether
the participants agree to like the presented approach, we did
not find any significant differences when comparing pairwise.

Discussion
Immersion: Though the boxplots as shown in 4 do not indi-
cate strong variations between conditions, the results support
the assumption that the inclusion of muscle tension as an
additional input for pseudo-haptics can increase immersion.

The enjoyment scores were very high for each condition,
though there is a clear tendency towards the PHM condition
resulting in a higher enjoyment. Interestingly, the variances of
the scores differed most in the PHM condition. While most
of the participants had most fun with the proposed approach,
few did like it less. In informal discussions after the study was
finalized, some participants stated that they just wanted to com-
plete the challenge. They saw the pseudo-haptics as some kind
of disturbance, that limited them to complete the challenge as
fast as they could do without such modifications. We could not
observe similar ratings considering immersion. We assume
that the additional input was more compelling for almost every
participant, while some saw themselves constrained in man-
aging the tasks. However, this additional challenge was not
perceived as negative by every participant. The majority stated
that they felt more involved in the virtual world because of
the possibility to influence the objects with their own muscle
power. Due to the additional challenge, some participants
stated that they were more pleased with the success.

Perceived haptic quality and realism: The item that was
influenced most by pseudo-haptics in general was the feeling
of resistance. While the respective scores are obviously quite
low without additional feedback (median: 2 out of 6), partici-
pants rated it much higher with the proposed combination of
pseudo-haptic feedback and muscle input (median: 5). The
approach also strongly influenced the feeling of interacting
with real objects (median 3 vs. 5) and the overall realism of
the application. Interestingly, the ratings whether participants
liked the presented approach did not vary strongly, though
all other ratings were improved by pseudo-haptics, including
enjoyment. This could be due to differences in characteristics
of the conditions. In the none and PH condition, the users
might feel that they have a super power to move every object
without having any fatigue or resistance from objects. As soon
as the muscles get involved, this is no longer the case. The
user must tense his muscles, which may make the interaction
more realistic and intense, but also more strenuous and diffi-
cult. As mentioned before, there were some participants who
liked the additional challenge, while others, who were most
of all into completing the challenge stated that it would make
the virtual experience more intricate. We assume, that if these
participants only knew a single version of the experience, the
ratings would differ more strongly.

Limitations
We did not compare our approach to hardware-based solutions
which provide physical kinesthetic feedback. As the boxplots
in figure 4 show, we achieved very high ratings in feeling
of resistance and feeling of touching real objects with our
proposed approach. However, the absolute scores of these
results should be interpreted with care. We assume that the
rating would be much lower when comparing a pseudo-haptic
approach with real physical stimuli.
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Figure 4. Left: Boxplots of the answers of our single items as described in the Method section. Right: Boxplots of the E2I enjoyment and immersion
scores.

The enjoyment scores are little difficult to interpret. While the
scores were higher in both pseudo-haptics conditions, there
were also some low ratings (see the boxplot’s whiskers). Con-
sidering the informal verbal feedback which we collected by
talking to the participants after the study, the pseudo-haptic
feedback as well as the proposed muscle input was perceived
ambivalent. While most of the participants liked and enjoyed
such feedback, others saw themselves restricted in their ac-
tions. When playing without the pseudo-haptic feedback or
muscle input, every task could be solved much faster, since
there was actually no challenge at all. We therefore assume,
that the respective ratings were very much influenced by the
basic attitude of the participants: if they just wanted to com-
plete or whether they wanted to be challenged.

IMPLICATIONS
Using muscle tension as input has shown to be a promising way
to enhance pseudo-haptic feedback. Most of the participants
liked the approach and valued their additional influence on
manipulating the virtual environment. Based on the feedback
we got from the participants as well as by our own experience
during implementing and testing we suggest to consider the
following when designing applications with pseudo-haptic
feedback with muscle input:
Familiarization is a very important factor. Some participants
had no problem in tensing their muscles without a real world
counterpart, while others needed some time to get used to it.
We therefore suggest to include a tutorial, where users can try
to interact with an object based on their own muscle tension.
Exhaustion is a factor that should be considered as well.
Though there is no real object that is pushed, pulled or lifted,
participants stated that it was indeed exhausting to interact
with the virtual objects. We therefore suggest using the ap-
proach with care. Not every action a user performs in the
virtual world should be based on strong muscle tension. Such
high exertion levels may be used best to design additional
challenges that make use of physical exhaustion, while lower
levels (that could also be easily compensated by the pseudo-
haptic feedback’s offset force) can be used without limitations.
Challenges, though, have to be designed in an adequate way.
In our tests, we found that some participants just wanted to

finish as fast as possible. Compared to the alternative of hav-
ing some kind of superpower (which was given in the none
condition, where the user could manipulate objects without
effort), some interpreted the additional challenge as limitation.
Applications can range from more realistic (like simulations)
to unrealistic game effects. If the goal is high realism, the func-
tion which converts the measured values into virtual forces
could be adapted to the individual and calibrated more fine-
granularly. Real reference objects could also be included in
this calibration step.

On the other hand, the approach is also suitable for displaying
game effects. If a character becomes stronger, the virtual
muscle strength could become stronger and less muscle tension
would be required to lift heavier objects. If a character is
weakened it could be scaled to be smaller. In the latter case,
each action in the virtual world would be associated with more
effort.

CONCLUSION
The ability to interact directly with virtual objects via con-
trollers tracked in 3D space is becoming of great importance
in VR applications. Though the ability of having a natural
interaction, one with haptic stimulation, within such scenar-
ios is still limited. Since it is very hard to develop hardware
solutions that are suitable to communicate the broad range of
possible kinesthetic feedback, we propose to enhance pseudo-
haptic feedback with muscle activity as additional input. Nei-
ther pseudo-haptic feedback nor the measurement of muscle
tension demand actual forces, and therefore neither haptic
props nor complicated hardware are required. Our proposed
approach uses priorly presented pseudo-haptic feedback tech-
niques, where physical properties are communicated by offset-
ting the virtual hand from the tracked controllers. We propose
to use the user’s muscle tension as additional input to enhance
respective interactions, make them more natural and give the
user more control.

In a user study, we found that such an approach is suitable to
enrich the interaction with virtual objects. We found a signifi-
cant increase of immersion as well as enjoyment. Participants
also rated the approach to be more realistic compared to no



pseudo-haptics at all, as well as compared to pseudo-haptic
feedback only. Additionally, we found an improvement of the
feeling of physical resistance.
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