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Abstract
As the complexity and capability of vehicles increase, they adopt higher degrees of responsibility and execute greater levels of
autonomous decision-making. On the way to full automation, they act with the user as a team. This can lead to conflicts that
are detrimental to automation engagement. We explore factors influencing conflict development with automated vehicles and
discuss challenges and possible future research directions.

Keywords
passenger-vehicle interaction, automation engagement, conflicts

1. Introduction
Automated systems are becoming increasingly prevalent
in huge parts of our lives. Not excluding mobility. Here,
the future vision of self-driving vehicles is currently at
the center. Expected benefits are safer and more effi-
cient traffic as well as an increased comfort level and
user experience for passengers [1]. The accompanying
shift of the driving task from the driver to the vehicle
not only results in an allocation of vehicle control but
also power, authority, and responsibility [2]. However,
until full automation is reached, the driver and the vehi-
cle stay in a cooperative and collaborative relationship
with mutual dependencies [3]. A driver’s behavior and
expectations within this relationship depend on their abil-
ities, knowledge, experience, trust, and interests, such
as needs, values, or goals [4]. This can lead to conflicts
when the interests of the vehicle and the driver contradict
each other, where conflict is seen as the state in which
interests cannot be achieved by one or more agents [5].
This can be negatively supported by a lack of a shared sit-
uation representation [6]. If conflicts concern the driving
task, i.e., if the desired behavior of the driver contradicts
the expected behavior of the vehicle, the driver will wish
to override the driving behavior of the automation, if
allowed to [2]. This in turn can lead to safety-critical
situations. One reason is the ”out-of-the-loop” effect,
meaning the driver is no longer engaged in the driving
task, resulting in decreased situation awareness and skill
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loss in the long term [7, 8]. Consequently, taking over
control and performing all parts of the driving task can
lead to safety-critical driving behavior [9, 10, 11]. With
or without the opportunity to take over control, conflicts
can lead to decreased trust, negative emotions such as
frustration, and non-acceptance [2].

With this, conflicts are a huge factor that can nega-
tively impact automation engagement.

Nowadays it is already possible to detect different
driver states and intentions by in-vehicle monitoring (for
an overview see [12]). Among them, there are various
works that also deal with the detection, and resolution
of conflictual driver states in vehicles (e.g., [6, 13, 14]).
However, so far there is no work that considers the de-
velopment of conflicts between drivers and vehicles as
a whole. As a first step, we, therefore, use this posi-
tion paper to address this gap by identifying factors that
play a role in the emergence of conflicts specifically for
Human-Vehicle Interaction (HVI) and derive challenges
and possible research directions and questions. We con-
tribute to future conflict research in HVI by highlighting
the importance of considering identified conflict devel-
opment factors.

2. Factors of Conflict Development
in Human-Vehicle Interaction

Conflicts between passengers and vehicles can occur in
a broad range of situations and have a wide variety of
causes. In order to explore these further, the first step is
to identify factors that influence conflict development.

2.1. Human-Vehicle Relationship
The type of transportation (e.g., individual, or public) has
an influence on the relationship between the user and
the vehicle. Among other things, ownership, legal frame-
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work, privacy, and mutual knowledge vary, which may
have a direct impact on performance expectancy [15],
trust [16], communication, power dynamics, and, thus,
conflict development.

In individual transport, where the driver is the owner
of the vehicle, the driver is familiar with the technology
and its capabilities, which can increase confidence and
comfort level when using the vehicle [16]. However, ex-
pectations for the satisfaction of personal needs might
be high. In contrast, when an HAV is used as part of a
car-sharing or rental service, the driver may have limited
knowledge of the technology and its capabilities [16].
Conflicts may more probably arise due to a lack of ex-
perience and mutual understanding, which can lead to
distrust. In public transport, having no control might
influence conflict development.

Thus, the relationship and dynamics between the user
and the vehicle need to be considered in order to under-
stand conflict development.

2.2. Human-Vehicle Interaction and
Communication Strategies

Full vehicle automation is approached via the intermedi-
ate steps of conditionally and highly automated vehicles
that gradually assume more and more of the driving task
but still are in need of support or possible takeovers
by a driver. Different interaction strategies, such as co-
operative and collaborative approaches, shared control
strategies, or takeovers and handovers (see [17] for an
overview) affect the level of control and responsibility
that drivers have over the vehicle. How control and re-
sponsibility are distributed are factors influencing for
instance the driver’s sense of agency [18]. If the driver
loses the sense of agency or develops an overreliance in
the vehicle, a dismissal of intervention responses gets
possible [18]. Interaction strategies may also influence a
driver’s behavior in case of a conflict. Thus, if they are
allowed to, drivers may take over control, if not, they
may reject the use of the system.

Further, for example, poor communication between
the driver and the HAV, such as a lack of clear and con-
cise instructions or feedback, can lead to confusion and
frustration on the part of the driver, which may also lead
to conflicts.

Thus, HVI and communication strategy are key factors
that can impact the development of conflicts between
drivers and HAVs. Therefore, it is necessary both to
consider possible interaction strategies during conflict
research andwhen designing future interaction strategies
not to neglect their conflict potentials.

2.3. Vehicle and Passenger Goals
Automated vehicles are developed aiming for a safe, ef-
ficient way of traveling. However, a vehicle follows ob-
jectives such as providing convenience, reliability, and
accessibility.

Those goals are aimed at the passengers on the one
hand, but also at the environment and the community.
For example, safety should be ensured for the passengers
but obviously also for other road users and the general
public. Thus, there are potential conflicts between the
driver and the public good predominance in vehicle de-
sign. For example, if passenger comfort is maximized,
the overall traffic speeds may be decreased, and if the
highest value is the protection of passengers the crash
risk of other road users may increase [19].

Passenger goals are highly dependent on individual fac-
tors such as personality traits. Thus, sensation-seeking
passengers probably aim for a high user experience and
driving fun, perhaps demanding a faster and riskier driv-
ing style. Compared to environmentally conscious peo-
ple, who may have a sustainable and economical ride as
their goal, whereby tend to demand a conscious, fuel-
efficient driving style.

If a vehicle does not know these goals and the derived
interests of the driver, theymay conflict with the standard
behavior of the vehicle.

In addition, the goals of each agent can contradict each
other and as a result, must be prioritized depending on
the situation. In certain cases, different priorities set by
the driver and the vehicle can therefore also lead to a
conflict.

2.4. Vehicle Capabilities and Passenger’s
Expectations

Even if higher-level goals are inherently the same, con-
flicts can still arise because both parties simply perceive
and project situations differently.

This can lead to differences between the driver’s de-
sired behavior and the actual behavior of the vehicle, but
also between the behavior expected by the driver and
the actual behavior of the vehicle. These differences are
directly related to a vehicle’s capabilities, but more im-
portantly, the capabilities expected by the driver. For
example, a driver who misunderstands the capabilities of
the HAV may become frustrated when the vehicle does
not perform as they expect. What plays a major role here
is a driver’s previous experience, trust, and acceptance
of the vehicle.

A vehicle’s sensing and reasoning capabilities could po-
tentially generate interpretations of situations and plans
of action that will be more effective than that of a driver.
However, this could also lead to conflicts if the driver
cannot understand exactly why the vehicle is acting in



this way. For example, if the vehicle overtakes another
car despite poor visibility due to weather conditions [2].

2.5. Context
Situational context and environment can play a signif-
icant role in the development of conflicts by affecting
human and vehicle factors.

The behavior in driver-vehicle cooperation is, for in-
stance, influenced by the perceived environmental con-
text, such as weather conditions [2], road conditions, or
the behavior of other road users in mixed traffic. But also
drivers’ situational context, such as time pressure, stress,
or a negative emotional state affects a driver’s behavior
and the expectations of the vehicle’s behavior, and thus,
needs to be considered in conflict research.

3. Challenges and Research
Directions

As seen multiple factors can play a role in conflict devel-
opment. In the next step, we will derive challenges and
possible future research directions.

3.1. Conflict Prevention
To prevent conflicts from emerging, we see it as essential
to agree on common goals beforehand, to establish an
equal understanding of the situation, and to transpar-
ently communicate the vehicle’s capabilities and its be-
havior/next steps in an appropriate manner. A large num-
ber of studies are currently dealing with how to achieve a
shared situation representation (e.g., [6, 20, 21, 22]). We,
thus, rather see a gap in research particularly in shared
goal setting and especially in how community goals can
be negotiated efficiently without losing trust and accep-
tance towards the system.

In order to actually be able to prevent conflicts success-
fully, we also see it as indispensable to gain knowledge
about the driver’s individual factors that influence their
situation awareness, decision, and performance of ac-
tions, such as personal goals, automation experience, or
driving abilities. However, since this is extremely com-
plex, we do not expect that conflicts can be completely
avoided, so research on how to deal with them is highly
important.

3.2. Authority Allocation
Autonomous vehicles are required to be programmed
based on ethical and community goals to ensure safe and
efficient traffic [19]. It needs to be determined to what
extent the common good can be elevated in automobile

design, without generating undue friction with the objec-
tives of the driver. Further, the correlation between the
common good and the relationship and roles between
the driver and the vehicle needs to be examined. This
requires Human-Computer Interaction (HCI) based, le-
gal, and ethical considerations. Questions that arise and
need to be clarified are: How unethical requests from a
driver should be handled [23]? Should these be rejected?
What might a rejection look like that the driver accepts?
Unethical requests include, for instance, those that ask
the vehicle to act unlawfully or that willfully disadvan-
tage other road users. Another question is if the driver
can be overridden in certain situations, what should such
a situation look like and how should such a process be
handled?

The theory on the sense of agency has to be considered
here as well. It refers to the subjective experience of con-
trol and influence over actions and their outcomes [24].
In a restrictive and rejecting vehicle driver’s sense of
agency may be impacted, which also may lead to con-
flicts when the driver perceives a loss of control over the
vehicle.

3.3. Psychological Conflict Resolution
Strategies

In order to resolve or even prevent conflicts successfully,
the vehicle needs to be seen as reliable, trustworthy, and
acceptable. One way to achieve this is to make use of psy-
chological conflict resolution strategies that are derived
from human strategies of social influence. This is already
a large field in Human-Robot Interaction (HRI), based
on the assumption that HCI is fundamentally social [25],
which allows transferring social psychology strategies.
Therefore, HRI research explores if it might be acceptable
and effective if robots mimic human conflict resolution
behavior and act like human interaction partners, consid-
ering, for instance, persuasive strategies, assertiveness,
and negotiation (e.g., [26, 27, 28, 29]).

HCI research has also addressed conflicts by incor-
porating social psychological strategies into the vehicle
(e.g., [13, 6]). To date, however, strategies have been
studied only isolated and primarily in situations where
the vehicle is perceived by the driver to be unreliable.
Thus, the strategies should aim to avoid unsafe takeover
maneuvers from the driver. There remains a research
gap for other strategies and types of conflicts, e.g., goal
conflicts, and how strategies can be utilized to enforce
community goals when they are not aligned with the
driver’s personal goals.

In HRI, it is further confirmed that the success of psy-
chological resolution strategies depends on the relation-
ship between humans and robots [27]. So it further stands
to reason that this also applies to HVI. A possible re-
search question here could be how, for instance, vehicle



assertiveness affects the acceptance of the vehicle in dif-
ferent ownership models.

3.4. Post Conflict
The resolution of conflicts can have significant implica-
tions for both the driver and the vehicle. How conflicts
are handled by HAVs and if they were resolved success-
fully can have long-term impacts on driver behavior and
the perceived reliability and trust in the automation sys-
tem.

The impact of resolved and unresolved conflicts on
driver behavior and how the vehicle should adapt its
behavior accordingly needs to be explored. By addressing
questions such as, how the behavior of drivers does adopt
after resolved and unresolved conflicts, or how should
the vehicle adjust its behavior in response to conflicts
without being perceived as inconsistent?

3.5. The Good Conflict?
In human-human interaction, conflicts can also yield
positive effects, such as increased productivity, positive
interpersonal outcomes (e.g., development of better com-
munication strategies), or constructive organizational
changes [30]. We wonder if the same is applicable to
HVI. For example, can actively communicating the recog-
nition of a conflict before it is resolved demonstrate a
vehicle’s situation awareness and ability to compromise
and cooperate in order to enhance trust, perceived relia-
bility, and acceptance? Or can a conflict lead to a better
understanding of the driver’s goals and interests and help
avoid similar conflicts in the future?

4. Conclusion
Conflicts are an inevitable part of human automation
interaction, including those between drivers and HAVs.
They are a critical issue that can lead to safety-critical
situations, decreased trust, negative emotions, and non-
acceptance and thus stand in strong opposition to suc-
cessful automation engagement. Through this position
paper, we have identified factors that contribute to con-
flict emergence in HVI and derived challenges and re-
search directions. By emphasizing the importance of
considering identified conflict development factors, our
work can contribute to future conflict research in HVI
and ultimately help to ensure conflictless automation
engagement.

References
[1] J. Dokic, B. Müller, G. Meyer, European Roadmap

Smart Systems for Automated Driving, 2015.

[2] M. Woide, D. Stiegemeier, M. Baumann, A Method-
ical Approach to Examine Conflicts in Context of
Driver - Autonomous Vehicle - Interaction, 2019.
doi:10.17077/drivingassessment.1712.

[3] M. Woide, D. Stiegemeier, S. Pfattheicher, M. Bau-
mann, Measuring driver-vehicle cooperation: De-
velopment and validation of the Human-Machine-
Interaction-Interdependence Questionnaire (HMII),
Transportation Research Part F: Traffic Psychology
and Behaviour 83 (2021) 424–439. doi:10.1016/j.
trf.2021.11.003.

[4] M. R. Endsley, Toward a Theory of Situation Aware-
ness in Dynamic Systems, Human Factors 37 (1995)
32–64. doi:10.1518/001872095779049543.

[5] C. Tessier, F. Dehais, Authority Management
and Conflict Solving in Human-Machine Systems.,
Aerospace Lab (2012) p. 1–10.

[6] M.Woide, M. Colley, N. Damm, M. Baumann, Effect
of System Capability Verification on Conflict, Trust,
and Behavior in Automated Vehicles, in: Proceed-
ings of the 14th International Conference on Au-
tomotive User Interfaces and Interactive Vehicular
Applications, ACM, Seoul Republic of Korea, 2022,
pp. 119–130. doi:10.1145/3543174.3545253.

[7] N. Merat, B. Seppelt, T. Louw, J. Engström, J. D. Lee,
E. Johansson, C. A. Green, S. Katazaki, C. Monk,
M. Itoh, D. McGehee, T. Sunda, K. Unoura, T. Vic-
tor, A. Schieben, A. Keinath, The “Out-of-the-
Loop” concept in automated driving: Proposed
definition, measures and implications, Cognition,
Technology & Work 21 (2019) 87–98. doi:10.1007/
s10111-018-0525-8.

[8] M. R. Endsley, E. O. Kiris, The Out-of-the-Loop
Performance Problem and Level of Control in Au-
tomation, Human Factors 37 (1995) 381–394. doi:10.
1518/001872095779064555.

[9] N. Merat, A. H. Jamson, F. C. H. Lai, M. Daly,
O. M. J. Carsten, Transition to manual: Driver
behaviour when resuming control from a highly
automated vehicle, Transportation Research Part F:
Traffic Psychology and Behaviour 27 (2014) 274–282.
doi:10.1016/j.trf.2014.09.005.

[10] C. Gold, M. Körber, D. Lechner, K. Bengler, Tak-
ing Over Control From Highly Automated Vehi-
cles in Complex Traffic Situations: The Role of
Traffic Density, Human Factors 58 (2016) 642–652.
doi:10.1177/0018720816634226.

[11] C. Gold, D. Damböck, L. Lorenz, K. Bengler, “Take
over!” How long does it take to get the driver back
into the loop?, Proceedings of the Human Factors
and Ergonomics Society Annual Meeting 57 (2013)
1938–1942. doi:10.1177/1541931213571433.

[12] A. Stampf, M. Colley, E. Rukzio, Towards Im-
plicit Interaction in Highly Automated Vehicles -
A Systematic Literature Review, Proceedings of

http://dx.doi.org/10.17077/drivingassessment.1712
http://dx.doi.org/10.1016/j.trf.2021.11.003
http://dx.doi.org/10.1016/j.trf.2021.11.003
http://dx.doi.org/10.1518/001872095779049543
http://dx.doi.org/10.1145/3543174.3545253
http://dx.doi.org/10.1007/s10111-018-0525-8
http://dx.doi.org/10.1007/s10111-018-0525-8
http://dx.doi.org/10.1518/001872095779064555
http://dx.doi.org/10.1518/001872095779064555
http://dx.doi.org/10.1016/j.trf.2014.09.005
http://dx.doi.org/10.1177/0018720816634226
http://dx.doi.org/10.1177/1541931213571433


the ACM on Human-Computer Interaction 6 (2022)
191:1–191:21. doi:10.1145/3546726.

[13] P. Hock, J. Kraus, M. Walch, N. Lang, M. Baumann,
Elaborating Feedback Strategies for Maintaining
Automation in Highly Automated Driving, in: Pro-
ceedings of the 8th International Conference on
Automotive User Interfaces and Interactive Vehicu-
lar Applications, Automotive’UI 16, Association for
Computing Machinery, New York, NY, USA, 2016,
pp. 105–112. doi:10.1145/3003715.3005414.

[14] J. Ling, J. Li, K. Tei, S. Honiden, Towards Personal-
ized Autonomous Driving: An Emotion Preference
Style Adaptation Framework, in: 2021 IEEE Interna-
tional Conference on Agents (ICA), 2021, pp. 47–52.
doi:10.1109/ICA54137.2021.00015.

[15] C. Goldbach, J. Sickmann, T. Pitz, T. Zimasa, To-
wards autonomous public transportation: Attitudes
and intentions of the local population, Transporta-
tion Research Interdisciplinary Perspectives 13
(2022) 100504. doi:10.1016/j.trip.2021.100504.

[16] S. D. Lubkowski, B. A. Lewis, V. J. Gawron, T. L.
Gaydos, K. C. Campbell, S. A. Kirkpatrick, I. J. Rea-
gan, J. B. Cicchino, Driver trust in and training
for advanced driver assistance systems in Real-
World driving, Transportation Research Part F:
Traffic Psychology and Behaviour 81 (2021) 540–556.
doi:10.1016/j.trf.2021.07.003.

[17] M. Walch, M. Colley, M. Weber, Driving-task-
related human-machine interaction in automated
driving: Towards a bigger picture, in: Proceedings
of the 11th International Conference onAutomotive
User Interfaces and Interactive Vehicular Applica-
tions: Adjunct Proceedings, ACM, Utrecht Nether-
lands, 2019, pp. 427–433. doi:10.1145/3349263.
3351527.

[18] W. Wen, Y. Kuroki, H. Asama, The Sense of Agency
in Driving Automation, Frontiers in Psychology 10
(2019).

[19] T. Litman, Autonomous Vehicle Implementation
Predictions: Implications for Transport Planning
(2020).

[20] M. Colley, B. Eder, J. O. Rixen, E. Rukzio, Effects
of Semantic Segmentation Visualization on Trust,
Situation Awareness, and Cognitive Load in Highly
Automated Vehicles, in: Proceedings of the 2021
CHI Conference on Human Factors in Comput-
ing Systems, CHI ’21, Association for Computing
Machinery, New York, NY, USA, 2021, pp. 1–11.
doi:10.1145/3411764.3445351.

[21] M. Colley, S. Krauss, M. Lanzer, E. Rukzio, How
Should Automated Vehicles Communicate Critical
Situations? A Comparative Analysis of Visualiza-
tion Concepts, Proceedings of the ACM on Interac-
tive, Mobile, Wearable and Ubiquitous Technologies
5 (2021) 94:1–94:23. doi:10.1145/3478111.

[22] K. Akash, N. Jain, T. Misu, Toward Adaptive Trust
Calibration for Level 2 Driving Automation, in: Pro-
ceedings of the 2020 International Conference on
Multimodal Interaction, ICMI ’20, Association for
Computing Machinery, New York, NY, USA, 2020,
pp. 538–547. doi:10.1145/3382507.3418885.

[23] R. B. Jackson, R. Wen, T. Williams, Tact in Non-
compliance: The Need for Pragmatically Apt Re-
sponses to Unethical Commands, in: Proceedings
of the 2019 AAAI/ACM Conference on AI, Ethics,
and Society, AIES ’19, Association for Computing
Machinery, New York, NY, USA, 2019, pp. 499–505.
doi:10.1145/3306618.3314241.

[24] V. Chambon, P. Haggard, Sense of control depends
on fluency of action selection, not motor perfor-
mance, Cognition 125 (2012) 441–451. doi:10.1016/
j.cognition.2012.07.011.

[25] B. Reeves, C. I. Nass, TheMedia Equation: How Peo-
ple Treat Computers, Television, and New Media
like Real People and Places, The Media Equation:
How People Treat Computers, Television, and New
Media like Real People and Places, Cambridge Uni-
versity Press, New York, NY, US, 1996.

[26] L. Takayama, V. Groom, C. Nass, I’m sorry, Dave:
I’m afraid i won’t do that: Social aspects of human-
agent conflict, in: Proceedings of the SIGCHI
Conference on Human Factors in Computing Sys-
tems, ACM, Boston MA USA, 2009, pp. 2099–2108.
doi:10.1145/1518701.1519021.

[27] F. Babel, M. Baumann, Designing Psychological
Conflict Resolution Strategies for Autonomous Ser-
vice Robots, in: 2022 17th ACM/IEEE International
Conference on Human-Robot Interaction (HRI),
2022, pp. 1146–1148. doi:10.1109/HRI53351.2022.
9889413.

[28] F. Babel, J. M. Kraus, M. Baumann, Develop-
ment and Testing of Psychological Conflict Res-
olution Strategies for Assertive Robots to Resolve
Human–Robot Goal Conflict, Frontiers in Robotics
and AI 7 (2021).

[29] F. Babel, P. Hock, J. Kraus, M. Baumann, It Will Not
Take Long! Longitudinal Effects of Robot Conflict
Resolution Strategies on Compliance, Acceptance
and Trust, in: Proceedings of the 2022 ACM/IEEE
International Conference on Human-Robot Interac-
tion, HRI ’22, IEEE Press, Sapporo, Hokkaido, Japan,
2022, pp. 225–235.

[30] R. A. Baron, Positive effects of conflict: A cognitive
perspective, Employee Responsibilities and Rights
Journal 4 (1991) 25–36. doi:10.1007/BF01390436.

http://dx.doi.org/10.1145/3546726
http://dx.doi.org/10.1145/3003715.3005414
http://dx.doi.org/10.1109/ICA54137.2021.00015
http://dx.doi.org/10.1016/j.trip.2021.100504
http://dx.doi.org/10.1016/j.trf.2021.07.003
http://dx.doi.org/10.1145/3349263.3351527
http://dx.doi.org/10.1145/3349263.3351527
http://dx.doi.org/10.1145/3411764.3445351
http://dx.doi.org/10.1145/3478111
http://dx.doi.org/10.1145/3382507.3418885
http://dx.doi.org/10.1145/3306618.3314241
http://dx.doi.org/10.1016/j.cognition.2012.07.011
http://dx.doi.org/10.1016/j.cognition.2012.07.011
http://dx.doi.org/10.1145/1518701.1519021
http://dx.doi.org/10.1109/HRI53351.2022.9889413
http://dx.doi.org/10.1109/HRI53351.2022.9889413
http://dx.doi.org/10.1007/BF01390436

	1 Introduction
	2 Factors of Conflict Development in Human-Vehicle Interaction
	2.1 Human-Vehicle Relationship
	2.2 Human-Vehicle Interaction and Communication Strategies
	2.3 Vehicle and Passenger Goals
	2.4 Vehicle Capabilities and Passenger's Expectations
	2.5 Context

	3 Challenges and Research Directions
	3.1 Conflict Prevention
	3.2 Authority Allocation
	3.3 Psychological Conflict Resolution Strategies
	3.4 Post Conflict
	3.5 The Good Conflict?

	4 Conclusion

