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Abstract
Highly automated driving evolves steadily and even gradu-
ally enters public roads. Nevertheless, there remain driving-
related tasks that can be handled more efficiently by hu-
mans. Cooperation with the human user on a higher ab-
straction level of the dynamic driving task has been sug-
gested to overcome operational boundaries. This cooper-
ation includes for example deciding whether pedestrians
want to cross the road ahead. We suggest that systems
should monitor their users when they have to make such
decisions. Moreover, these systems can adapt the inter-
action to support their users. In particular, they can match
gaze direction and objects in their environmental model
like vulnerable road users to guide the focus of users to-
wards overlooked objects. We conducted a pilot study to
investigate the need and feasibility of this concept. Our pre-
liminary analysis showed that some participants overlooked
pedestrians that intended to cross the road which could be
prevented with such systems.
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Introduction
Today’s prototypes of highly automated vehicles made their
way on public roads [18]. Nevertheless, there remain chal-
lenges that have to be resolved before fully automated
driving is possible under all circumstances [11]. Instead
of falling back to manual driving when system boundaries
are reached, cooperative driver-vehicle interaction has been
suggested [14] to avoid handover issues [6]. For instance,
vehicles can ask their users to make decisions [16], ap-
prove maneuvers [17], and to classify unrecognized ob-
jects [12]. Users of automated vehicles are likely engaged
in non-driving related tasks [7] which may affect situation
awareness [5] and can cause them to be out-of-the-loop [2].









Figure 1: Every object, e.g. cars or
pedestrians (blue circles), at which
the user looks (yellow ray) is
marked accompanied with a
timestamp in the vehicles
environmental model
(checkmarks).

Eye tracking is used in the automotive domain as a tool for
drowsiness, distraction, and visual attention detection [8,
9, 10]. Eye-gaze and road events can be correlated as an
indicator for inattentiveness of drivers and can be used
to inform or warn drivers if necessary [4]. While Fletcher
and Zelinsky [4] focus on avoiding inattentiveness in man-
ual driving, we focus on users of automated vehicles that
are likely out-of-the-loop and are only asked to cooperate
every once in a while. We propose that automated vehi-
cles should monitor their users as well to get an indicator
whether they are able to cooperate. In particular, merging
the user’s direction of gaze with the environmental model of
the system generates an indicator for the level 1 situation
awareness (perception) [3]. While systems cannot rely on
users having perceived everything they looked at (“looking
but not seeing” [4, p. 800]), they know where users did not
look at and can, if necessary, guide the focus of users to-
wards relevant areas or objects. Such relevant areas can
for instance be the sidewalks next to a crosswalk or the on-
coming lane prior and during an overtaking maneuver. Rel-
evant objects could be for instance vulnerable road users,
traffic lights whose status is unknown or objects that are

perceived by the vehicle’s sensory but that could not be
classified.

We conducted a pilot study to investigate whether this ap-
proach is feasible. In particular, we asked participants en-
gaged in non-driving-related tasks to cooperate in three
scenarios (pedestrian intention prediction at crosswalks,
traffic light state recognition and overtaking maneuver ap-
proval) and analyzed their gazes. Our preliminary study
highlights the need for adaptive interfaces that take the
user’s gazes into account.

Fusion of Environmental Model and User’s Gaze
Integrating the perceptional processes of both cooperation
partners (system & user) facilitates the creation of a shared
situation representation [15]. Consequently, we suggest to
integrate the vehicle’s environmental model with the gaze
direction of the user to get an indicator for overlooked ob-
jects. As a result, the system can adapt the interaction ac-
cordingly and can guide the attention of the user to relevant
areas or objects in the surrounding. In conclusion, the sys-
tem checks which objects or areas of the surrounding have
been looked at and which have been overlooked.

This could be implemented as follows: First, a ray originat-
ing from the head of the user is cast in the direction of the
user’s gaze into the environmental model as shown in Fig-
ure 1. Secondly, by knowing which objects are and were
in the direction of gaze, several indicators for the user’s
awareness regarding each object can be derived:

• total duration being in focus
• frequency of being in focus
• longest duration being in focus
• first time being in focus
• last time being in focus



Finally, these metrics can be used by the system to predict
whether the user is (still) aware of the presence of relevant
objects in the environmental model. The system can use
the derived assumptions to guide the user’s attention to
missed objects or areas in the surrounding.

Preliminary Evaluation
We implemented the described concept in a driving simu-
lator running SILAB simulation software. The cockpit was
equipped with a smart eye eye tracker consisting of four
cameras and three IR lights (see Figure 2). In front of the
cockpit there were three projections with a field of view of
190°. Moreover, the cockpit was equipped with displays
mimicking the side and rear-view mirrors, as well as the in-
strument cluster and a touch display in the center stack.
Two experiments were conducted: first, we investigated
how large the opening angle of the gaze-ray should be to
produce robust results, and second, we investigated the
general feasibility and need of the concept with observing
gaze behavior in cooperation situations.

Figure 2: Cockpit equipped with
eye tracking cameras (red) and IR
lights (yellow).

ray pedes-
angle trian car

2.0° 83% 93%
SD=8 SD=5

1.5° 82% 87%
SD=13 SD=9

1.0° 72% 79%
SD=9 SD=14

0.5° 65% 69%
SD=13 SD=14

Table 1: Tracking rate while fixating
dynamic objects.

Experiment I: Determining the Gaze-Ray Opening Angle
The first experiment was conducted with nine participants,
four identified themselves as female and five as male. They
were on average 22.7 years old (SD = 2.2) and had nor-
mal or corrected to normal vision. In this experiment it was
investigated how big the opening angle of the gaze-ray, in
whose boundaries the environmental model was queried,
should be to produce stable results. Participants had to fo-
cus on static objects (traffic signs and traffic lights) at a dis-
tance of 60, 40, 25, and 10 m and dynamic objects (cross-
ing pedestrians at 10 m and oncoming cars from 60 m -
0 m). The opening angle of the gaze-ray was reduced step-
wise, starting at 2°. We found that some participants did not
achieve a tracking rate of 95% with the starting angle of 2°,
especially when the target was further away and located

more towards the periphery of the scene. This was also
prevalent in case of dynamic targets. As the results in Ta-
ble 1 show, the tracking rate for the crossing pedestrian was
worse compared to the oncoming car, likely because the
target moved further towards the periphery and was smaller
than the approaching vehicle. The search ray should be
as narrow as possible to allow to detect which objects the
user really looked at but has to be wide enough to allow to
get any results. Consequently, we used a 2° angle for the
follow up study as a trade-off.

Experiment II: Gaze Behavior During Cooperation
In the second experiment 25 volunteers participated, six
identified themselves as female and 19 as male. These par-
ticipants were on average 24.52 years old (SD = 6.48) and
owned a driving license for cars for on average 7.26 years
(SD = 6.79). Four subjects needed to correct their visual
impairment with glasses or contact lenses since (corrected
to) normal vision was required to participate in the study.

Participants drove in total 49 km (≈ 75 min) within this ex-
periment. 12.6 km at the beginning of the study were driven
manually as acclimation to the driving simulator. The sim-
ulated vehicle drove automated in the remaining time; be-
ginning with an introduction to each of the three cooperative
tasks, followed by two experimental drives that consisted
each of five different crosswalk situations, four traffic light
situations, and two overtaking situations. The order of the
different situations was intermixed within one experimental
drive; however, the order was the same in both experimen-
tal drives. During the experimental drives, participants had
to engage in a cognitive-visual-motor variation of the surro-
gate reference task [1] (see Figure 3) to simulate engage-
ment in a non-driving-related task (NDRT).

When the vehicle reached one of the cooperation situa-
tions, it decelerated and asked the participants with a di-



alog on the touchscreen in the center stack whether the
crosswalk is clear and the vehicle can drive on (Figure 4),
whether a traffic light is green or whether they want to over-
take a slower vehicle. To tell the vehicle to drive on or to
overtake, participants had to hold the button in the dialog
down (Figure 4). When they lifted their finger off before the
cooperative situation was finished, the vehicle canceled the
overtaking maneuver or stopped in the other situations sim-
ilarly to [13]. In case participants approved overtaking even
though there was oncoming traffic present, the system was
able to cancel and sway back behind the slower vehicle.

Figure 3: NDRT: participants had
to click the cluster that contains a
Q instead of an O.

PROCEED

Is the crosswalk clear?

Figure 4: Interface for cooperation.

Figure 5: Crossing pedestrian.

Critical Crosswalk Situations In each experimental
drive participants were asked to cooperate in two situa-
tions in which a pedestrian wanted to cross. In one of these
two situations a group of three pedestrians was standing
at the right roadside (right-hand traffic) and another pedes-
trian wanted to cross the road from the left (see Figure 5).
16 out of 50 trials were critical, which means that the par-
ticipants let the vehicle drive on even though a pedestrian
is walking to the crosswalk (two participants succeeded in
cancelling at the last second). Figure 6 shows the timeline
of the interactions. Nine of the 16 critical trials in this situa-
tion provided good eye tracking quality (at least 85% of time
successful tracking) and could be analyzed: no participant
glanced to the left roadside prior hitting the button to drive
on, only two directed their gaze straight ahead for a short
time. In the remaining trials participants’ gazes were only
directed towards the right and the touchscreen prior input.

Discussion & Future Work
We propose to incorporate eye tracking in cooperative in-
teractions between a highly automated vehicle and its user.
In particular, when merging this information with the en-
vironmental model of the system the focus of users could
be guided towards overlooked areas and objects relevant
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Figure 6: Timeline of interactions in uncritical (top, n≥85% = 31)
and critical (bottom, n≥85% = 9) trials. (A) dialog appearance, (B)
gaze away from touchscreen, (C) first glance at a pedestrian, (D)
button press. Calculations are based on trials with an eye tracking
rate of at least 85% of time (n≥85%).

to the driving situation. Our preliminary analysis of critical
crosswalk situations highlights the need for such adaptive
interfaces since all participants in our experiment who made
a wrong decision (telling the vehicle to drive on even though
a pedestrian was about to cross the road) did not look at
the left roadside where the pedestrian was walking towards
the crosswalk. In future work we will analyze the remaining
scenarios participants were challenged with.

Acknowledgements
The authors want to thank all study participants. This work
was funded by the German Federal Ministry of Education
and Research with the funding ID 16SV7624. The authors
are responsible for the content of this publication.



REFERENCES
1. ISO/TS 14198 (11.2012). 2012. Road

vehicles-Ergonomic aspects of transport information
and control systems-Calibration tasks for methods
which assess driver demand due to the use of
in-vehicle systems: ISO International Organization for
Standardization. (2012).

2. Joost C.F. de Winter, Riender Happee, Marieke H.
Martens, and Neville A. Stanton. 2014. Effects of
adaptive cruise control and highly automated driving on
workload and situation awareness: A review of the
empirical evidence. Transportation Research Part F:
Traffic Psychology and Behaviour 27 (2014), 196–217.
DOI:http://dx.doi.org/10.1016/j.trf.2014.06.016

3. Mica R Endsley. 1995. Toward a theory of situation
awareness in dynamic systems. Human factors 37, 1
(1995), 32–64.

4. Luke Fletcher and Alexander Zelinsky. 2009. Driver
Inattention Detection based on Eye Gaze-Road Event
Correlation. The international journal of robotics
research 28, 6 (2009), 774–801.

5. Natasha Merat, A. Hamish Jamson, Frank C. H. Lai,
and Oliver Carsten. 2012. Highly Automated Driving,
Secondary Task Performance, and Driver State.
Human Factors 54, 5 (2012), 762–771. DOI:
http://dx.doi.org/10.1177/0018720812442087

6. Phil Morgan, Chris Alford, and Graham Parkhurst.
2016. Handover issues in autonomous driving: A
literature review. (2016). Project Report. University of
the West of England, Bristol, UK.

7. Bastian Pfleging, Maurice Rang, and Nora Broy. 2016.
Investigating user needs for non-driving-related

activities during automated driving. In Proceedings of
the 15th international conference on mobile and
ubiquitous multimedia. ACM, 91–99.

8. Qiang Ji, Zhiwei Zhu, and P. Lan. 2004. Real-time
nonintrusive monitoring and prediction of driver fatigue.
IEEE Transactions on Vehicular Technology 53, 4 (July
2004), 1052–1068. DOI:
http://dx.doi.org/10.1109/TVT.2004.830974

9. Nadja Rauch, Armin Kaussner, Hans-Peter Krüger,
Serge Boverie, and Frank Flemisch. 2009. The
importance of driver state assessment within highly
automated vehicles. In 16th ITS World Congress,
Stockholm, Sweden, Vol. 21. 25.

10. Yumiko Shinohara, Rebecca Currano, Wendy Ju, and
Yukiko Nishizaki. 2017. Visual Attention During
Simulated Autonomous Driving in the US and Japan. In
Proceedings of the 9th International Conference on
Automotive User Interfaces and Interactive Vehicular
Applications (AutomotiveUI ’17). ACM, New York, NY,
USA, 144–153. DOI:
http://dx.doi.org/10.1145/3122986.3122991

11. Jessica Van Brummelen, Marie O’Brien, Dominique
Gruyer, and Homayoun Najjaran. 2018. Autonomous
vehicle perception: The technology of today and
tomorrow. Transportation research part C: emerging
technologies (2018).

12. Marcel Walch, Mark Colley, and Michael Weber. 2019.
CooperationCaptcha: On-The-Fly Object Labeling for
Highly Automated Vehicles. In Extended Abstracts of
the 2019 CHI Conference on Human Factors in
Computing Systems (CHI EA ’19). ACM, New York, NY,
USA, Article LBW0289, 6 pages. DOI:
http://dx.doi.org/10.1145/3290607.3313022

http://dx.doi.org/10.1016/j.trf.2014.06.016
http://dx.doi.org/10.1177/0018720812442087
http://dx.doi.org/10.1109/TVT.2004.830974
http://dx.doi.org/10.1145/3122986.3122991
http://dx.doi.org/10.1145/3290607.3313022


13. Marcel Walch, Kristin Mühl, Martin Baumann, and
Michael Weber. 2018. Click or Hold: Usability
Evaluation of Maneuver Approval Techniques in Highly
Automated Driving. In Extended Abstracts of the 2018
CHI Conference on Human Factors in Computing
Systems (CHI EA ’18). ACM, New York, NY, USA, 6.
DOI:http://dx.doi.org/10.1145/3170427.3188614

14. Marcel Walch, Kristin Mühl, Johannes Kraus, Tanja
Stoll, Martin Baumann, and Michael Weber. 2017a.
From Car-Driver-Handovers to Cooperative Interfaces:
Visions for Driver–Vehicle Interaction in Automated
Driving. Springer International Publishing, Cham,
273–294. DOI:
http://dx.doi.org/10.1007/978-3-319-49448-7_10

15. Marcel Walch, Kristin Mühl, Johannes Kraus, Tanja
Stoll, Martin Baumann, and Michael Weber. 2017b.
From Car-Driver-Handovers to Cooperative Interfaces:
Visions for Driver–Vehicle Interaction in Automated
Driving. In Automotive User Interfaces. Springer,
273–294.

16. Marcel Walch, Tobias Sieber, Philipp Hock, Martin
Baumann, and Michael Weber. 2016. Towards
Cooperative Driving: Involving the Driver in an

Autonomous Vehicle’s Decision Making. In Proceedings
of the 8th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications
(Automotive’UI 16). ACM, New York, NY, USA,
261–268. DOI:
http://dx.doi.org/10.1145/3003715.3005458

17. Marcel Walch, Marcel Woide, Kristin Mühl, Martin
Baumann, and Michael Weber. 2019. Cooperative
Overtaking: Overcoming Automated Vehicles’
Obstructed Sensor Range via Driver Help. In
Proceedings of the 11th International Conference on
Automotive User Interfaces and Interactive Vehicular
Applications (AutomotiveUI ’19). ACM, New York, NY,
USA. DOI:
http://dx.doi.org/10.1145/3342197.3344531

18. Julius Ziegler, Philipp Bender, Markus Schreiber,
Henning Lategahn, Tobias Strauss, Christoph Stiller,
Thao Dang, Uwe Franke, Nils Appenrodt, Christoph G
Keller, and others. 2014. Making Bertha drive - An
autonomous journey on a historic route. IEEE
Intelligent Transportation Systems Magazine 6, 2
(2014), 8–20.

http://dx.doi.org/10.1145/3170427.3188614
http://dx.doi.org/10.1007/978-3-319-49448-7_10
http://dx.doi.org/10.1145/3003715.3005458
http://dx.doi.org/10.1145/3342197.3344531

	Introduction
	Fusion of Environmental Model and User's Gaze
	Preliminary Evaluation
	Experiment I: Determining the Gaze-Ray Opening Angle
	Experiment II: Gaze Behavior During Cooperation


	Discussion & Future Work
	Acknowledgements
	REFERENCES 

