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Abstract
We propose a method for rendering volumetric data sets at interactive frame rates while supporting dynamic
ambient occlusion as well as an approximation to color bleeding. In contrast to ambient occlusion approaches
for polygonal data, techniques for volumetric data sets have to face additional challenges, since by changing
rendering parameters, such as the transfer function or the thresholding, the structure of the data set and thus
the light interactions may vary drastically. Therefore, during a preprocessing step which is independent of the
rendering parameters we capture light interactions for all combinations of structures extractable from a volumetric
data set. In order to compute the light interactions between the different structures, we combine this preprocessed
information during rendering based on the rendering parameters defined interactively by the user. Thus our method
supports interactive exploration of a volumetric data set but still gives the user control over the most important
rendering parameters. For instance, if the user alters the transfer function to extract different structures from a
volumetric data set the light interactions between the extracted structures are captured in the rendering while still
allowing interactive frame rates. Compared to known local illumination models for volume rendering our method
does not introduce any substantial rendering overhead and can be integrated easily into existing volume rendering
applications. In this paper we will explain our approach, discuss the implications for interactive volume rendering
and present the achieved results.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and RealismSubjects: Color, shading, shadowing, and texture

1. Introduction

The illumination models predominantly used for interac-
tive volume rendering are only capable of representing lo-
cal illumination phenomena. However, diffuse interreflec-
tions resulting in color bleeding are the predominant illu-
mination characteristics influencing the perception of nat-
ural objects [AHH∗94]. Furthermore it has been shown
that these subtle effects support spatial comprehension and
even improve perception of shapes compared to direct light-
ing [LB00]. Hence a sophisticated illumination model for
volume rendering should take into account not only strictly
local illumination phenomena, which are already covered by
the Blinn-Phong model, but also those phenomena which
depend on neighboring structures, such as color bleeding.
However, since the neighboring scene elements have to be

taken into account, simulating this phenomenon is computa-
tionally expensive, not allowing high frame rates which are
required for interactive exploration.

In the past many methods based on the theory of light
transfer have been developed to enable interactive diffuse
interreflections for polygonal models [SHHS03, CHH03].
Most of these physically motivated approaches are based on
pre-computing illumination for all vertices and storing it in
an appropriate data structure which is accessed during ren-
dering. Thus these algorithms support interactive modifica-
tion of light and camera parameters as well as some material
parameters. However, the application to deformable geom-
etry is constrained and requires a new pre-computation in
most cases [SLS05]. To address these limitations, approxi-
mations have been proposed, which are not physically moti-
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Figure 1: The Visible Human head data set (192 × 192 ×
110 voxel) has been clipped and rendered with our interac-
tive volume rendering method. The two representations dif-
fer only in the transfer function which can be changed in-
teractively. Although the visualized structures vary tremen-
dously, light interactions between them become visible.

vated, but lead to visually convincing results. In contrast to
polygonal models the structure represented by a volumetric
data set depends on the rendering parameters, which include
the transfer function as well as thresholding parameters,
since these rendering parameters can be used to omit certain
voxels from being displayed. For instance, by only changing
the transfer function or the thresholding, a medical volume
data set can be visually mapped to many distinct structures,
e. g., the skeleton only, the muscles only or the skeleton with
surrounding tissue. Obviously this structural variance has a
strong impact on the light interaction between the structures
of such a data set, rendering the currently known surface-
based illumination techniques insufficient for interactive vol-
ume illumination. Since transfer function as well as thresh-
olding are altered frequently it should be possible to perform
these changes interactively [KKH02]. Another challenge is
the fact that volume rendering requires to compute light in-
teractions for several samples along a viewing ray and thus
introduces a higher level of complexity compared to com-
puting light interactions only once for each fragment as is
necessary when rendering opaque polygonal data.

In this paper we present a method which realizes dynamic
ambient occlusion as well as an approximation to color
bleeding when rendering volumetric data sets. Our method
is independent of the currently applied transfer function as
well as the thresholding and therefore represents ambient oc-
clusion as well as color bleeding like effects for all combi-
nations of structures contained in a volume data set, which
can be extracted interactively by changing these rendering
parameters (see Figure 1). However, the presented rendering
algorithm is not based on the physics of light propagation,
but provides a visually convincing approximation. It can be
applied to direct volume rendering (DVR) as well as isosur-
face shading techniques, and for the latter the isovalue can be
changed interactively. Rendering time is kept low, since the

proposed technique requires only little overhead compared
to the solution of the standard volume rendering integral
combined with the application of strictly local illumination.
Besides the transfer function and the thresholding, lighting
as well as the camera parameters can be changed interac-
tively. Furthermore, in contrast to frequently used surface-
based illumination models our technique does not necessar-
ily require a gradient calculation and is therefore also appli-
cable to homogeneous regions.

The paper is structured as follows. In the next section we
will discuss related work with special consideration of vol-
ume illumination models. In order to consider light inter-
actions between neighboring structures at interactive frame
rates, we perform a two-step pre-computation, which is de-
scribed in Section 3. The interactive rendering algorithm is
presented in Section 4, and our results are discussed in Sec-
tion 5 before concluding in Section 6.

2. Related Work

Levoy was the first who presented the commonly used model
for light transport in volumetric data sets [Lev88]. His model
utilizes emission and absorption as well as surface shading
based on local gradients. Max has reviewed several illumi-
nation models extending the basic model for volumetric data
sets [Max95]. These additionally incorporate shadowing and
single scattering as well as multiple scattering effects. Max
states that light interactions between neighboring structures
are important for volume rendering. Due to performance re-
strictions these effects cannot be found in interactive volume
rendering applications yet, but some work has been done
to support illumination based on the physics of light prop-
agation offline. Kajiya and von Herzen have proposed a ray
tracing approach for volumetric data sets which allows also
to incorporate a solution for their derived scattering equa-
tion [KH84]. Sobierajski and Kaufman present a ray tracing
algorithm which can render scenes containing volumetric as
well as geometric data and incorporates light interactions
as shadows and reflections [SK94]. To target interactivity,
Parker et al. have proposed a brute-force ray tracing system
for isosurface shading and MIP rendering of volumetric data,
which runs on a multiprocessor system [PPL∗99]. However,
like with the previously proposed methods [KH84, SK94],
no color bleeding can be achieved, and even today the frame
rates would not be interactive on conventional machines.
Rushmeier and Torrance have developed the zonal method,
an extension to the radiosity technique which simulates scat-
tering as well as diffuse interreflections when surfaces and
participating media are present [RT87]. Radiosity methods
solely for volumetric data incorporating diffuse interreflec-
tions have been proposed by Avila et al. [AHH∗94] and
Sillion et al. [Sil94]. Both methods are based on a physi-
cal model of light transport and thus generate visually con-
vincing results. However, they do not support interactive
modification of important rendering parameters, e. g., the
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Figure 2: Workflow: In the first preprocessing stage a local histogram is generated for each of the n voxels in order to capture
the distribution of intensities in its environment (1). Then the n local histograms are sorted into m clusters (m < n) through a
vector quantization (vq). To accelerate the vector quantization, it operates on packed histograms. The packing is based on the
histogram of the volumetric data set. After the clustering is finished the packed local histograms are replaced by their unpacked
counterparts during the matching, before computing new cluster representatives (2). During rendering the local histograms
representing the clusters are modulated with the transfer function to determine an environmental color for each voxel (3).

thresholding or the transfer function. More recently, interac-
tive volume illumination models have been proposed which
simulate global effects. Similar to the technique presented
within this paper, these approaches are based on approxi-
mations of light interactions. Kniss et al. have presented a
model which approximates scattering and chromatic atten-
uation [KPH∗03]. In order to support scattering they con-
sider the neighborhood of each voxel during rendering, lead-
ing to a high performance impact. Vicinity Shading [Ste03]
simulates illumination of isosurfaces by taking into account
neighboring voxels. In a pre-computation the vicinity of
each voxel is analyzed and the resulting value, which repre-
sents the occlusion of the voxel, is stored in a shading texture
which can be accessed during rendering. However, in con-
trast to our approach Vicinity Shading requires a new prepro-
cessing when changing the rendering parameters, and it does
not support color bleeding. Desgranges and Engel describe a
less expensive approximation of ambient light than Vicinity
Shading [DE07]. They combine ambient occlusion volumes
from different filtered volumes into a composite occlusion
volume. While pre-processing time is greatly reduced the
ambient occlusion volume still must be recomputed when-
ever the transfer function is changed. Recently Hernell et al.
have proposed a method for computing ambient and emis-
sive tissue illumination efficiently [HLY07]. In contrast to
our approach, they exploit ray casting to determine the am-
bient illumination, and they have to deal with LoD vol-
umes to speed up rendering. Wyman et al. have presented
a technique to pre-compute or lazily compute global illu-
mination for interactive rendering of isosurfaces extracted
from volumetric data sets [WPHS06]. They support the sim-
ulation of direct lighting, shadows and interreflections by
storing pre-computed global illumination in an additional
volume to allow viewpoint, lighting and isovalue changes.

Beason et al. present a method which additionally can rep-
resent translucency and caustics but supports static lighting
only [BGB∗06]. For that purpose they extract different iso-
surfaces from a volumetric data set, illuminate them with a
path tracer and store the results in a new volume data set.
During rendering they can interactively change the isovalue
and access the pre-computed illumination. All these surface
illumination models are only applicable to isosurfaces rep-
resenting a single intensity within the data set, but do not
allow to consider multiple surfaces corresponding to differ-
ent intensities. Hence it is not possible to represent the entire
volume data set, whereas varying intensities are one of the
major advantages over polygonal models, e. g., when repre-
senting different types of tissue.

3. Pre-Computation and Storage of Light Interaction

In this section we describe our two-step pre-computation
necessary to capture light interactions between neighbor-
ing structures within a volumetric data set. In the pre-
computation we ensure that we analyze and store the envi-
ronment of each voxel x in such a way that we are able to
compute an environmental color Eenv — approximating the
influence of the voxels neighborhood — during rendering
interactively. In order to support interactive modification of
the transfer function and the thresholding, the computation
is performed independently of these rendering parameters.
The consecutive steps needed are shown in Figure 2 and are
further explained in the following subsections.

Throughout the rest of this paper we assume that a vol-
umetric data set is representing a scalar intensity function
f : R3→ R, which assigns each point x a scalar value f (x).
In our case the volumetric data set defines f by its values on a
regular discretized grid. For points not lying on the grid, the
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value of f can be computed by an appropriate interpolation.
Transfer functions are used to map intensities to emissive
colors as well as opacities, and the gradient for the current
voxel x can be computed by considering the transfer function
and is denoted by5τ( f (x)).

3.1. Local Histogram Generation

To approximate the environmental color Eenv for a given
voxel x, we exploit its local histogram LH(x). Local his-
tograms have also been used in other areas of volume ren-
dering [RBS05, Lun06]. For our approach local histograms
are adequate, because indirect illumination can be calcu-
lated properly for a given point by considering close objects
only [DS06]. All voxels x̃ lying in a sphere Sr(x) with radius
r centered around x contribute to the local histogram LH(x),
weighted based on their distance to x (see step 1 in Figure 2).
Thus assuming that f (x) ∈ [0,2b], with b ∈ {8,12,16} being
the bit depth of the data set, LH assigns to each x an n-tuple,
with n = 2b:

LH(x) = (LH0(x), . . . ,LHn−1(x)), with (1)

LHk(x) = ∑
x̃∈Sr (x)

x̃ 6=x

fdist

(
|x− x̃|
dmin

)
·g( f (x̃),k). (2)

dmin denotes the minimal distance between any two different
voxels in the data set. fdist = 1

d2 is used to achieve a distance
based weighting and takes into account that energy falls off
as the inverse square of the distance. g(i,k) is used to group
the intensity values appropriately:

g(i,k) =
{

1 , if i = k
0 , otherwise.

(3)

LHk(x) represents the influence voxels of intensity k in the
neighborhood of x have on x. In contrast to other techniques
we can not consider the attenuation of light which results
from voxels lying between the current voxels and its neigh-
bors, because we discard the spatial locations. Since we are
only interested in the relative distribution of LH(x), we nor-
malize the values in each LH(x) with respect to the number
of voxels lying in the sphere Sr(x) with radius r centered
around x.

To capture the neighborhood of an object in scenes con-
sisting of polygons, often ray casting is exploited which in-
volves sampling that may influence the image quality. Since
volume data sets are already a discretized representation,
ray casting and thus possible sampling artifacts should be
avoided. We use a simple method which captures the vicinity
of voxel x by iterating over all voxels x̃ in its neighborhood

Figure 3: Results of the preprocessing. A visualization of
the volume storing the identifiers of the local histogram clus-
ters (left), and the corresponding clusters, color coded using
a black-to-white ramp function, i. e., bright colors represent
a high occurrence (right).

and adding their contribution to LH(x) as defined by equa-
tion (2). By definition LH(x) does not contain any spatial
information except the distance based weighting fdist inher-
ently capturing the degree of influence of the voxels in the
neighborhood. In order to capture also directional informa-
tion, we subdivide Sr(x) based on the gradient at x into two
hemispheres. Instead of one local histogram for Sr(x), we
compute two local histograms, one for the forward facing
hemispherical region H f (x) and one for the backward fac-
ing hemispherical region Hb(x) (see Figure 2). Rendering
for this region-based approach is explained in Section 4.

As already mentioned, instead of capturing the light inter-
actions between all voxels of a data set, we consider only the
vicinity defined by the radius r. Obviously r is data set de-
pendent, but can generally be chosen rather small in compar-
ison to the number of voxels n. This reduces the complexity
from O(n2) operations to O(r3 ·n). The influence of r on the
preprocessing performance is discussed in Section 5.

3.2. Local Histogram Clustering

With the method described in the preceding subsection we
have generated two normalized local histograms for each
voxel x. To make this large amount of information efficiently
accessible during rendering we perform a clustering in order
to reduce the number of local histograms we have to con-
sider during rendering (see step 2 in Figure 2). The result
of the clustering is a smaller set of local histograms, which
we denote as cb (= code book), and a volumetric data set,
which contains identifiers associating each voxel x with two
elements of cb (see Figure 3). The elements of cb are not
necessarily a subset of the initially computed set of local
histograms, but are averaged over all local histograms con-
tained in the cluster they represent.

For measuring the similarity of histograms, bin-to-bin and
cross-bin techniques can be used. To achieve good image
quality we have to keep the different intensity values in each
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bin of the local histograms separated during the comparison.
Therefore we have chosen a bin-to-bin clustering method,
for which we interpret each normalized LH(x) as a vector
having dimensionality 2b. Using the L2 distance metric in the
resulting 2b-dimensional vector space satisfies the require-
ments of a bin-to-bin comparison. We use a vector quantiza-
tion to cluster the 2b dimensional vectors. In particular we
have implemented the well known LBG algorithm [LBG80]
with some slight modifications, which are explained below.
The vector quantization training phase is performed using
a subset T S of the original elements. The cardinality of T S
and its influence on the achieved image quality are briefly
discussed in Section 5. Instead of choosing the elements of
T S randomly they can be chosen with consideration of their
characteristics and the desired output image. Thus we could
achieve improved results for simulating color bleeding on
surface-like structures when considering only voxels x with
|5 f (x)|> ε .

The runtime complexity of the vector quantization de-
pends on both the number of desired clusters as well as the
dimensionality of the underlying vector space. Even when
using the L1 metric for comparing cluster elements in the
training phase of the vector quantization, it would be still
computationally expensive. One major bottleneck is that the
comparison of each element with every cluster during the
training phase has a time complexity of O(k3), k being the
number of desired clusters. However, reducing k has a strong
impact on the image quality since compression artifacts arise
in the final image, as we will show in Section 5. There-
fore instead of reducing the number of clusters we speed
up the comparison of two local histograms by reducing the
dimensionality of the underlying vector space. This can be
achieved by using histogram packing. To find a sufficient
packing scheme we take into account the normalized his-
togram H of the initial volume data set. Based on this pack-
ing scheme we iteratively split the bins of all computed local
histograms and distribute their content to the neighboring
bins. We determine the packing scheme by iteratively ob-
taining a new histogram Hi by splitting the smallest bin of
a histogram Hi−1 and distributing it equally among the two
neighboring bins. We apply as many splitting iterations as
necessary to obtain the desired number of bins equal to the
dimensionality of the lower dimensional vector space. The
bin numbers used are also briefly discussed in Section 5.
Once the packing scheme has been determined, it can be ap-
plied to all local histograms, and we can perform the vec-
tor quantization procedure in a vector space of lower dimen-
sionality. For being able to derive a clustering in the higher
dimensional vector space, it is important that each packed
local histogram has a reference to its unpacked predecessor.
Once the quantization has been performed for the lower di-
mensional vector space, each packed local histogram is re-
placed by its unpacked predecessor in order to generate high
dimensional clusters containing the original histograms. Af-
ter we have assigned each local histogram to a cluster, we

calculate a representative for each cluster by averaging over
its elements and store the resulting cluster indices for each
voxel.

4. Interactive Rendering

Based on the described pre-computations we are able to inte-
grate dynamic ambient occlusion as well as color bleeding as
an approximation to diffuse interreflections into interactive
volume rendering systems. In comparison to Blinn-Phong
shading commonly used in interactive volume rendering, we
need only two additional texture fetches for each sample to
determine the color in its neighborhood specified by the ra-
dius r: One in a 3D texture to get the cluster id for the cur-
rent voxel, and one in a 1D lookup texture to get the envi-
ronmental color Eenv associated with the determined cluster.
This lookup texture has to be updated whenever the transfer
function is changed in order to visualize different structures
inherently contained in a data set. The update process of the
1D lookup texture is described in the next Subsection 4.1. In
the following two Subsections 4.2 and 4.3 we will describe
the application to isosurface shading as well as DVR, which
can be performed efficiently in a fragment shader. Further-
more we propose a simple extension which can capture vol-
umetric glow in Subsection 4.4.

For simplicity we assume in all subsections that the
thresholding has been integrated into the transfer function in
such a way that all intensity values lying outside the thresh-
old interval are mapped to zero opacity.

4.1. Environmental Color Update

To update the environmental color Eenv at a voxel x used
during rendering, we have to take into account the currently
used transfer function as well as the local histograms repre-
senting the pre-computed clusters (see step 3 in Figure 2).
Since this update will happen frequently, i. e., whenever the
transfer function is changed, we have to ensure that it can be
performed efficiently. We determine the environmental color
at x for the hemisphere determined by the gradient5τ( f (x))
from the corresponding histogramm LH(x) as follows:

Eenv(x,5τ( f (x))) =
1

2
3 πr3 ∑

0≤ j<2b

τα ( j) · τrgb( j) ·LH j(x).

(4)

τrgb( j) evaluates to the emissive color of voxels having
the intensity j, and τα ( j) evaluates to their opacity. We con-
sider τα ( j) to ensure that opaque voxels have a stronger con-
tribution to Eenv(x) than more translucent ones.

In cases were no color bleeding is desired, we simply
take into account the occlusion of the neighborhood, as it is
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known from conventional ambient occlusion techniques. For
these cases we compute an occlusion factor Oenv as follows:

Oenv(x,5τ( f (x))) =
1

2
3 πr3 ∑

0≤ j<2b

τα ( j) ·LH j(x). (5)

Again the τα ( j) coefficients ensure that a voxel’s contri-
bution is proportional to its transparency specified by the
transfer function. Eenv as well as Oenv are based on the gra-
dient 5τ( f (x)) of the current voxel x. For voxels belong-
ing to surface-like structures it poses no problem to derive
5τ( f (x)), and the aforementioned definitions of Eenv and
Oenv can be used. However, a major benefit of volumetric
data sets in comparison to polygonal models is the capabil-
ity to capture homogeneous regions. Since for these regions
no sufficient gradient can be computed, alternative strate-
gies have to be considered. We assume that the major light
phenomenon within these homogeneous regions is based
on scattering. In order to simulate scattering, we consider
not only the forward facing hemisphere H f (x) surrounding
the current voxel, but also the backward facing hemisphere
Hb(x). Similar to the approach described in [KPH∗03], we
use the Henyey-Greenstein phase function to achieve the de-
sired scattering effect in homogeneous regions. This func-
tion can be written as P(ω,ω ′) and defines the amount of
energy coming from direction ω ′ that is scattered towards ω .
By setting ω ′ to be the light vector and ω to be the view vec-
tor, we can use the result of P to modulate the environmental
color Eenv for both hemispheres H f (x) and Hb(x) separately,
and combine the results. For voxels lying on the border of
a homogeneous region, we can also apply the phase func-
tion for one hemisphere only and thus are able to achieve an
effect which is visually similar to subsurface scattering (see
Figure 7).

To allow interactivity, we update each histogram cluster
as soon as the transfer function is changed during runtime.
Even for 2048 clusters and b = 12 we can ensure real-time
updates of the lookup texture by using equation (4).

4.2. Isosurface Shading

When using isosurface shading only voxels having an inten-
sity equal to the isovalue are visible in the rendering. Thus
only one hue is present, namely the one associated with the
specified isovalue. Color bleeding is not perceivable and thus
needs not be simulated. Hence only the occlusion factor Oenv
is needed for rendering. The desired effect can be achieved
easily by modifying the ambient term of the Blinn-Phong
model (see Figure 4):

Ia(x) = 1.0−Oenv(x,5τ( f (x))) ·Coliso, (6)

where Coliso is the color associated with the currently set
isovalue.

(a) Blinn-Phong

(b) our technique

Figure 4: A hand data set (244 × 124 × 257 voxel) ren-
dered using our surface shading technique (r=24, nc=2048)
in comparison to Blinn-Phong shading. Notice the shading
differences in the obscured areas.

Thus when rendering isosurfaces, similar to the work de-
scribed in [WPHS06], we achieve an ambient occlusion rep-
resentation, which adapts interactively to the currently set
isovalue as well as isocolor. This requires only two addi-
tional texture fetches for each voxel to determine its occlu-
sion during rendering, and we are able to change the isovalue
interactively to facilitate on-the-fly surface extraction.

4.3. Direct Volume Rendering

In contrast to isosurface shading, when using DVR more
than one hue contributes to the final image, since voxels with
different intensities are rendered. Furthermore besides possi-
ble surfaces large homogeneous regions of participating me-
dia may be visible in the final rendering. Thus we have to be
able to simulate besides ambient occlusion also color bleed-
ing on the rendered structures, as it is demonstrated with the
Cornell box data set shown in Figure 5.

To achieve this effect we determine the color for every
voxel x in YUV color space, which allows us to compute
hue and luminance separately. We get the hue by interpo-
lating between the environmental color Eenv and the color
τrgb(x), which is acquired by accessing the transfer function.
When assuming that a voxel which has many neighboring
structures will more likely show the resulting color bleeding
effects, it becomes clear that Oenv can be chosen as the inter-
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polation parameter. To get the luminance value we take the
minimum of 1.0−Oenv and the Lambert term τ( f (x))) ·L,
with L being the normalized light vector. Because light adds
up linearly we can integrate specular reflections by simply
adding the specular intensity to the luminance.

4.4. Volumetric Glow

As mentioned above, the proposed technique can be used
also for generating a volumetric glow effect. This glow ef-
fect is basically a distance function, which colors a voxel
based on the voxels in its vicinity. Such a technique is poten-
tially beneficial for highlighting structures of interest or for
visualizing safety zones as necessary for intervention plan-
ning based on medical volume data sets. The effect can be
applied interactively and is demonstrated for the Cornell box
data set in Figure 5 (bottom row).

To achieve this volumetric glow effect, we introduce a
new mapping function called h( j), which assigns a glow in-
tensity lying in [1 . . .hmax] to each intensity value j, and we
modulate each summand in equation (4) by h( j).

To make the glow also visible when rendering otherwise

Figure 5: All four images show the same Cornell box data
set (r=32, nc=1024). For the right column the transfer func-
tion has been changed in such a way that the blue sphere
disappears. The lower row shows the images with diffuse
interreflections only (left) and material parameters set to
simulate highly diffuse surfaces and an additional glow ef-
fect (right). The images have been rendered interactively by
changing the transfer function resp. the glow mapping. No-
tice the color bleeding on the objects, which disappears for
the blue sphere when removing it by modifying the transfer
function.

transparent voxels, we add the normalized glow intensity of
the environment around x to the α value of x in cases where
voxel x would be transparent otherwise.

5. Results

We have implemented the concepts described in the previous
sections in C++, using OpenGL and GLSL for the image
synthesis.

Preprocessing The preprocessing has been parallelized and
runs on a Sun multiprocessor system equipped with eight
AMD Opteron 852 processors. The needed pre-computation
times are shown in Table 1. The first column shows the name
of the volumetric data set, for which we have measured the
performance. For each data set, we also provide its dimen-
sions as well as the radius of the sphere analyzed to compute
the environmental color Eenv. Besides the time for comput-
ing the local histograms, we have also measured the time
needed for the training phase of the vector quantization as
well as the space requirements before and after the cluster-
ing has been performed, i. e., the local histogram size and the
codebook size. As it can be seen, we achieved a performance
gain when using four of the processors in parallel, but using
more did not result in a considerable improvement. This is
probably due to the shared memory bottle neck. Instead it
was helpful to preprocess two different data sets simultane-
ously, each running with four processors. The results also
indicate that the time needed for generating the local his-
tograms is highly dependent on the sphere radius r, and un-
fortunately especially for large data sets a large r is necessary
to achieve good results. However, in contrast to the vector
quantization this preprocessing step can run in parallel on
an arbitrary number of processors without much overhead
and is therefore not considered the critical bottleneck. As
shown in the table, exploiting spatial coherence by using the
space sweep paradigm allowed for a high performance gain
of about a factor of 10, as it can be seen for the head data set
having a resolution of 256×256×147, while getting identi-
cal results. Instead the main bottleneck is the training phase
of the vector quantization. It can be seen that this step con-
sumes a lot of preprocessing time. The vector quantization
consists of several interdependent subtasks, hence not much
performance is gained on a multiprocessor system. However,
we were able to enhance speed of the training phase by sort-
ing more than one vector in each iteration, without noticing
any impact on the image quality.

Additionally, the time required for both preprocessing
steps as well as the memory requirements can be reduced by
performing the pre-computations for every ith voxel only,
since the vector quantization can be accelerated drastically
by using a smaller training set. Currently the memory re-
quirements depend on the number nc of used clusters as well
as the size of the volume data set.

Rendering We have integrated the rendering into a GPU-
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based volume ray caster. In comparison to standard Blinn-
Phong shading we perform only two additional texture
fetches for each sample. The first texture fetch is performed
on a 3D texture and determines the cluster to which the cur-
rent voxel belongs (see Figure 3 (left)). The second texture
fetch is performed on a 1D texture in order to look up the en-
vironmental color Eenv we have computed for the cluster the
voxel is associated with. In cases where both hemispheres
surrounding a voxel contribute to its color, e. g., in homoge-
neous regions, an additional texture lookup is required only
in the 1D texture, since two cluster identifiers can be fetched
from a 32-bit volume simultaneously.

To show the influence of different preprocessing parame-
ters, we have applied our method to a volumetric representa-
tion of a Cornell box (see Figure 6). The images have been
rendered with a different number of clusters nc as well as us-
ing different metrics during the vector quantization. Disturb-
ing compression artifacts are clearly visible for nc = 256.
Using nc = 512 is more suitable for this data set, although
the renderings with nc = 1024 look slightly smoother. With
this data set we have not observed any visual differences be-
tween nc = 1024 and nc = 2048. Certainly this is not true for
arbitrary data sets, but using nc = 2048 we have experienced
good results for real-world data sets.

Figure 4 shows our surface-based technique applied to a
CT scan of a human hand in comparison with Blinn-Phong
shading. The results are similar to standard ambient occlu-
sion techniques as known for polygonal data sets, although
we can additionally vary the visualized structures by chang-
ing the transfer function interactively. As it can be seen,
shading differences in the obscured areas become clearly
visible. Especially cavities of the middle hand (see overlay)
and the surface structure of the forearm bone become better
perceivable, which potentially leads to an improved spatial
comprehension.

We also have applied our techniques to the Visible Human
head data set. The data set shown in Figure 1 has been pre-
processed with a spherical region having a radius of r = 20
and nc = 2048 clusters. The two renderings differ only in the
transfer function. It can be seen that the skull structures still
show specular highlights on the unoccluded surfaces, while
light dimming becomes visible in regions with a higher de-
gree of occlusion, i. e., between the vertebrae and in the cav-
ities of the jaw. The image on the right for which the transfer
function has been altered interactively to visualize additional
tissue structures also shows the influence of the skullcap on
adjacent parts of the brain. Figure 7 shows our technique
applied to the Visible Human head data set in comparison
to Blinn-Phong shading. In order to incorporate the subsur-
face scattering effects of the human skin, we have not only
considered occlusion, which is given by the forward facing
hemisphere H f (x), but have also considered the backward
facing hemisphere Hb(x), as described in the previous sec-

(a) 256/L2 (b) 512/L2 (c) 1024/L2

(d) 256/L1 (e) 512/L1 (f) 1024/L1

(g) 256/Lmax (h) 512/Lmax (i) 1024/Lmax

Figure 6: Magnifications of the Cornell box shown in Fig-
ure 5 with different numbers of clusters nc (from left to right:
256, 512, and 1024) combined with different metrics used
for the histogram comparison during the vector quantiza-
tion (from top to bottom: L2, L1, and Lmax). Only the current
voxel’s color darkened according to the local occlusion Oenv
is shown.

tion. Additionally ambient occlusion effects become visible
in the inner parts of the auricle.

Due to the nature of the proposed algorithm, only light in-
teractions between neighboring structures can be captured.
Although this is appropriate to give the user the impression
of color bleeding, for some application cases extended light
interactions may be required. For these cases, our technique
can be easily combined with existing approaches as for ex-
ample interactive shadowing techniques.

6. Conclusions and Future Work

In this paper we have proposed a method for rendering
volumetric data sets, which is capable to capture dynamic
ambient occlusion as well as color bleeding at interactive
frame rates. After performing a preprocessing, volumetric
data sets can be rendered at interactive frame rates still al-
lowing the user to change all relevant rendering parameters,
i. e., the viewpoint, lighting parameters, thresholding as well
as the transfer function. To our knowledge this method is
the first supporting the simulation of dynamic ambient oc-
clusion as well as color bleeding at interactive frame rates
when rendering volumetric data sets. Although our tech-
nique is restricted to capture light interactions between ad-
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(a) Blinn-Phong (b) our technique

Figure 7: Our interactive volume rendering method (r=20,
nc=2048) applied to the Visible Human head data set (192
× 192 × 110 voxel). Both hemispheres, in direction of the
gradient and the opposite direction, are considered during
rendering, and thus in contrast to Blinn-Phong subsurface
scattering effects as well as ambient occlusion in the inner
parts of the auricle.

jacent structures only, it can be combined easily with ex-
isting approaches, e. g. shadowing techniques. We have ex-
plained the necessary preprocessing and have shown how
our method can be applied to isosurface shading as well as
DVR. Furthermore we have extended our method to support
a volumetric glow effect and discussed our results. Since the
proposed approach is easy to implement, we hope it finds its
way into existing volume rendering applications in order to
support spatial comprehension.

Nevertheless, it should be emphasized that the presented
approach also has some drawbacks. Besides the time-
consuming pre-processing our method is just an approxima-
tion to ambient occlusion since we do not consider the loca-
tion of the voxels contributing to the local histograms. Fur-
thermore, since we analyze just local histograms, we cannot
capture true global illumination effects, i. e. distant objects
do not effect the illumination.

In the future additional research can be done targeting sev-
eral extensions to the proposed method. The most obvious
research direction would be to reduce the time required for
performing the pre-computation. Since especially the vec-
tor quantization is time-consuming we will consider alterna-
tive strategies. At the moment we are investigating in how
far the vector quantization can be accelerated by exploiting
a GPU-based implementation. Furthermore, the radius r of
the spheres used during generation of the local histograms is
data set dependent. It should be investigated what character-
istics of a data set, e. g., size and contained structures, should
be taken into account when choosing r.

Additionally it should be evaluated what limitations the
proposed approach has. Although we did not encounter any
visual artifacts yet, especially when rendering isosurfaces,

there might be cases in which the disregard of the spatial lo-
cations within the sphere around a voxel has an influence.
Therefore it should be evaluated for which data sets and ren-
dering parameters this might be the case.
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