Evaluating Highly Automated Trucks as Signaling Lights
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ABSTRACT

Automated vehicles will change the trucking industry as human drivers become more absent. In crossing scenarios, external communication concepts are already evaluated to resolve potential issues. However, automated delivery poses unique communication problems. One specific situation is the delivery to the curb with the truck remaining partially on the street, blocking sidewalks. Here, pedestrians have to walk past the vehicle with reduced sight, resulting in safety issues. To address this, we conducted a literature survey revealing the lack of addressing external communication of automated vehicles in situations other than crossings. Afterwards, a study in Virtual Reality (N=20) revealed the potential of such communication. While the visualization (e.g., arrows or text) of whether it is safe to walk past the truck only played a minor part, the information of being able to safely walk past was highly appreciated. This shows that external communication concepts carry great potential besides simple crossing scenarios.

CCS CONCEPTS

• Human-centered computing → Human computer interaction (HCI); Haptic devices; User studies.
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1 INTRODUCTION

Automated vehicles (AVs) are expected to radically change the trucking industry [28]. Increased fuel economy and less need for truck drivers will lower the cost of delivery [28, 57].

There are scenarios in which a truck has to remain partially on the street to deliver [14]. A highly automated truck encountering such a scenario would, therefore, block the passage both for car drivers and pedestrians. With a potentially missing human driver in the future, the highly automated truck should substitute at least some of the communication with, for example, pedestrians. For the described scenario, it is difficult for pedestrians to assess whether it is safe to walk past the trucks due to its size. The Scania AXL, Scania’s first prototype for mines [64], is equipped with a LED strip indicating awareness of objects around it. However, other forms of external communication are unexplored.

We present findings of a study simulating the described situation in virtual reality (VR; N=20). A pedestrian wants to walk past a highly automated truck standing halfway on the street. Results show that a highly automated truck can function as a “moving signaling light” for pedestrians, i.e., communicating to the pedestrian whether the street is blocked with oncoming vehicles. Participants clearly favored explicit visualized communication of the state of the street over awareness visualization. The visualization itself seemed not to be important (arrow, text, zebra).

This work also shows that AVs with external communication concepts can be useful in a wider spectrum of applications besides aiding in crossing scenarios (e.g., [19, 52]). While explicit communication was favored against awareness communication, juridical issues could prevent such application. Warnings issued could still aid in many situations.

2 BACKGROUND

This work evaluates how to improve the safety of pedestrians trying to walk past a standing highly automated truck via external communication while staying on the same side of the road. Therefore, an overview is given over previously presented external communication concepts also called external Human Machine Interfaces (eHMIs).

As we present a novel concept for highly automated trucks to communicate with pedestrians that do not want to cross the street, we also present an analysis on the current state-of-the-art scenarios...
for the evaluation of such eHMIs based on the generic scenarios (orthogonal, frontal, merging) defined by Kaß et al. [42] additionally divided by the factor presence of a crosswalk. An in-depth analysis of external communication concepts in academia showed that such scenarios have not yet been addressed.

2.1 External Communication of Autonomous Vehicles

Today, there are still ongoing discussions about the need for external communication of AVs [58]. However, various studies have shown benefits of the introduction of such concepts for people with visual impairments [19] and trust towards AVs in crossing decisions [30]. Issues such as overtaking were also shown [36].

Various external communication modalities have been evaluated. This includes displays [30], LED strips [30, 51], projections [2, 60] auditory [19] or tactile cues [19, 53] as well as combinations thereof [53]. Concepts have been grouped by used modality [53] or complexity [50]. Löcken et al. [50] compared 6 of these concepts. The concept Smart Road (based on work by Umbrellium [54]) was rated best in the relatively simple scenario. Colley et al. [19, 20] categorized the concepts based on the used modality. As construction sites tend to be noisy [41], according to the design space presented by Colley and Rukzio [17, 18], using visual clues seems to be most promising approach in the presence of a construction site.

2.2 Analysis of Evaluated Scenarios in the Context of External Communication of Autonomous Vehicles

The publications analyzed by Colley et al. [19] and Löcken et al. [50] were used for the analysis. Additionally, we queried the AutomotiveUI in the ACM Digital Library for eHMIs being the premier forums for automotive research (search query: “query”: AllField: (“eHMI” OR “external communication”) “filter”: Conference Collections: AutomotiveUI: Automotive User Interfaces and Interactive Vehicular Applications). A sample of 46 publications was collected of which 34 presented a study on eHMIs. The work by Rettemaier et al. [62] was excluded as this work addresses eHMIs for the communication with other car drivers instead of communicating with pedestrians, leaving a sample of 33 publications (see Table 1).

<table>
<thead>
<tr>
<th>scenario definition [42]</th>
<th>Crosswalk present</th>
<th>number of publications * [references]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orthogonal</td>
<td>no</td>
<td>17: [2, 9, 13, 15, 19, 22, 26, 33, 36, 43, 50, 51, 53, 65, 73, 74, 76]</td>
</tr>
<tr>
<td>Orthogonal</td>
<td>yes</td>
<td>13: [5, 10, 12, 15, 23-25, 31, 39, 49, 52, 60, 72]</td>
</tr>
<tr>
<td>Frontal</td>
<td>no &amp; yes</td>
<td>0</td>
</tr>
<tr>
<td>Merging</td>
<td>no &amp; yes</td>
<td>0</td>
</tr>
<tr>
<td>Not specified or unclear</td>
<td>n.a.</td>
<td>4: [48, 55, 56, 66]</td>
</tr>
<tr>
<td>combined</td>
<td></td>
<td>33 ([15]: with and without crosswalk)</td>
</tr>
</tbody>
</table>

Table 1: Categorization of publications based on the scenario definition and the presence of a crosswalk.

The analysis shows that most evaluation scenarios target an orthogonal (e.g., pedestrian stands at the curb) setup, i.e., being a crossing scenario. Frontal scenarios (i.e., the pedestrian is in front of an AV) as defined by Kaß et al. [42] are non-existent. Merging scenarios such as a bicycle merging with an AV are also absent. Our scenario falls into the category frontal as the pedestrian is directly walking towards the highly automated truck and its eHMI (see Figure 1), therefore, being, to the best of our knowledge, the first evaluation of an eHMI in this kind of scenario. The current ISO technical report on eHMIs [1] promotes the usage of intention-based messages (e.g., stopping) instead of command type messages (e.g., Cross [53]) to avoid liability issues. For an AV to be able to “allow” a pedestrian to cross, the AV has to know whether a vehicle is approaching from the oncoming street. For example, on a two-way road, if the AV wants to signal the pedestrian that it is safe to cross, knowledge about the status of the other lane is necessary. This was however, neglected in current scenarios. For our approach, we assume the highly automated truck to have sensors allowing it to perceive its environment for at least 300 m (Waymo claims to “identify [...] stop signs greater than 500 meters away” [40]). This allows the highly automated truck to predict an oncoming street to be free for $\approx 22$ s when no vehicle (with a velocity of oncoming traffic of 50 km/h as a speed limit within cities in Germany; see §3 STVO [67]) is recognized.

3 STUDY

To evaluate concepts regarding the communication of a highly automated truck with other pedestrians when blocking a street or a sidewalk, we designed and conducted a within-subject study (N=20) in VR.

3.1 Apparatus

In our scenario, the participant stands on a sidewalk. A highly automated truck backs in a construction site. The entrance is $\approx 2$ m from the participant. The highly automated truck comes to a halt but is still partially on the road (see Figure 1). The evaluated concepts (see Figure 3) are then displayed depending on the oncoming traffic. In half of the conditions, no (oncoming) traffic (see Figure 1) was simulated; in the other half oncoming traffic was simulated which eventually ceased. Due to space and tracking constraints, we added a gain factor in the straight forward and sideways (not height) axis. A gain of 2.0 (meaning 1 m in reality equals 2 m in VR) was employed as done by Colley et al. [19]. The scenery is depicted in Figure 1. To indicate where the sidewalk ends, we used quarter rounds as shown in Figure 2.

3.2 Evaluated Concepts

The evaluated concepts are shown in Figure 3. As this is a previously unexplored setup, we used tested external communication concepts from use cases such as pedestrian crossing (e.g., [19, 36, 52]) as well as concepts from industry [4, 64] and adapted the concept to this use case, i.e., we had to design the interface for the street being blocked (see even-numbered pictures in Figure 3). Additionally, we implemented novel concepts. According to the design space proposed by Colley and Rukzio [17, 18], visual and auditory modalities were used.
Figure 1: Overview of the study scenario.

Figure 2: Two participants with an overlay of the scene. (1) shows a participant looking for traffic while (2) shows a different participant that already walked past the truck. (a) highlights fixated quarter rounds.

Baseline: No explicit communication is given (see Figure 3 (1) and (2)).

Auditory: The highly automated truck played repeatedly with frequency of 0.33 Hz (ergo every 3 s) to allow for the recognition of other relevant auditory information [19]) “free” or “busy” (see Figure 3 (3) and (4)). While construction sites tend to be noisy [41], people with vision impairments could still receive aid via such a concept [19].

Text: A display showed the text “free” in green or “busy” in red (see Figure 3 (5) and (6); text was shown to be least ambiguous [11, 23, 31, 52, 53]).

Arrows: A moving green arrow ← or a red X signalized whether it is safe to cross (see Figure 3 (7) and (8); resembling a more sophisticated version of an LED signal [30, 51]). As we gave explanations for every concept, no participant mistakenly thought the arrows show the intention to start driving.

Zebra: A zebra crossing in turquoise (being a promising colour for AVs [71]) was displayed on the street when the street was free (see Figure 3 (9) and (10); as proposed by Daimler [4] and investigated by Löcken et al. [50]).

Recognition: A display going round the highly automated truck lighted up at the recognized position of the participant in varying colors: green towards the front of the highly automated truck, yellow in the middle and red in the back, suggesting that it is safer to cross in front (see Figure 3 (a), (b), and (c)). This resembles the state of the art in the industry [4, 64] with an additional message layer via color-coding.

3.3 Procedure

The relevant parameters for the situation are the occurrence of traffic and the external communication concept. As we were interested in how well participants understand, trust, and like such systems, the study was guided by the research question:

What impact do the variables “traffic” and “communication concept” have on pedestrians in terms of (1) dominance, (2) cognitive load, (3) trust, (4) preference, (5) confidence, and (6) appropriateness?

Dominance was also included as “control over the situation” [7] to assess whether participants feel patronized.

It was designed as a within-subjects, repeated measures experiment with 2 (vehicle presence: present or not) × 6 (external communication concepts: none, visual Arrows, visual Text, visual Recognition, visual Zebra, Auditory) conditions.

Every session started with an introduction, the signing of the consent form, and a demographic questionnaire. Afterwards, the 2 Baseline conditions followed by the remaining 10 conditions in counterbalanced order were presented. Therefore, the Baseline was shown first for all participants to avoid priming them to walk in
Figure 3: Conditions of the study. 1 - 10 represent the respective conditions (even numbers indicate conditions with traffic). a, b, and c show the Recognition concept in which the position of the pedestrian is visualized combined with a color indicator suggesting the way to walk (green).

3.4 Measurements

Objective dependent variables: The position and gaze direction of the participant were logged with 10 Hz. Additionally, the time needed for executing the task (reaching the waypoint) was logged.

Subjective dependent variables: After each run, we measured affective state with the self-assessment manikin (SAM) [6] on a 7-point semantic scale, cognitive load with the raw NASA-TLX [35] on a 20-point scale, and the subscales Predictability/Understanding and Trust in Automation of the Trust in Automation questionnaire by Körber [44]. Participants were additionally asked on individual 7-point Likert scales to what degree they felt safe, whether the highly automated truck seemed trustworthy, and if the communication was comprehensible and unambiguous.
After all sessions, participants rated their preferences regarding the systems from greatest (ranking = 1) to lowest (ranking = 6). Open questions regarding feedback and improvement proposals were also asked. Participants rated their immersion using the Immersion subscale of the Technology Usage Inventory (TUI) [45].

3.5 Participants

We recruited 20 participants (14 male, 6 female) aged 18-57 (M=24.00, SD=7.90) via notice boards and email lists at Ulm university. All participants owned a driver’s license. On 5-point Likert scales (1=strongly disagree, 5=strongly agree), participants reported high interest in AVs (M=4.05; SD=.94), believing that such a system will ease their lives (M=3.95; SD=.94) but were unsure about whether such a system would become reality by 2030 (M=3.45; SD=1.19). Participants’ experience with VR varied strongly from no experience at all (=1) to a lot of experience (≥7; M=3.25; SD=1.68, Mdn=3.0, IQR = 2.0 – 4.25). After the study, participants were asked whether they noticed the described “gain” factor and what their estimate for this factor is. While responses varied from 0.5 to 4.0, most participants were able to rate this correctly (Mdn=2.0, IQR = 2.0 – 2.0).

4 RESULTS

We report descriptive and inferential statistics. While participants encountered 12 conditions, we report the combined values for with and without (averaged with their mean value) traffic unless otherwise stated as values between the conditions with and without traffic were not significantly different (see Section With vs. Without Traffic). For parametric data, pairwise t-tests were used as post-hoc test. Post-hoc tests were carried out with Bonferroni correction.

4.1 With vs. Without Traffic

We compared all concepts for the effects of traffic on cognitive load, affective state, and trust between their ratings with and without traffic. Interestingly, cognitive load was reported to be lower in almost all with traffic conditions (see Figure 4). We used t-tests for parametric and Wilcoxon signed-rank tests for non-parametric data. We found no significant differences in any of the observed dependent variables.

4.2 Affective State

Participants’ affective state in terms of dominance was overall relatively high. The dominance score was statistically significantly different for concepts, F(3, 63) = 6.35, p<.001, η²_p =.13. Post-hoc analyses revealed that the Baseline (M=5.63, SD=9.3) received, compared to the Arrows (M=4.25, SD=1.40; t(19)=4.19, adj. p=.007) and the Zebra (M=4.45, SD=1.53; t(19)=3.43, adj. p=.04), statistically significantly higher dominance values. Participants seemed to have felt influenced in their decision-making.

4.3 Cognitive Load

The raw NASA-TLX was used to assess cognitive load. Overall, cognitive load was low for all concepts (range: M=3.68, SD=1.94 Zebra to M=5.24, SD=3.02 no visualization). The overall score was significantly different for the concepts F(3, 66) = 6.44, p<.001, η²_p =.06. Post-hoc tests revealed that the Baseline (M=5.24, SD=3.02) received significantly higher ratings compared to Text (M=3.68, SD=1.94; t(19)=4.02, adj. p=.01) and Arrows (M=3.78, SD=2.02; t(19)=3.60, adj. p=.03). The Auditory concept received significantly higher ratings (M=4.91, SD=2.60) than the Text concept (M=3.68, SD=1.94; t(19)=4.11, adj. p=.009). The Text also received significantly lower ratings compared to the Recognition concept (M=5.19, SD=2.73; t(19)=3.44, adj. p=.04).

A significant effect was also shown for the subcale mental effort F(3, 61) = 6.58, p<.001, η²_p =.10. Post-hoc tests showed that the Baseline received significantly worse (higher) ratings compared to the Arrows (t(19)=3.99, adj. p=.01). The Text (t(19)=3.41, adj. p=.045) and the Arrows (t(19)=4.01, adj. p=.01) received significantly better (lower) ratings compared to the Recognition. The Arrows were also rated significantly better than the Zebra (t(19)=3.44, adj. p=.04). This indicates that the arrows were the easiest to understand. The Recognition (M=7.33, SD=4.52) received almost the same rating as the Baseline (M=7.05, SD=4.32). This could indicate that for the task getting to the other side of the vehicle, awareness information does not aid mental effort.

4.4 Predictability/Understanding, Propensity to and Trust in Automation

We measured the Propensity to Trust subscale of the Trust in Automation questionnaire [44] once before and once after all conditions. A Wilcoxon signed-rank test revealed that Propensity to Trust was not significantly different after experiencing the study (before: M=2.85, SD=.62; after: M=2.98, SD=.50; W=32, Z=-1.21, p=.21, r=-.162). In another experiment related to external communication of AV, such an increase was shown [19].

A Friedman’s ANOVA showed a significant difference in the mean ratings for the trust [44] score (χ²(5)=31.6, p<.001). Post-hoc tests showed that the Baseline (M=2.58, SD=.87) received significantly lower trust values compared to all other concepts except the Recognition concept.

The Predictability/Understanding subscale of the Trust in Automation questionnaire [44] was significantly different F(3, 57) = 7.5, η²_p =.18. Post-hoc tests showed that the Baseline (M=2.43, SD=.75) received significantly lower values than the Auditory (M=3.13, SD=.52; t(19)=5.98, adj. p<.001), the Text (M=3.32, SD=.70; t(19)=6.66, adj. p<.001) and the Arrows concept (M=3.35, SD=.56; t(19)=5.80, adj. p<.001). This was expected as the concepts explain the status of the traffic. The Zebra and the Recognition seem not to be intuitively understandable.

4.5 Condition Preferences

Participants ranked the 6 concepts. A lower mean corresponds to a higher preference, i.e., 1.0 equals highest preference. There was a clear rating, no communication (Baseline) was rated the worst (M=5.30, SD=.86) followed by the Auditory (M=4.15, SD=1.27) and the Recognition concept (M=3.90, SD=1.77). The Zebra received the third best ranking (M=3.15, SD=1.50), Text the second best (M=2.85, SD=.99) and the Arrows concept was clearly preferred (M=1.65, SD=1.23).

A Friedman’s ANOVA showed a significant difference in the mean rankings (χ²(5)=44.5, p<.001). Post-hoc tests showed that the Baseline was rated significantly worse than the Arrows, the Text,
and the Zebra concept. The Arrows concept was rated significantly better than the Recognition and the Auditory concept.

### 4.6 Safety, Trustworthiness, Comprehensibility, Unambiguousness

A Friedman’s ANOVA showed a significant difference in the mean ratings for safety ($\chi^2(5)=27.6$, $p<.001$), trustworthiness ($\chi^2(5)=34.3$, $p<.001$), comprehensibility ($\chi^2(5)=48.3$, $p<.001$), and unambiguousness ($\chi^2(5)=52.5$, $p<.001$). In the following, the results of post-hoc tests are reported.

**Safety:** The Baseline ($M=3.65$, $SD=1.57$) was rated significantly worse compared to the Text ($M=5.33$, $SD=1.15$) and Arrows ($M=5.43$, $SD=1.00$) and the Arrows significantly higher than the Recognition ($M=4.00$, $SD=1.69$). Participants felt safer with explicit communication and especially with communication indicating permission to cross.

**Trustworthiness:** The Baseline ($M=3.30$, $SD=1.41$) was rated significantly worse compared to the Auditory ($M=4.93$, $SD=1.29$), the Text ($M=5.34$, $SD=1.38$), and the Arrows ($M=5.30$, $SD=1.12$). Explicit text-based communication (Auditory and Text) and the well-known symbol Arrows were trusted higher, maybe because of the familiarity.

**Comprehensibility:** Participants rated the Baseline ($M=2.34$, $SD=1.28$) significantly worse compared to the Auditory ($M=5.28$, $SD=1.40$), the Text ($M=5.88$, $SD=1.17$), the Arrows ($M=6.05$, $SD=1.79$), and the Zebra ($M=4.88$, $SD=1.70$). The Text was rated significantly higher than the Recognition ($M=4.50$, $SD=1.97$). The Baseline and the Recognition concept were not easily comprehensible compared to all other concepts.

**Unambiguousness:** The Baseline ($M=2.30$, $SD=1.31$) received significantly worse ratings compared to the Auditory ($M=5.35$, $SD=1.53$), the Text ($M=6.08$, $SD=1.00$), and the Arrows ($M=5.75$, $SD=1.03$). The Text was also rated significantly higher than the Zebra ($M=4.73$, $SD=1.53$) and the Recognition ($M=4.23$, $SD=1.99$).

### 4.7 Reasonable, Necessary, Appropriate

The mean value for the item rating the explicit communication as reasonable was very high ($M=6.20$, $SD=.95$). The item rating the necessity of such communication also received a high value ($M=5.35$, $SD=1.76$). Comparing the ratings for appropriateness of auditory ($M=3.80$, $SD=2.02$) and visual ($M=6.15$, $SD=6.72$) communication, a Wilcoxon signed-rank test revealed that visual communication was rated significantly more appropriate ($W=130$, $Z=-3.20$, $p=.001$, $r=-.427$).
4.8 Walk Path and Duration

![Figure 5: Walk paths of all participants per condition.](image)

As depicted in Figure 5, most participants walked in front of the vehicle. The three lines crossing through the vehicle were caused by participants walking prior to the vehicle’s arrival. In 9/240 (3.75%) of trials, participants walked behind the vehicle, 6 of which occurred in the Baseline. One walk behind the vehicle each occurred for the Text (green), Zebra (blue), and the Auditory (yellow) concept. Interestingly, for the Recognition concept, many participants tried out the visualization and then decided to cross in front of the vehicle. No direction was instructed by the experimenter.

Regarding the duration needed for reaching the goal, only the values for no traffic were evaluated. For all conditions with traffic, traffic slightly differed in the arrival time of vehicles to prevent participants from knowing the exact timings. Therefore, the duration values of the with traffic conditions were not evaluated. A Friedman’s ANOVA showed a significant difference in the mean ratings for the trust [44] score ($\chi^2(5)=40.86$, $p<.001$). Post-hoc tests showed that participants needed significant more time in the Baseline ($M=22.94$ s, $SD=18.43$) compared to all other systems other than Recognition ($M=19.00$ s, $SD=12.17$). Participants were significantly faster in all concepts other than the Baseline compared to the Recognition system (Auditory: $M=11.50$ s, $SD=5.27$; Text: $M=11.90$ s, $SD=7.81$; Arrows: $M=11.52$ s, $SD=4.91$; Zebra: $M=12.21$ s, $SD=9.83$).

4.9 Open Feedback

In the open feedback, six participants stated that multimodal feedback would “not be bad, for example, for people with vision impairments” [P20]. The distinction between explicit communication for the conditions with and without traffic was liked and was also requested for the Zebra (“Projection on the ground: communicate even when the road is not clear” [P7]). However, the projection was also rated as “almost counterproductive, as I looked at the ground and was tempted to look only at the projection and not at the traffic itself” [P2]. The auditory feedback gave seven participants the feeling of being “pressured” [P10]. [P15] also stated that “The auditory signals were rather irritating. They distracted from the sounds of traffic.” [P10] stated that the additional communication of the vehicle’s intention would have been beneficial. [P9] discussed whether directing people towards the back of the vehicle would be more appropriate to avoid having to walk on the street. As we did not prohibit the participants to walk past the back, it is interesting to see that [P9] still crossed in front.

5 DISCUSSION

In the following, we discuss the findings in the light of legal and ethical concerns, how such vehicles fit into the work on public displays, and address practical implications.

5.1 Only Display Warnings or Make Truck Transparent

In the light of regulatory and legal questions [28], the ISO technical report 23049:2018 [1] advises using external communication only to convey the own intention of an AV. This was evaluated in this work’s study with the concept visual Recognition. However, other concepts were clearly favored (see Section Condition Preferences). That’s why another form of communication seems advantageous: displaying a warning not to walk when other vehicles are approaching but not to display explicit “Go” messages. Not displaying any message, however, seems unfeasible as this will most likely be interpreted as an implicit “Go”. Therefore, we propose to display, even when no other vehicles are detected, a message or sign that might resemble “Be cautious” (see Figure 6; not part of the study). Another possibility would be to avoid interpreting the situation but to make the vehicle transparent trough video streaming (see Figure 6 (3)). Such technology could be applied via AR or an attached display. Gomes et al. [32] used AR to display the street in front of a truck to improve take overs. Van Amersfoorth et al. [69] propose to use AR-enabled windshields to make objects in front translucent. Samsung showed such an application with attached displays at the rear of a truck [63].

5.2 Autonomous Vehicles as Public Displays

With the advance of AVs and their technology, numerous novel use cases can be imagined. In the reported study, a highly automated truck aids pedestrians in crossing a street safely. Other researchers have shown the use of external displays for advertisement or personalization [16]. Such displays essentially become Public Displays, a well-researched area. Public displays were, for example, concerned with how to engage bystanders [8, 68] and when such displays are actually looked at [38]. Further work proposed interaction phases [70] or a user interaction framework [29]. Public displays were already used for presenting navigation cues [46]. AVs acting as Public Displays as envisioned in this work, however, pose novel challenges. While gaining the attention of the person, for example, is no problem the possibilities of moving Public Displays seem unexplored.
5.3 Autonomous Vehicles as Monitoring Devices

In this work, a highly automated truck surveys the environment for oncoming traffic. Various other use cases could be envisioned for such a monitoring service. However, data privacy issues could emerge. Who will be in charge of the data? Private companies or governments? Such technology could also be easily abused. China, for example, already uses cameras to track whether pedestrians cross red lights [21]. With additional access to millions or even billions of vehicles equipped with three [75] or even more cameras and latest face recognition methods [47], people could be continuously surveyed. The benefits and drawbacks of such approaches must be researched and discussed.

5.4 People’s “Obedience” of or “Overtrust” in eHMIs

While [P9] stated that it would maybe be beneficial to cross in the back of the truck, [P9] still walked in front of the truck. Only in 3/240 (1.25%) of the trials, participants walked behind the vehicle with external communication present. Humans tend to rely on technical devices without actually understanding the technology and its limitations [34]. However, technology can and often does fail. Calibrated trust [59] is, therefore, already the aim for the operation of AVs. This should also be the goal for external communication of AVs [36]. Hou et al. [37] already showed that cyclists tend to rely on eHMIs and, therefore, stop applying necessary safety procedures. Our findings point towards the same direction. We do not claim that it is always safer to cross in front of the vehicle, i.e., on the street, however, we believe that traffic is more predictable compared to construction site traffic, therefore, allowing easier communication of the state of traffic. The aforementioned possibility of displaying the street via a display connected to a camera [32, 63] is a neutral, non-interpreting alternative. Our concept did not include traffic on the side of the pedestrian. Drivers could use the information presented on the highly automated truck to drive past it, creating possibly dangerous situations as pedestrians could stop looking at the other lanes as well. Not explicitly stating that the street is free (i.e., by only displaying warnings) or only displaying it when all lanes are free seems favorable.

5.5 Practical Implications

Sensors are constantly exposed to environmental influences. The same holds for external communication technologies. This is especially important in areas with increased exposure to potentially damaging conditions, e.g., construction sites. Therefore, if such concepts were to be included in autonomous trucks, special care has to be considered for securing these implementations as part of general maintenance. No significant differences were found for the duration of the crossing time for all concepts excluding Recognition. It seems that how the information the street is free was conveyed only played a minor part. It was, however, preferred to have a clear indication of whether the street is blocked or free compared to the Recognition concept showing one’s own perceived position. The Arrows concept was clearly preferred. However, as this could also display the intention of the vehicle to start, the explanation was necessary. Unambiguousness of concepts should, therefore, has to be targeted, for example via education of pedestrians as suggested by Faas et al. [27].

6 LIMITATIONS

Transferability to real-world scenarios is, as a VR setup was used, limited. We focus mostly on visual concepts, therefore, auditory or tactile concepts may be underevaluated. Group size as an important factor for crossing decisions [61] was set to 1. While this is common in the methodology on evaluating eHMIs, future work should study its influence. The studied concepts do not include a temporal component, i.e., “free/busy for X seconds”. This could further improve safety in that pedestrians are more willing to wait or are aware of temporal limitations. However, problems were reported in using countdown timers at intersections [3]. Therefore, this should be studied in future work.

7 CONCLUSION & FUTURE WORK

External communication of AVs is mostly researched in the scenario pedestrian crosses in front of an AV. However, with highly automated trucks on the horizon, communication of these vehicles with people has to be explored. Having to sometimes remain partially on the street infuriates drivers and pedestrians are, due to impatience, tempted to walk past. We present concepts for a highly automated truck to act as a ”moving signaling” to show whether it is safe to
walk past the vehicle. A clear indication of the street was favored by the VR study participants (N=20). Only presenting the awareness of the surrounding people combined with a color-coded rating of the movement was not intuitively grasped and disliked. In the next step, we intend to test such a system with a special focus on car drivers.
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