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ABSTRACT 
People with vision impairments (VIP) are among the most 
vulnerable road users in traffic. Autonomous vehicles are believed 
to reduce accidents but still demand some form of external com­
munication signaling relevant information to pedestrians. Recent 
research on the design of vehicle-pedestrian communication 
(VPC) focuses strongly on concepts for a non-disabled population. 
Our work presents an inclusive user-centered design for VPC, 
beneficial for both vision impaired and seeing pedestrians. We 
conducted a workshop with VIP (N=6), discussing current issues 
in road traffic and comparing communication concepts proposed 
by literature. A thematic analysis unveiled two important 
themes: number of communicating vehicles and content (affecting 
duration). Subsequently, we investigated these in a second 
user study in virtual reality (N=33, 8 VIP) comparing the VPC 
between groups of abilities. We found that trust and understanding 
is enhanced and cognitive load reduced when all relevant vehicles 
communicate; high content messages also reduce cognitive load. 
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CCS Concepts 
•Human-centered computing → Accessibility; 

INTRODUCTION 
Autonomous vehicles (AVs) are expected to change interaction 
between pedestrians and vehicles [30]. There is no need for a 
human driver to be present in AVs. Communication for situations, 
in which people today rely on eye-contact or gestures [61] 
will therefore be even more challenging. Recent research 
projects aim to overcome these upcoming challenges through 
external communication modalities such as displays [32], LED 
strips [32,49], movement patterns [93], projections [2] auditory 
or tactile cues [51], as well as combinations thereof [51] and 
enhancement of the infrastructure [72]. 
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Most research projects focus mainly on middle-aged non-disabled 
people and thereby exclude a majority of the population with dis­
abilities (e.g., currently exist around 1.3 billion people with some, 
217 million people with moderate to severe vision impairment 
and 36 million people are blind [9,59]; 466 million people have 
disabling hearing loss [60]). One possible approach is applying 
universal [19] or inclusive design principles [89] to create concepts 
for external communication that target a larger set of the pedestrian 
population [2,22,32,51]. To the best of our knowledge, we are 
the first to actively include people with vision impairments (VIP) 
into the design process of external communication for future AVs. 

Our main contributions are: (1) Unveiling the lack of inclusive 
design in the field of external communication of AVs through 
an in-depth literature analysis, evaluating proposed auditory 
external communication concepts according to Universal 
Design (UD) guidelines. (2) Identification of relevant themes 
(number of communicating vehicles and information content) 
via a workshop (N=6) with VIP exploring their current issues 
with participating in road traffic and comparing four external 
communication approaches from literature. (3) Proposal of a 
novel communication approach: the single “omniscient narrator”. 
(4) Findings of a second study in virtual reality (VR) (N=33) 
showing that high content messages (that also results in longer 
messages) are clearly preferred and that these, in combination 
with multiple vehicles communicating, reduce cognitive load. 
Explicit communication was clearly rated reasonable and 
necessary. High content messages improve comprehension and 
two vehicles communicating improve perceived safety. 

RELATED WORK 
We review approaches and technologies to include VIP in 
research with special focus on road traffic research. 

Assisting VIP: Methods and Technology 
Existing assistive technology (AT) in navigation ranges from 
low-tech tools such as white canes or guide dogs to high-tech 
applications such as Landmark AI [66]. Research has focused on 
aiding VIP in traffic either by recognizing the state of the traffic 
light [43], by creating in- and outdoor navigation systems [39,88] 
and by exploring obstacle avoidance [35]. While specialist devices 
are helpful, some of them draw unwanted attention, marking VIP 
as “different” [71]. These solutions try to target a perceived disab­
ility, however, Moser [55] describes that disability is constructed 
through the social and material environment, therefore allocating 
responsibility for addressing disability on everybody [11, 80]. 
Recent work questions the goal of independence for VIP [6] 
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and highlights the interdependence of all people. UD [19] was 
designed to guide the design of products and infrastructure to be 
used by any person with any disability. However, disabilities are 
diverse and a UD based product may not be sufficient or pleasing 
for some [28]. An inclusive design may therefore be adapted 
via context or the ability of the user. User Sensitive Inclusive 
Design [57] aims to include people with disabilities in the design 
and evaluation process [89]. AT research today seems to focus 
more on social aspects such as social acceptability [80], account­
ing for the various methods and skills of VIP [86]. Williams et 
al. [86] explored navigation of VIP, show differences to seeing 
people and the inter-connectedness to other pedestrians. They 
show important properties of communication from other (seeing) 
pedestrians such as timing (e.g., telling VIP to turn “soon”) 
and ambiguousness of communication, missing information or 
misjudging challenges (e.g., open spaces). Williams et al. report 
that the “sighted guide” technique is the most preferred mode 
of walking with sighted people as verbal cues can be omitted. 

People with Vision Impairments in Traffic Research 
Wiener and Lawson [85] investigated traffic sounds as a means 
to make crossing decisions. They found that VIP have significant 
information limitation with auditory information only. While the 
sound of a vehicle is indicative of its movement, it only allows 
for a very rudimentary perception of spatial layout structure. 
Ashmead et al. [4] compare crossing behavior of blind and 
sighted people at a roundabout. They found that VIP need longer 
to cross and that they wait approximately three times as long 
before crossing. VIP also face riskier situations. Arfaoui et 
al. [3] investigated the role of risk in the daily life of people with 
impairments. Through semi-structured interviews with seven 
people of various disabilities, they found that they experience risk 
at a significant higher level. They all found ways to manage risky 
situations, but feel the need for safety measures. Hassan [38] 
found that blind people, compared to sighted and people with 
minor visual impairments, often overestimate gap times between 
vehicles. No significant differences were found between normally 
sighted and people with minor visual impairments. 

EXTERNAL COMMUNICATION CONCEPTS 
The third pillar of relevant related work is external communic­
ation of AVs. We focused on an in-depth analysis of external 
communication concepts in academia extending the overview 
on vehicle-pedestrian interaction with both traditional and AVs 
presented by Rasouli and Tsotsos [62] with special regard to 
communication modalities and messages. This is followed by an 
analysis of auditory concepts with special regard on information 
content and duration. Therefore, we describe our method in a 
more rigorous manner. Concepts from industry were analyzed by 
Bazilinskyy et al. [5] with focus on visual features such as color. 

Data collection. Relevant publications in the field of external 
communication are spread over various journals and conferences. 
Therefore, the publication databases ScienceDirect (SD) and 
Google Scholar (GS) were screened. A time frame of five 
years (2014-07/2019) was defined as the field of external 
communication grew significantly in the last years [2]. 

Search procedure. In both databases, the terms external 
communication/features, autonomous vehicle, and pedestrian 

were combined (search query: (External Communication 
OR Features) AND (autonomous vehicle) AND pedes­
trian). In total, 433 publications were found (SD=384, GS=49). 

Screening criteria. Four criteria were defined to narrow down 
the search. The papers had to be about (1) AVs intended for 
streets (no water based vehicles, e.g. [67]). Additionally, (2) 
external communication with pedestrians had to be investigated, 
not, e.g., communication with other vehicles. The publications 
included for analysis had to be (3) original full papers or Work 
in Progress (due to the novelty of the field) and had to be (4) 
written in English or German. If the paper had references that 
matched the four criteria, these papers were added. Additionally, 
researchgate.net was screened until end of 08/2019 for all first 
authors found by querying SD and GS. This resulted in a sample 
of 33 publications (cf. Table 1). 

used modalities number of publications + [references]
 
visual only
 23: [2,13–17,20,21,25,26,33,46,47,49,54,64, 

72,73,77,83,90,91,93]
 
visual + auditory
 7: [7,22,23,32,40,52,53]
 
visual + tactile
 1: [41]
 
visual + auditory + tactile
 2: [50,51] 

Table 1: Categorization of publications based on modality. 

Overview: Visual, Auditory & Tactile Concepts 
Visual concepts: All concepts included some visual cue, in fact, 
most work (23 publications) has focused solely on visual cues 
in their external communication concept. The communication 
has been simulated or implemented using various devices such 
as LED strips [32,49], displays [32] or projections [2]. Further 
proposed concepts use an enhanced street as a kind of display [72] 
or suggest to shape-shift the hood of the vehicle [26]. Some 
concepts also include the smartphone of the pedestrian [51] 
or physical objects such as a waving hand mounted on the 
vehicle [51]. These communication cues, according to the design 
space by Mahadevan et al. [51], are located mostly on the vehicle. 
In these concepts, different types of messages are conveyed. 
Intent (e.g., “I ’m about to yield”) [46,50], Awareness (e.g., “I see 
you”) [50], and Directive (e.g., “Cross”) [51] are reported most 
often. Other concepts provide the pedestrian with information 
about the status of the vehicle (automation mode or current 
driving speed [17]) or warn the traffic participants of perils (e.g., 
a child running onto a street) [72]. Mostly, the proposed concept 
included a way to signal that the vehicle will yield, that the 
pedestrian can or cannot cross and that the vehicle has detected 
the pedestrian [51]. Published work differs in their findings. Text 
was reported as least ambiguous [14,21]. Comparing projections 
with text and symbols at various locations and different content, 
Ackermann et al. [2] found that large scale text projections with 
advice on the windshield were preferred. 

Auditory concepts: Nine concepts included an auditory component 
(cf. Table 1). The auditory component was used to gain attention 
of the pedestrian via music [32], to indicate that the vehicle will 
start driving [7] or that it is safe to cross via a horn sound [7] 
or spoken text [50, 51]. Florentine et al. found that pedestrian 
engagement was increased with audio cues [32]. Deb et al. [22] 
report that the verbal message was rated best in comparison to 
a horn sound, music or no sound by the participants. This is 
supported by work from Hudson et al. [40] who found that verbal 
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messages are preferred over music. Merat et al. [53] performed 
a study in three European cities with the CityMobil2. There 
were five messages under investigation: whether it is stopping or 
turning, its pace, if it has the intent to start moving, and whether it 
has detected the pedestrian. There was no clear agreement on the 
preferred modality across sites. Information about the vehicles’ 
speed was rated least important (by the seeing participants). 

Tactile concepts: Mahadevan et al. [50,51] included tactile feed­
back in some of their concepts using a smartphone. Vibrating in­
dicated that it is safe to cross. The work seems not to have focused 
on tactile feedback, however, the authors ask how many modalities 
are too many but are not able to give a definite answer [51]. 

Analysis: Information Content & Duration 
Based on the UD principles [19], we evaluated the information 
content of the auditory concepts [Principle 4a: Use different 
modes (pictorial, verbal, tactile) for redundant presentation of 
essential information] [19]. Being an important factor, we also 
focused on the duration of messages [51] (repetition being a 
factor to duration). Work by Matthews et al. [52] is excluded 
from this analysis because they only report a mounted speaker 
but no information on sounds or messages. 

Information content: Florentine et al. [32] used music to gain the 
attention of pedestrians. In their visual component, they showed 
destination and state. The auditory information content was 
therefore lower. Hudson et al. [40] used music as well as a verbal 
message (“safe to cross”). This verbal message was preferred. 
As the preferred visual cue was the text “Walk”, the information 
in the auditory cue is comparable to the visual cue. Deb et 
al. [22] also used this message as these projects were conducted 
within the same research group. Merat et al. [53] report that only 
participants in Trikala, Greece rated signals and spoken words 
equally. In contrast, spoken text was preferred in La Rochelle 
and Lausanne. Each message in [53] was given as text, a light 
signal, a spoken word or an auditory signal. We assume that the 
information content was therefore equal. Deb et al. [23] compared 
five external communication features, two of which were audible 
(mild horn sound, three beeps). Visual features were preferred. 
The features differed in their meaning (“walk” sign, break light). 
Audible signals were used as warning signals. Therefore, they 
differed from the visual cues. Böckle et al. [7] used LED columns 
to indicate four messages: not stopping, stopping, waiting, and 
start driving. Only the “start driving” message was indicated 
through a bell sound. The information content is therefore 
significantly less in this work when comparing auditory and 
visual cues. Mahadevan et al. [50,51] used spoken text. In their 
first design, they used a four times repeated one word message 
(e.g., “cross” [51]) which was then shortened to a message played 
once. This message was also used in their second work [50] with 
a clearer voice. The information content was therefore equal to 
the used visual cue, which was e.g., the same text on a display. 
Of the eight investigated concepts, five provided equal inform­
ation content in both the auditory and the visual component. The 
information mostly given was that a crossing was possible. 

Duration: Mahadevan et al. [50,51] used single words as spoken 
text. Merat et al. [53] report the auditory signal as “spoken word”, 
therefore we assume that single words were used as an auditory 
signal. Hudson et al. [40] played music (no duration given) as well 

as the text “safe to cross” (cf. Deb et al. [22]). Böckle et al. [7] do 
not provide information about the duration of the bell sound. The 
mild horn sound and the three short beeps used by Deb et al. [23] 
are considered as messages of low duration. Attention gaining 
auditory concepts were (probably) continuously played [32]. 
Most explicit communication was played once [7,22,23,40,50, 
51,53] or continuously [32,40]. Mahadevan et al. [51] repeated 
the message in their first prototype four times with no pause 
between each repetition. Deb et al. [23] repeated the short beep 
three times as a warning. No information on pauses is given. In 
summary, almost all (except the three short beeps) final concepts 
reported were played once or continuously. Single words were 
mostly used (three times). 

This analysis shows that most work focuses on visual external 
communication. While some publications actually do mention 
accessibility or impairment [2, 46, 49, 51], none addresses this 
topic. Work on auditory cues seems underrepresented and not 
systematically investigated. 

CONCEPT EVALUATION AND REQUIREMENT ANALYSIS 
We conducted a workshop with 6 members of a German 
supra-regional association for VIP to (1) evaluate concepts of 
external communication derived from current literature, (2) to 
explore which metrics are important for VIP, and (3) to gain 
a better understanding of current challenges VIP face when 
participating in road traffic. 

Apparatus 
To evaluate the concepts, we implemented a VR simulation using 
Unity [82]. A visualization of a vehicle approaching a crosswalk 
was developed as not all participants of the workshop are fully 
blind. The Western setting (English texts) with some pedestrians 
on the sidewalks is depicted in Figure 1. The simulation also 
provided typical background noise like chatting people and 
engine sounds. The simulation enabled us to track the position 
and orientation and therefore allowed a realistic sound experience. 
As the vehicle arrived at the crosswalk, it produced a sound 
or made the smartphone vibrate (cf. ’Evaluated Concepts’). 
The participants heard this sound through a surround sound 
headphone, i.e., Sony MDR-HW700DS (cf. Figure 2a). 

Figure 1: VR simulation used in the workshop and study. (a) The 
view straight ahead and (b) the view to the left. 

Evaluated Concepts 
We used eight auditory concepts of the analysis and the concepts 
with a tactile component [41,50,51] as basis for our evaluation 
with VIP (cf. Table 1). We formed categories of the auditory 
concepts based on their frequency of use and the classification 
used by Merat et al. [53] as shown in Table 2. For the evaluation, 
one representative of each category (bold in Table 2) was chosen. 
We chose concepts with explicit messages like “I’m stopping”, 



therefore excluding attention seeking concepts like music as these 
seem of little help for VIP. We aimed to include various types 
of message, i.e., intent (“I’m stopping”) vs. awareness (“I see 
you”) vs. directive (“Walk”, “Safe to cross”). As there were only 
two artificial sounds (bell vs. music) we chose the bell indicating 
a different kind of message (starting to drive instead of conveying 
that it is safe to cross) as music is used as an attention seeking 
concept [22, 32, 40]. We used the original sounds from [50] 
and [7] as well as the Acoustic Vehicle Alerting System (AVAS) 
sound [1] provided by BMW [24]. The sound effect on traffic 
lights was also included as it is a well known communication 
mechanism and an important cue for wayfinding of VIP [45]. 

Procedure 
The workshop consisted of three phases: introduction, evaluation 
and an open discussion. During the whole session, audio was 
recorded. The workshop started with an introduction of the 
participants and the research field of the workshop organizers. 
The goal of the workshop, getting to know the difficulties of 
VIP in traffic and possibilities of communication from AVs to 
overcome these, was explained. UD [19] was then introduced. 
Following this, one participant at a time was separated from the 
rest to experience and evaluate the chosen concepts in the VR 
simulation (cf. Figure 2a), presented in counter-balanced order. 
Participants were instructed to imagine standing at a street waiting 
to cross. Participants were asked about associations, perceived 
trust, and whether they would cross the street if presented with 
this signal. The remaining participants meanwhile were engaged 
in a group discussion (cf. Figure 2b). A walk-through of a typical 
journey via foot was described by two participants. Demanding 
situations in today’s journey were discussed afterwards. Based 
on these scenarios, communication possibilities were discussed, 
especially how AVs could enhance these. After all participants 
had experienced the concepts, we initiated a group discussion. 
The workshop lasted about 3.5h, 20min for the introduction, 2.0h 
for the evaluation and 1.0h for the discussion. Experiencing the 
communication concepts lasted about 20min per participant. 

Participants 
ID Gender Age Vision Since In % Aids 
P1 F 53 PB birth 2 tandem bike 
P2 M 55 FB 1991 0 guide dog, private vehicle 
P3 M 56 FB 1985 0 
P4 M 50 FB 1974 0 guide dog 
P5 M 45 FB birth 2 
P6 M n.a. S n.a. n.a. wheelchair 

Table 3: Demographic information of workshop participants who 
are seeing (S), partially blind (PB), and fully blind (FB). All but 
[P6] use a walking cane and short-range public transportation. 

We recruited N=6 participants (cf. Table 3). Participants were 
on average M=51.8 (SD=4.44; range: 45 to 56) years old and 
were, with the exception of the seeing participant [P6], with a 
visual impairment for at least 28 years. [P6] is an architect with 
special focus on accessibility both for wheelchair users and for 
VIP. All participants are experts on accessibility. 

Analysis 
The discussions of the workshop and videos captured in the evalu­
ation part of the workshop were transcribed by the first author. The 

Figure 2: (a) A participant experiencing our setup for the 
evaluation in VR and (b) the setting of the group discussion. 

timing of the participants’ statements, interruptions as well as spe­
cial focus on topics e.g., a special emphasize, were written down. 
According to Stol et al. [76], we used Straussian grounded 
theory. Following Furniss et al. [34], we differed from the 
original approach by conducting a thorough literature review 
(cf. ’External Communication Concepts’), which led to the 
definition of the research gap. Therefore, the first author already 
had extensive knowledge of the problem. However, the second 
researcher present was unknowing and therefore not biased. As 
the participants were split for the discussion and the evaluation, 
we believe that this method enabled us to have the benefits of both 
an unbiased look at the problem as well as needed knowledge 
about proposed concepts. We used open and axial coding for the 
evaluation and open coding for the group discussion. The coding 
was done by the first, second and fourth author (in accordance to 
work of Saldaña [68]). First, the transcription of the evaluation of 
concepts of the first participant was coded independently by three 
coders with in-vivo codes, as proposed in [34]. Subsequently, 
an initial code book was defined. Next, the second evaluation 
was again independently coded and, based on this coding, the 
code book was refined. Finally, the first and second author coded 
all interviews and the group discussion together. Conflicts were 
resolved via discussions among the researchers. 

Results 
Current Situation and Relevant Scenarios: [P4] and [P5] 
described their journey to the workshop location. Navigation, 
orientation and safety are the main concerns. Navigation starts 
with the planning process. Usually a tool (e.g., Google Maps) 
and making arrangements (e.g., [P4] “I call the service of the 
Deutsche Bahn 24h in advance”) are involved. During the 
travel, orientation is a constant concern. For this, a standardized 
orientation system for blind people (OSBP) is the most important 
prerequisite. Still, e.g., after arriving by train, “true orientation” 
[P4] is missing as the OSBP can’t provide the information e.g. 
about the correct exit. Reliance on seeing people is therefore 
often inevitable. Receiving such relevant information in situ 
increases the sense of safety. Infrastructure and traffic often fail to 
explicitly provide this information (e.g., through announcements). 
Therefore, “enormously high concentration” [P5] is needed to 
extract the information from all sounds, leading to arduous and 
unsafe journeys (“no risk no fun” [P1]; cf. [87]). Therefore, VIP 
“[...] try to work with their residual vision” [P1]. 

Need of Explicit Communication: There is agreement (6 of 6) 
among the participants that additional explicit communication of 



Category Paper Characteristic Message Rating Would cross 
Spoken Text [50] [22,40,51, 53] male voice "stopping", "I see you" M=3.40, SD=1.82 3/5 
Conventional Sounds [22] [23,53] horn sound "Walk" M=1.80, SD=.84 0/5 
Artificial Sounds [7] [22,32,40] bell start driving M=1.40, SD=.55 0/5 
Tactile [50] [41,51] vibration "safe to cross" M=2.00, SD=1.75 1/5 
AVAS - - movement characteristic M=3.20, SD=2.05 2/5 
Traffic light sound - - Safe to cross M=4.00, SD=2.00 3/5 

Table 2: Concepts under evaluation in workshop. Concepts under the dashed line were chosen with no equivalent in literature. 

an AV would be beneficial contrary to some work indicating that 
movement and sounds are enough to communicate intent [27]. 
[P1] stated “I’d actually like to have it [explicit communication], 
be it at a crosswalk or elsewhere. [...] I think it’s good.” [P3] 
added “It depends on the ambient noise. What do you notice? 
If you can hear the cars clearly, it’s okay. But there is often a 
jackhammer, loud music.” Based on the journey description 
and the evaluation of the concepts (cf. Table 2), we derived 
the needs of VIP for the communication of external vehicles: 
[P1] stated “Orientation is one thing and road safety is another. 
Two aspects that we always have to think about at the same 
time.” Road safety refers to situational awareness as defined by 
Endsley [29]. Perceiving relevant information and being able to 
derive assumptions for the future increases the perceived safety of 
VIP. Participants mentioned that details like vehicle size are not 
important aspects for their awareness: “[...] they’re all road users 
where I’m the weaker one. That would not be decisive for me.” 
[P4]. We therefore refer to the occupancy grid metaphor, meaning 
that it is important to know that something is there but it does 
not matter what exactly it is. However, as there is the constant 
threat of having missed important clues — risk is constantly 
perceived. Concluding, we found that the two major desires of 
the participants are Awareness and the resulting sense of Safety. 

Evaluation of Current Concepts: The spoken text was best 
received. Conventional as well as the artificial sound were, 
without the visual context, always perceived as warnings. 
Additionally, these surprising occurrences of short sounds 
frightened the participants. There was the concern that brief 
signals could be missed. Regarding the tactile feedback on 
the smartphone, there were worries that the feedback could be 
mistaken for an incoming message (cf. Distinctiveness). 
The traffic light sound was rated as a “good idea” [P4] but there 
are concerns about possible misunderstandings regarding the 
source of the signal: did a vehicle or a traffic light emit it, where 
latter means that it’s “dead certain that you can cross” [P3]. 

Requirements on Implicit Communication: Participants referred to 
encounters with electric vehicles not yet equipped with an AVAS. 
[P4] stated “I was so scared when an electric car went past me. It 
came out of nowhere.” Participants independently mentioned that 
the information that a vehicle is approaching is important to them. 
This indicates a mental model that represents the world including 
its moving vehicles. This is in line with experiencing fright when 
a sudden sound is played. Through the representation of the world, 
VIP derive expectations about the future, as proposed by Level 
3 of Endsley’s situational awareness model [29]. In the model in 
Figure 3, this is represented by Predictability. This information is 
needed continuously and has to be perceptible, i.e., loud enough. 

Requirements on Explicit Communication: In a special situation, 
e.g., at a crossing or when a bus stop is reached, explicit commu-

Figure 3: Communication needs during a journey of a VIP. 
During the entire journey Implicit Communication indicating the 
position and state of the vehicle, thus increasing Awareness is 
necessary. It has to be continuously available, perceptible, and 
allow predicting near future events. In situations where decisions 
have to be made, Explicit Communication is desired. This should 
be unambiguous and can have the authority, i.e., allow a crossing. 
Explicit communication provides Safety to the VIP as well as 
Awareness, which itself provides some (but not enough) Safety. 

nication is necessary (cf. Figure 3). The most important aspect 
of this communication is Unambiguousness [86]. Ambiguity is 
omnipresent in current traffic, e.g., a honk can be a greeting, a 
warning, or a signal letting you pass. Participants clearly stated 
that spoken text is preferred given its unambiguousness, i.e., a 
message with a clear indication about what to do. This is in 
line with related work that found text on a display to be least 
ambiguous [14, 33]. Spoken text seems to be addressing even 
more people as illiterate children could understand this spoken 
text. [P5] requested his mother tongue as he is not capable of 
understanding English while [P6] argued English to be sufficient. 
One option mentioned is to announce in alternating languages. 
Unambiguousness was divided into three subitems in the work­
shop: Standardization, Distinctiveness, and Perceptibility. 
Participants fear having to learn multiple communication patterns 
that different manufacturers might employ. While they do not 
object variations for example in pitch or voice, they want to have 
the same standardized signal, i.e., message, to guide them. 
Distinctiveness refers to the ability to distinguish the aud­
itory cue from others as a message relevant to traffic. 
This is in contradiction to work by Merat et al. [53] that 
found seeing individuals to prefer conventional sounds over 
spoken words emphasizing the differences across abilities. 
Perceptibility: Participants frequently mentioned that signals 



should follow norms such as the two-sense principle [63]: at least 
two senses have to be stimulated for a signal to be perceptible. 
Further recommendations for the auditory sense are appropriate 
volume and duration of the sound: “one word is not enough for 
me because you may not be prepared for it, 2-3 words would be 
better” [P1]. This is in contrast to the findings of Mahadevan et 
al. [51], where the seeing study participants favored brevity and 
close to the “safe to cross” message by Hudson et al. [40]. Repeat­
ing is possible, but there should be pauses in-between to allow the 
perception of ambient noise (again in contradiction to [51] where 
the repeating first prototype had no pauses). Regarding tactile 
feedback, the smartphone seems inappropriate because it is often 
carried in a backpack and if not “one hand is no longer free as 
we need it for our mobility [for the guide dog or a cane]” [P4]. 
While the participants would be happy to have tactile feedback 
with a special pattern integrated into the cane, it is a general theme 
among VIP that it should not always be the person with the disab­
ility having to adjust ([P4] “Why should the affected person now 
again equip oneself with other technology and thus be restricted?”) 
Another theme of explicit communication was Authority. As VIP 
rely on seeing people and follow their advice/directive, it was 
mentioned that the vehicle could fill out this role. This deviates 
from communicating intent and awareness [51] as the vehicle has 
the authority and decides for the blind pedestrian. The final topic 
mentioned is scalability. The question how to handle situations 
with many cars arose: [P4] “How are people supposed to know 
what to do with so many cars out there these days?” Explicit 
communication (cf. Figure 3) leads to increased awareness as it 
provides information about the location of the vehicle (implicit) 
and, depending on the message, information about the intention 
(e.g., “stopping”) and the appropriate action of the pedestrian (e.g., 
“you can cross”). Additionally, it provides safety as clear evidence 
is given, which does not have to be derived of e.g., engine noises. 

Situation Awareness: While some participants mentioned the need 
for types of communication that allow for the perception of am­
bient noise providing additional background information, all parti­
cipants agreed that the preferred message was “I’m stopping, you 
can cross”. This message should be played by one vehicle that 
has knowledge about the whole traffic situation (e.g., via Vehicle­
to-everything(V2X)-technology). If a manually driven vehicle is 
approaching, this message should be shortened to “I’m stopping” 
since the actions of the human driver cannot be predicted by the 
AV. The length of the message was emphasized, arguing that “one 
word is not enough for me because you may not be prepared for it, 
2-3 words would be better” [P1]. This choice of preferred message 
shows that detailed situation awareness is not the main goal of VIP. 
According to Endsley [29], perception leads to comprehension 
leading to projection. With this, a decision can be derived. In this 
case, the decision is “outsourced” to an omniscient narrator, the 
vehicle/traffic system, which again refers to the Authority theme. 

Communication Modality: All participants stated that the 
two-sense principle [63] has to be applied in this case. While 
the auditory cue is essential, it was mentioned that it should 
be possible to choose to additionally use a tactile cue. For 
this, the cane was regarded as feasible. Most VIP use this aid 
and therefore have only one free hand resulting in the wish to 
not use the other for a special device or the smartphone ([P4] 
“Because then you are already restricted again because a hand 

cannot be used”). It was also highlighted that visual cues are also 
essential for many VIP: [P1] “Most try to work with their residual 
vision.” [P4] “[...] use a contrast-rich design and diversity.” These 
contrasts [36] are primarily important for the luminance contrast. 
Turquoise seems to be a promising colour for AVs [84]. 

Locus of Communication: Regarding the location of the com­
munication ([51]: vehicle, infrastructure, or personal device), the 
signal was preferred to be emitted directly by the vehicle. There 
were concerns about vandalism on infrastructure and problems 
with the connection necessary for V2X-technology. Additionally, 
[P5] mentioned communication at unsecured crossings where 
such infrastructure could be missing. [P4] stated that at crossings 
with traffic light sounds ancillary sounds would be irritating. 

Workshop Setup: Participants agreed that the setting was appropri­
ate. They were especially content for being involved in the process. 
[P1] stated “It’s a good thing we’re at the table; that it’s done with 
us, not over our heads.”. For the participants with residual vision, 
using a VR-headset was reported to increase immersion. Fully 
blind participants did not mind wearing a VR-headset. 

In summary, the workshop highlights the needs of VIP in traffic 
situations. Based on their lack of visual stimuli, this population 
is under constant perceived and experienced risk. VIP and people 
with other disabilities have found ways to deal with these limit­
ations but need further aid [3]. AVAS already supports the detect­
ability of electric and hybrid vehicles, which are otherwise much 
later recognized [65]. The status quo, however, is not sufficient 
for VIP. We therefore strongly argue for explicit communication 
to aid this population. We also unveiled differences across mod­
alities (e.g., duration) which emphasize the relevance of including 
the affected, as they mentioned themselves. While duration was 
explicitly mentioned, we argue that the preferred message actually 
is longer and has a higher information content. In the study, we 
therefore vary information content and discuss this discrepancy 
in section ’Does Duration or Information Content Matter?’ 

STUDY 
To evaluate the concepts based on the workshop results compared 
to earlier proposed concepts, we designed and conducted a 
between-subject study with N=8 VIP and N=25 seeing people. 
This study was guided by the research questions (RQ): 

RQ1: What impact do the variables “information content” and 
“number of communicating vehicles” have on pedestrians in terms 
of (1) dominance, (2) cognitive load, (3) trust, (4) preference, (5) 
confidence, and (6) appropriateness? 
RQ2: To what extent do the ratings between VIP and seeing 
participants differ? 

Apparatus 
We used the VR simulation of the workshop, modified the eval­
uated sounds/messages, and added waypoints (cf. Figure 1a) that 
had to be reached. As VIP “can’t find their way around when there 
are no edges” [P6 of the workshop], we fixated quarter rounds 
(as haptic feedback [92]) on the floor to mark the edge of the 
curb [86]. Due to space constraints, we added a gain factor in the 
straight forward and sideways (not height) axis. While a gain of 
1.26 was found to be unnoticed [75], we employed, for the seeing 
participants, a gain of 2.0 (“Seven-League Boots”; meaning 1m 



Figure 4: Study setting (a) for seeing participants and (b) for VIP. 

in reality equals 2m in VR) due to space and tracking constraints. 
For VIP, this was 3.0 (as we used their premises). After the trials, 
we asked participants whether they noticed this gain. Most hadn’t 
noticed it, but said that in retrospective they are aware of it. 

Procedure 
Each participant experienced five conditions, a baseline with no 
communication and a 2 x 2 design (number of communicating 
vehicles with two levels: one vs. two and message information 
content with two levels: low vs. high; the independent variables). 
The latter resulted in four systems that directly resulted from the 
uncovered themes of the workshop: number of communicating 
vehicles and information content. The messages given were (trans­
lated from German): 1. “Cross” and 2. “I’m stopping, you can 
cross.” All systems included an AVAS inspired by BMW [24]. 

Each session started with a brief introduction, signing of the con­
sent form, and a demographic questionnaire. The five conditions 
were then presented in counterbalanced order. Participants had 
to cross the street twice (increasing embodiment [18]) in each 
condition. For the VIP, the situation was described. Afterwards, 
they answered the questionnaires described below. At the end, 
participants gave general feedback. On average, a session lasted 
45min. Participants were compensated with e8. 

Measurements 
Objective dependent variables: During each crossing, the system 
logged position, whether a car was in the center of the visual field 
(indicating that the participant might look at the vehicle), the lateral 
angle of the view (0° meaning straight ahead), and the current dura­
tion of the crossing in relation to when the auditory crossing signal 
was given. Time on street was calculated as the time from when 
the auditory signal was given until the waypoint was reached. 

Subjective dependent variables: After each condition, we 
measured: 

•	 affective state: on a 7-point semantic scale using the 
self-assessment manikin (SAM) [10] 

• cognitive load: raw NASA-TLX [37] on a 20-point scale 
•	 subscale Predictability and Trust in Automation of the Trust 

in Automation questionnaire by Körber [44] 

Participants were also asked on individual 7-point Likert scales 
to what degree they felt safe, whether the crossings seemed 
risky, the vehicle seemed reliable and trustworthy, and if the 
communication was comprehensible and unambiguous. A single 
item misery scale [8] was used to assess simulator sickness. 

After all five crossing sessions, participants rated their preferences 
regarding the systems from greatest (ranking = 1) to lowest (rank­
ing = 5). Open questions regarding feedback and improvement 
proposals were also asked. For VIP, the experimenter read the 
questions and scales aloud. 

Participants 

ID Gender Age Vision Since In % Aids 
P26 F 16 FB 2006 0 
P27 M 78 FB 1944 1 
P28 M 53 FB 1966 0 guide dog, private vehicle 
P29 M 23 PB 1996 5 
P30 M 46 FB 2004 2 smartphone with 

navigation software 
P31 F 70 FB 1949 0 — ” — 
P32 M 66 FB 1953 0 — ” — 
P33 F 62 FB 1956 0 — ” — 

Table 4: Demographic information of study participants. All 
participants used a walking cane and short-range public 
transportation. P1-25 are the seeing study participants. 

We recruited 25 seeing people (15 male, 10 female) aged 21-56 
(M=27.30, SD=8.62). 8 VIP were recruited (cf. Table 4). These 
participants were not part of the first workshop. On a 5-point 
Likert scale (1=strongly disagree, 5=strongly agree), the seeing 
participants reported a high interest in AVs (M=4.00, SD=.91) 
and believed such a system to ease their lives (M=4.12, SD=.83). 
The non-seeing participants reported less interest in AVs (M=3.13, 
SD=1.13) but also believed such a system to ease their lives 
(M=3.50, SD=1.31). Seeing participants believed more in AVs to 
become reality by 2029 (10 years from today; M=3.72, SD=1.17) 
than VIP (M=2.25, SD=1.17). A Mann-Whitney U-test revealed 
a significantly higher interest in AVs by seeing participants 
(W=52.5, Z=-2.07, p=.04, r=.46) and that VIP significantly 
less believed AVs to become reality until 2029 (W=39, Z=-2.64, 
p=.008, r=.59). The Propensity to Trust subscale of the Trust 
in Automation questionnaire [44] was administered twice, once 
before and once after all conditions. Propensity to Trust was 
relatively low (overall: M=2.52, SD=.64; VIP: M=2.33, SD=.56; 
seeing: M=2.57, SD=.66). No significant differences between 
groups were found for the first measurement. 

RESULTS 
In the following, we report descriptive and inferential statistics. 
We used ANOVAs to compare the five systems. In addition, 
to investigate interaction effects of eyesight (between-group) x 
number of communicating vehicles x content (both within-group) 
and the non-parametric nature of the data [74], we disregard 
the baseline condition and use nparLD, which was shown to be 
a robust method even for small sample sizes [58] and unequal 
group sizes [56]. We report the ANOVA-type statistics. For 
post-hoc tests, we always used Bonferroni corrections. 

Affective State 
Participants’ affective state in terms of dominance, introduced as 
“control over the situation” [12], was overall relatively high (over­
all: M=4.67, SD=1.63; VIP: M=4.40, SD=1.95; seeing: M=4.76, 
SD=1.52). The mean values for dominance varied between 
groups and systems. VIP experienced highest and seeing lowest 
in the baseline. Dominance was lowest for the seeing but highest 
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Figure 5: Values for dominance per condition. 

for the VIP in the two vehicles high content condition. Ratings for 
dominance were close together for the other conditions (Figure 5). 

A Friedman’s ANOVA showed a significant difference in the 
mean ratings in dominance for the VIP (χ2 (4)=12.4, p=.015). 
Post-hoc tests showed no significant difference. For dominance, 
the non-parametric variance analysis (nparLD) showed signi­
ficant interaction effects for information content x number of 
communicating vehicles (F=4.25, df=1, p=.04; Figure 6a) and 
eyesight x information content (F=5.57, df=1, p=.02; Figure 6b). 

Figure 6: Interaction effects for dominance: (a) equal for high 
content independent of the number of communicating vehicles. 
With low content, dominance was higher when one vehicle was 
communicating. (b) Dominance for the VIP was low for low 
content and high with high content. Seeing participants reported 
similar dominance values for low and the high content. 

Cognitive Load 

Figure 7: Main effects on TLX score. (a) Two communicating 
vehicles and (b) high content messages reduce cognitive load. 

Cognitive load was measured using the raw NASA-TLX. Overall 
scores were low for all conditions (range: M=3.89, SD=2.43 two 
vehicles high content to M=6.31, SD=3.77 baseline). 

A Friedman’s ANOVA showed a significant difference in the 
mean overall scores (χ2 (4)=36.6, p<.0001). Post-hoc tests 
showed that the baseline received a significantly higher TLX 
score compared to all other conditions but the one vehicle low 
content system. The same significant effect was also shown 
for the subscale mental effort (χ2 (4)=41.4, p<.0001). The 
non-parametric variance analysis showed a significant main 
effect on the overall score of number of communicating vehicles 
(F=8.71, df=1, p=.003) and content (F=5.51, df=1, p=.02). A 
significant effect of number of communicating vehicles (F=8.42, 
df=1, p=.004) as well as content (F=1.37, df=1, p=.001) on the 
mental effort subscale could also be shown. Another significant 
effect of number of communicating vehicles on effort was shown 
(F=5.04, df=1, p=.02). With high content messages and multiple 
vehicles communicating, the overall TLX score and the subscores 
mental effort and effort are decreased (cf. Figure 7). 

Predictability, Propensity to and Trust in Automation 
A Wilcoxon signed-rank test revealed that, after the simulation, 
overall the participants had a significantly higher Propensity to 
Trust (M=2.76, SD=.30; W=104, Z=-2.47, p=.01, r=.55). The 
non-parametric variance analysis showed a significant main effect 
on Trust in Automation for number of communicating vehicles 
(F=4.44, df=1, p=.04), showing that the level two (M=3.98) 
received higher trust values than one (M=3.66). The number 
of communicating vehicles also had a significant main effect on 
Predictability (F=4.15, df=1, p=.04; two: M=3.38, one: M=2.99). 

Head and Body Movements 
Position and head orientation were logged with 5 Hz. The abso­
lute differences in angles for the head orientation (indicator for 
head movement) were summed up for each participant and each 
condition. A Wilcoxon signed-rank test revealed that the see­
ing participants turned their heads significantly more (W=10841, 
Z=-8.41, p<.0001, r=1.88). Similar to Ashmead et al. [4], time 
on street was analyzed. Despite the higher gain factor in the 
VR simulation (cf. ’Apparatus’), time on the street was also non­
significantly higher for VIP (M=13.63s, SD=4.87 compared to 
M=11.89s, SD=2.87) [4]. Assuming that the velocity remains the 
same, we adjusted the time on street for VIP by multiplying it with 
3.0 / 2.0 = 1.5. A Wilcoxon signed-rank test with the adjusted 
data revealed that the seeing participants crossed the virtual street 
significantly quicker (W=39, Z=-9.30, p<.0001, r=2.08). We also 
analyzed the acceleration, defined as change of speed per 0.2s 
(5 Hz), which was derived by the position values in the forward 
direction. A Wilcoxon signed-rank test revealed that the seeing 
participants in absolute values accelerated significantly more (see­
ing: M=.0104, SD=.0029; VIP: M=.0086, SD=.0034; W=3132, 
Z=-2.88, p=.004, r=.64). We interpret this as a higher change in 
speed, indicating multiple stop and go situations. VIP seem to, 
when they made their decision, cross the street without stopping. 

Condition Preferences 
The two vehicles high content system received rankings indicating 
the highest preference, i.e., the lowest mean (VIP: M=1.88, 
SD=1.64; seeing (M=1.88, SD=1.09). There was a clear ranking: 



no explicit communication (baseline) was the least preferred 
followed by the single vehicle systems (the high content message 
was preferred). The system with low information in the two 
vehicle system was equally liked to the system with the high 
content message by the seeing participants (M=1.88, SD=.83). 
VIP rated this as their number two (M=2.38, SD=.92). 

A Friedman’s ANOVA showed a significant difference in the 
mean rankings both for the seeing (χ2 (4)=56.9, p<.001) and 
for the VIP participants (χ2 (4)=13.5, p=.009). Post-hoc tests 
showed that for the seeing, the baseline system was rated 
significantly worse compared to all other systems except the one 
vehicle low content system. The one vehicle low content system 
was also rated significantly worse than both two vehicle systems. 
For the VIP, the tests showed that the baseline system was rated 
significantly worse than the two vehicles high content system 
(difference=21; critical difference=17.75). 

Safety, Reliance, Unambiguousness 
The non-parametric variance analysis showed that participants felt 
significantly safer during the crossing when two vehicles commu­
nicated (F=11.59, df=1, p=.0007). In this case, participants also 
trusted the vehicle more (F=10.92, df=1, p=.001). Information 
content had a significant effect on comprehension (F=5.21, df=1, 
p=.02) and unambiguousness (F=9.42, df=1, p=.002) of the 
communication. High content enhanced comprehension and 
improved unambiguousness. This shows clear preferences for 
the communication: high content messages of both vehicles are 
better understood and perceived safety is increased. 

Reasonable, Necessary, Appropriate 
The mean value for the item rating the explicit communication 
as reasonable was high for the VIP (M=5.88, SD=1.55) and for 
the seeing participants (M=6.16, SD=1.11). Necessity was also 
rated high (VIP: M=6.13, SD=1.81; seeing: M=6.20, SD=1.04). 
Asked about the appropriateness of the communication, the high 
content (VIP: M=5.00, SD=1.93; seeing: M=5.12, SD=1.54) 
and the multiple vehicle communication were rated highest (VIP: 
M=5.50, SD=1.77; seeing: M=6.32, SD=1.03). Mann-Whitney’s 
U tests found no significant effects in the difference in the 
responses to our 7-Likert scale questions. 

Open Feedback 
In the open feedback, most participants stated that explicit 
verbal communication enhanced their trust (20/29; 4 did not 
give feedback). While some argued that low content messages 
are “easier to understand” [P24], most agreed that high content 
messages are superior, as one has “double protection” [P7] 
and the “state of the system is clear” [P11]. Some problems 
were mentioned with the communication of two vehicles: [P14] 
encountered what he felt was an echo and [P6] only heard 
one message as both vehicles arrived at the exact same time. 
Improvement suggestions included repeating the communication 
[P2] and using sounds instead of verbal messages [P8]. Ten 
seeing participants mentioned the need for a visual signal. 

DISCUSSION 
Workshop and study participants agree on the need of auditory 
external communication of AVs as evidenced by their preferences 
and comments. 

Does Duration or Information Content Matter? 
The workshop revealed that the duration of communication is 
important. The workshop showed that this seems necessary 
to ensure a high perceptibility. While Mahadevan et al. [51] 
shortened their auditory messages as seeing participants found 
“that the audio messages were too long” [51], we showed that 
both two vehicles communicating systems were rated equally by 
the seeing participants. However, the VIP clearly preferred the 
long message. We conclude that while it is essential for the VIP 
to have a long message, the seeing participants are also content 
with this variation. The workshop participants stated that a 2-3 
word or a repeating message would be preferable to the one word 
message, however, in the end they agreed on the longest message: 
they preferred the message with more information (“I’m stopping 
and you can cross”; representing intent + instruction) over a 
simple “you can cross” (only instruction) or “safe to cross”(only 
information) [40] message. The workshop showed that the longer 
duration is especially important for the Perceptibility (cf. Figure 3), 
the added information seems to provide relevant information about 
the state of the vehicle and therefore allows for a more accurate 
forecast. As (the seeing) [P7] stated, one has “double protection” 
with this message. Concluding, it seems that for the introduction 
of AVs, a longer message with more information content seems 
reasonable, which might be reduced in the future after some 
accommodation (helping to avoid disturbing concentration [86]). 

Which Vehicles Should Communicate? 
Workshop participants suggested to have an “omniscient narrator” 
that solely communicates with the pedestrian(s). This system was 
introduced by saying that “one can be sure that the other vehicle 
will stop after this message is played”. We believe there are 
several reasons why this system was rated lower but was still well 
received. Firstly, we have encountered several participants that 
were, despite the introduction, not aware that the other vehicle 
will stop. Secondly, participants stated their distrust in the vehicles 
to communicate reliably. For the VIP, we argue that receiving 
information of multiple vehicles also increases their Situational 
Awareness (cf. Figure 3). Our findings suggest that while future 
autonomous traffic could be viewed as one system as it could be 
optimized through V2X-technology and algorithms optimizing 
traffic flow [78], people today think about every vehicle as a 
single unit. The effects of connectivity were unknown to the 
participants and distrust was still high, especially for VIP. It seems 
reasonable to assume that a transition time will be necessary. 

Control and Annoyance 
There were significant interaction effects for dominance 
(cf. Figure 6). Seeing participants reported relatively equal levels 
of dominance for the levels of information content, while VIP 
showed significantly higher levels for the high content message. 
Explicit Communication (cf. Figure 3) with additional relevant 
information seems to improve their perceived ability to master 
the situation. Dominance was also influenced by the interaction 
between duration and number of communicating vehicles. For 
high content messages, the level stayed the same. For low content 
messages, there was higher dominance with one communicating 
vehicle. This could indicate that the directive “Cross” emitted 
by two vehicles lowers one’s own perceived control. 

http:difference=17.75


Need for Explicit Communication 
While the seeing population could derive enough information of 
implicit communication of AVs, i.e., movement, this is not the 
case for VIP. VIP are already limited in information retrieval [85]. 
While an AVAS [1] is explicitly mentioned by the workshop 
participants and the study participants with vision impairment 
as necessary, additional explicit communication was requested. 
The seeing participants also reported their preference of explicit 
auditory communication in addition to visual cues (visual cues 
are significantly favored by seeing people over audible warn­
ings [70]). As stated in the workshop and in line with Rasouli and 
Tsotsos [62], this communication should be standardized [42]. 

The Importance of Visual Cues 
Pedestrians today rely on movement patterns of vehicles. While 
gestures and eye-gaze play a significant role [61], movement 
seems to be of even more importance [27,69,79]. Some seeing 
participants reported unease at the sight of a vehicle approaching 
and then breaking late and abruptly in various conditions — even 
though they were told to be able to rely on the message given by 
the vehicle in the one vehicle conditions. This indicates that visual 
cues are still important, which is in line with work by Mahadevan 
et al. [51]. Participants suggested an additional visual cue that 
indicates stopping from greater distance. In this case, a participant 
argued that “one vehicle could then talk for both vehicles” 
[P15]. Some participants also mentioned drawbacks of auditory 
communication. One participant felt that surrounding noise was 
modeled as too quiet, therefore not accounting for interference 
(Fiedler et al. [31] report noise level in a Brazilian city regularly 
exceeds 65 db(A)). Another participant encountered the situation 
that both relevant vehicles “spoke” at almost the exact same 
time, resulting in an echo which he felt irritating. Visual cues can 
reduce these short-comings, however, this is no solution for VIP. 

Inclusive Design for Overall Beneficial Concepts 
By including VIP in the evaluation and design process of VPC, 
we found relevant themes for this population. A novel approach 
was therefore systematically evaluated. While we found the high 
content messages to be best received, the approach of using one 
“omniscient narrator” was still well received. We found, in con­
trast to others who found that seeing people preferred shorter mes­
sages [51], that both seeing people and VIP preferred high content 
messages or rated them equally. We emphasize that this finding, 
which is beneficial for both groups, resulted from an inclusive 
design approach, showing the need to include various populations. 

Usage of VR Simulation 
We found comparable results for the crossing time difference 
between seeing and non-seeing participants between VR and 
real-life [4]. A major benefit of the VR simulation is that more 
data was logged and no dangerous situation could occur. This 
is especially important when working with a population with 
special needs. We showed that with careful consideration of the 
environment (cf. Figure 4b), VR simulations are feasible and well 
received by the population. 

Practical Implications 
The use of instruction as a communication message is discouraged 
by the current standard on external communication of AVs [42]. 

While this is recommended for a general population, we 
specifically looked into preferences of VIP. While addressing 
this population specifically seems unfeasible to avoid stigma [71], 
[P5] explicitly wanted this: “a signal [when] cane is recognized or 
my badge”. One possible approach is to detect whether a VIP is 
trying to cross alone and then provide a signal, therefore avoiding 
stigma and addressing current mechanisms for navigation (cf. [86] 
“sighted guide” technique). It is, however, clear that an auditory 
signal is necessary for VIP and should not be too short to avoid 
missing it. The most important implication therefore is to include 
auditory cues in external communication concepts for AVs and 
not too focus solely on brevity [51]. 

LIMITATIONS 
The size of the focus group was relatively small (N=6). However, 
this does not have to decrease validity [81]. As we included VIP in 
our study, we had to read the questions aloud for them. This was 
especially a limitation for the SAM [10], which relies on pictorial 
representations. Differences in the gain factor were necessary 
due to space constraints, but somewhat diminish the comparison 
of the results for time on street [4]. Due to the VR simulation, 
transferability to a real-world scenario is restricted. While the 
concept “omniscient narrator” addresses aspects of scalability in a 
pure AV traffic by limiting the number of AV communication par­
ticipants, this concept has disadvantages especially in mixed and 
complex traffic, e.g., knowing the “whole traffic situation” seems 
unfeasible in complex mixed traffic. The aspect of scalability is 
still an open research question [48] and the proposed concepts 
need to be further investigated in the light of heavy traffic. 

CONCLUSION & FUTURE WORK 
Overall, our work aims to highlight the lack of inclusive concepts 
in the design of external communication for AVs and presents 
a user-centered design approach including VIP. We argue that 
populations across abilities all have individual and different 
concerns with road traffic and have to be considered in the 
design process to make AVs not only usable for middle aged 
non-disabled people. We show that the outcome of workshops 
has to be taken with caution and does not necessarily lead to the 
best rated systems as there might be unconsidered factors in situ. 
In a next step, we intend to test the systems in mixed traffic and 
scenarios with a higher density of vehicles, addressing the aspect 
of scalability. In the future, we want to evaluate these findings 
in various simulated settings such as multi-lane roads. We also 
want to evaluate tactile feedback to enable multiple modalities 
for VIP. While VR has its benefits, it is clear that these concepts 
must be investigated in a real-world scenario. 
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