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Abstract
While driving in highly automated new problems occur
which are not present in manual driving. Highly automated
cars have different internal states which take into account,
what was detected, were the car is and to which maneuvers
this could lead. One problem is that the driver may not be
able to see in which state the car is currently because the
functionality is too complex. If drivers are not able to com-
pare the car’s actions to the actions they would have per-
formed themselves they might have trouble trusting the sys-
tem. It is not apparent what the car recognizes and which
future actions are planned. Our avatar uses social cues and
anthropomorphism to translate the car’s state into human
behavior and expressions which can be interpreted intu-
itively by the driver. The driver is therefore more aware of
the situation and might gain more trust in the system.
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Introduction
With increasing automation level the complexity of cars in-
creases proportionally. The majority of people does not
have the ability and the motivation to fully understand all
functions of such cars. Therefore they might have difficul-
ties trusting these cars. Trust is an important aspect for the
drivers to accept highly automated cars [7].

One factor for trust is that the driver is able to compare the
actions of the car and actions they would perform in dif-
ferent scenarios [7]. Norman describes the important gulf
of evaluation by three actions the driver has to perform. In
context of a highly automated car the driver has to perceive
the car’s state, understand it, and finally compare if the ac-
tion was the desired one [6]. This is in line with the three
levels of situation awareness (perception, understanding
and projection) [2]. In complex cars the drivers have difficul-
ties to see the actions and therefore they tend to mistrust
them [7].

Another issue is overtrust in highly automated cars [7].
In June 2016, a man was killed in his self-driving Tesla
Model S because a crossing truck was not detected as an
obstacle1. The driver did not react because the car made
him feel safe and he stopped paying attention to the road
even though the car told him to monitor the system and the
surrounding. The Autopilot function in the Tesla Model S re-
quires the drivers to keep their hands on the wheel and will
grind to a halt if they do not do so2. He overtrusted [7] the
car, kept his hands on the wheel but did not pay attention
and therefore he could not prevent the accident by taking
control of the vehicle back. This accident shows another

1http://www.telegraph.co.uk/news/2016/07/01/
tesla-autopilot-crash-driver-was-watching-harry-potter-movie-wit/
(accessed 08/2016)

2https://www.tesla.com/presskit/autopilot (accessed 08/2016)

problem of human computer interaction with cars that pro-
vide partly or fully automated driving. If the driving task is
taken away from the drivers they start to get distracted by
other tasks and stop paying attention [5].

It is not obvious for the driver what the system is able to de-
tect and what the detection rates are of the systems that
are currently available on the market. The Tesla Model S for
example shows a red cone relative to the car’s position if it
detects and an obstacle, but there is no information about
the obstacle itself except its position. This does not fulfill
the requirements of the first and second level of situation
awareness [2] and the gulf of evaluation [6]. If the first levels
are broken, the third level also cannot be reached. There-
fore drivers will loose situation awareness. The driver could
conclude as in the crash example that the system is always
correct and feel safe while it’s not. This is called overtrust in
automated systems. Another problem is mistrust which is
the opposite of overtrust. Mistrust in such systems can lead
to bad acceptance rates [7].

People trust other people more if they act similar to them-
selves, because they compare their own actions with ac-
tions of others. Therefore social cues could be a way to ab-
stract and visualize the complex functionality of these cars
and create trust in such systems. The target is to create
a system which enables the driver to trust the information
presented and use these functionalities [7].

Klien et al. [3] describe ten challenges for an automated
system incorporating with other agents like a human. One
challenge is that the agent and the human have to have
a common ground [3]. In case of an automated car this
common ground can include the knowledge about the sur-
rounding traffic, the traffic rules, what the car anticipates
will happen and what it plans to do. The common ground
is achieved by indicating important objects and actions

http://www.telegraph.co.uk/news/2016/07/01/tesla-autopilot-crash-driver-was-watching-harry-potter-movie-wit/
http://www.telegraph.co.uk/news/2016/07/01/tesla-autopilot-crash-driver-was-watching-harry-potter-movie-wit/
https://www.tesla.com/presskit/autopilot


through the gaze direction and additionally through support-
ing symbols. Because the system should be collaborating
with the driver Klien et al. [3] suggest to always maintain
information and visualization of the current situation and
the overall plans. A common ground could be crucial for the
drivers to increase trust in highly automated cars [3].

We propose the usage of an avatar to overcome these is-
sues. The main purpose of the avatar is to facilitate the
driver’s perception of the system’s states and actions. AIDA
(Affective Intelligent Driving Agent) has shown that the use
of robotic avatars can help to interact more socially with
the driver [1]. Our motivation was the assumption that an
avatar using social cues could visualize complex functional-
ity more intuitively, especially when it acts like a real driver.
We present a concept of a hardware avatar which can be
used to visualize different states of the automated sys-
tem. There is broad range of opportunities and scenarios
in which the avatar can be used and we propose that it has
the potential to create a higher level of trust between the
driver and a highly automated car. For example the rota-
tion of the avatar can show that important objects or other
traffic participants are recognized. Another possibility is the
visualization of the car’s internal action plans like the driv-
ing direction. But also interactions with the driver can be
realized more socially.

Figure 1: Different rotations of the
avatar’s head. In the top image the
avatar is looking at the back of the
car while in the center image it
looks at the driver. The bottom
image shows the potential of the
back screen by displaying symbols
for recognized objects. The person
symbol can be used when a
pedestrian crosses the street in
front of the car.

Concept
This concept is intended for highly automated cars where
situations might arise in which the driver needs to take over
the vehicle and therefore needs to be kept in the loop. To
create a common ground it is important that the drivers are
able to perceive and understand the current situation and
the overall plans [3]. Therefore the avatar imitates the ac-
tions of a real driver to make that comparison possible. The
main features of the avatar are the gaze direction, internal

state representation and dialogues with the driver.

Recognized Objects
The gaze direction of the avatar can be used to imitate a
real driver while steering a car. Humans look at an object
for a specific amount of time. Such objects could be other
traffic participants, traffic signs or the traffic lane. If passen-
gers see the driver looking at a person they are sure that
the driver saw the crossing person. The passengers can
compare the drivers intention with the action they would
perform. If the driver behaves similar to the passenger, the
passenger will trust the driver [7].

An automated car does not have a specific gaze direction,
its sensors can always detect the complete surrounding
without focusing on a specific point. But that is not intuitive
for the driver. If the car detects an important object like an-
other traffic participant, person or traffic sign, the avatar
rotates so that it is facing the object for a specific amount
of time. The driver can see the direction the avatar is fac-
ing and is therefore able to see what the car has detected.
Klien et al. [3] describe this as predictability.

The plans of the car are shown by using the head rotation.
For example, the direction in which the car is maneuvering
can be easily seen if the avatar looks in the according di-
rection. This could be used for the visualization of the car’s
future trajectory, the intention to drive forward or backward
or to show for example that the car will turn right at an in-
tersection. Another thing that can be shown through the
avatar’s rotation is that the car is aware of the current traf-
fic situation and the actual right of way. A look at a traffic
sign or person shows that the car has detected them and is
aware of them. In case of a roundabout traffic and intersec-
tions the rotation displays that the car has checked if it has
the right of way. This corresponds with the revealing sta-
tus and intentions challenge of Klien et al. [3]. Our avatar



makes the actions of the automation predictable, shows
the next action and symbolizes the car’s state in a way the
driver can understand easily.

A display on the back of the avatar can be used to clar-
ify situations. For instance, if the avatar looks at a person
crossing the street the display can show that the car has
detected the pedestrian. This communicates that the car
has detected the person and the driver can follow the car’s
actions more easily.

Internal State Representation
The color of a light strip can change between colors to
show different internal states. It could show how reliable the
sensors’ data is at the moment, if the travel plan is fulfilled
or how probable it is that the driver has to take over.

Figure 2: Hardware Prototype
Carvatar

Dialogues with the Driver
Apart from just visualizing the internal car states the avatar
has the possibility to socially interact with the drivers to
keep them in the loop. The driver’s attention to the sur-
rounding traffic situation could be increased by using small
and direct interactions. Moreover, these dialogues could be
put inside little games. One such game could for example
be asking the driver to find a specific object in the range of
the driving path like in the game "I spy with my little eye”. In-
formation about points of interest while the car passes them
could also help to enhance the driver’s attention to their sur-
roundings.

A lot more dialogues are conceivable, like small and clear
dialogues to prepare the drivers to take over, to keep them
in the loop or to explain features of the vehicle like an assis-
tant that allows automated parking.

Carvatar
A rendered version of Carvatar is shown in Figure 1. In the
image the avatar is placed in a car to show three different
states. Figure 2 shows our hardware prototype Carvatar
that could be placed in a highly automated car to visual-
ize the complex functionality and to interact with the driver
socially.

The avatar has an abstract shape modeled after the hu-
man head. The avatar has the ability to rotate its head 360
degrees horizontally and 40 degrees vertically. It has one
display in the front to display the eyes and one in the back
for different symbols like traffic signs or a pedestrian sym-
bol. Additionally a light strip inserted in the head indicates
the back of the avatar and can show different colors. For
instance, green stands for the car’s ability to handle the sit-
uation on its own. If the color changes to yellow drivers can
prepare themselves for a possible takeover. This could be
caused by difficult weather conditions or laws which pre-
vent automated driving in a specific area. The red color
stands for critical situations like a system error or situations
in which the system is not able to handle a situation.

The three main components are two android based smart-
phones and an Arduino with a Bluetooth Low Energy (BLE)
shield. The smartphone in the front is used as the main
controller and communicates the different actions to the
second smartphone in the back and to the Arduino. The
smartphone in the back can then show different images or
play sound. The Arduino controls the horizontal and verti-
cal rotations by using two 360 degree servos. The light strip
color is also set by the Arduino.

Interaction Examples
In this section we present some interaction examples to
clarify the benefits of our approach using the example of



a journey to Ulm University. Figures 3 and 4 show differ-
ent situations and the according visualization through the
avatar. For each part of the journey an according image is
referenced in these figures.

1 Max takes place in his car. The avatar faces him and
welcomes him warmly. Its light strip is blue because
they are not driving yet. He then can tell it simply that
he wants to start by saying: ’Drive me to the Ulm Uni-
versity’. The avatar confirms and changes its lights to
green and looks forward.

2 After leaving the parking spot a person wants to cross
the street. The avatar looks at the person on the side,
shows a pedestrian symbol on the back and the car
slows down and stops. While the person crosses, the
avatar follows the person by rotating horizontally. The
driver can therefore be sure that the car has recog-
nized the pedestrian. When the person has passed
the symbol disappears and the avatar looks forward
again.

Figure 3: Different Visualizations
of car states through the avatar

3 At an intersection they have to turn right. But the cars
approaching from the left have the right of way. To
show that the car is aware of that, the avatar rotates
to left. If the road is clear it rotates to the right and the
car turns right.

4 While driving on the road the avatar looks at the car’s
future trajectory to show that the car knows which
road to follow and the driver is notified about the driv-
ing direction.

5 After a while they need to turn again. The avatar
looks to the right were the car is going to drive to
show the driver that a turn is coming.

6 After the intersection the speed limit is 60 km/h. The
avatar fixates the sign for a short time and displays
the according speed limit symbol on the back.

7 The car has to yield right of way to vehicles already
in the upcoming roundabout. The avatar turns left,
looking inside the roundabout until the road is free to
show that it knows this rule, then it faces slightly right
to where the car will go.

8 While driving through a small city suddenly a car
pulls out of a street ignoring their right of way. The
car brakes, the avatar changes the light to yellow and
shows an exclamation mark on the back. The color
has changed to yellow to tell the driver that the car
might not be able to handle the situation on its own.
For instance, that could happen if an appearing car
caused an accident with another traffic participant.
Then the driver has to take over. If the situation is
cleared, the symbol dissolves, the light changes to
green again, and the car continues the drive.

9 Just before they arrive at the university they have to
drive onto a two-lane road. All cars driving on this
street have the right of way which have to be re-
spected. The avatar looks left to check if there is a
car in the back on the left hand side (see Figure 4,
image 9). If the road is clear the car can change to
the other lane. While the car is changing lane the
avatar looks to the front and slightly left showing the
direction the car will go.

10 An emergency vehicle is now approaching from the
rear. The avatar looks to the right side of the street
and displays an emergency vehicle symbol while
the car is slowing down and clearing the way for the
emergency vehicle. While the car performs this action



the color turns to yellow to make the driver aware of
the possibility that he might have to take control and
drive the car to another position if necessary.

Conclusion
We presented Carvatar, an avatar that is supposed to facili-
tate the driver’s perception of the automation state by mim-
icking a human driver and visualizing according information.
For the visualization we use human-like movements and re-
actions which can be understood intuitively (comprehension
of data). Therefore drivers could be able to comprehend
the car’s intentions (projection to the near future) and they
might gain more trust in automated cars [7]. Another ad-
vantage of this interaction concept is that it is possible to
interact with the driver more naturally.

Figure 4: Different Visualizations
of car states through the avatar

To demonstrate our concept we integrated our avatar in
the autonomous driving prototype of the Ulm University
[4] and a driving simulation. The simulation is based on
the real track which is also currently used to develop the
autonomous driving prototype.

The next step is to evaluate the concept in a car and the
simulation. For future work several studies are planned
which focus on the interaction with the avatar and how this
interaction concept compares to commonly used displays
in terms of user experience and trust. It is also intended to
create new concepts based on the existing Carvatar con-
cept.
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