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Abstract—Anthropomorphic user interfaces such as virtual
agents or humanoid robots aim on simulating believable human
behavior. As human behavior is influenced by diversifying factors
such as cultural background, research in anthropomorphic user
interfaces considers culture background for their behavioral
models as well.

This paper presents a hybrid approach of creating a culture-
specific model of non-verbal behaviors for simulated dialogs based
on both: theoretical knowledge and empirical data. Therefore,
the structure and variables of a Bayesian network are designed
based on models and theories from the social sciences, while
its parameters are learned from a video corpus of German
and Japanese conversations in first time meeting scenarios. To
validate the model a 10-fold-cross-validation has been conducted,
suggesting that with the model culture-specific behavior can
automatically be generated for some of the investigated behavioral
aspects.

I. MOTIVATION

Non-verbal behavior takes a significant role during in-
terpersonal interaction, e.g. [1], [2]. How these non-verbal
behaviors are conducted and perceived is, amongst others,
dependent on cultural background [3]. Unintended messages
might be perceived due to different cultural backgrounds of
the interlocutors. An example includes the expressiveness
of gestures. “What might seem like violent gesticulating to
someone from Japan would seem quite normal and usual to
someone from a Latin culture” [4].

In a similar manner, a virtual character’s expressions can
be perceived differently due to the cultural background of the
observer. Studies by Koda and colleagues [5], for example,
show that observers from different cultures judge the emotions
of a virtual character differently based on its facial expressions.
Therefore designers of virtual characters should take potential
cultural differences into account when simulating natural non-
verbal behaviors with virtual characters. This localization of
the characters’ behaviors is likely to improve their acceptance
by users of the targeted cultures. Vice versa, these characters
can be used to show and explain cultural differences to users
of a different cultural background.

Building models that determine culture-related differences
in behavior is challenging as the causal relation of culture
and corresponding behavior needs to be simulated in a con-
vincing and consistent manner. In this paper, for the first
time we provide such a model that is based on theoretical
knowledge and augmented with empirical data using methods
and algorithms from artificial intelligence. Therefore, we built

a Bayesian network, where cultural background and verbal be-
havior is used as causes and the resulting non-verbal behavior
is calculated as effects. Applying an approach using Bayesian
networks appears well suited, as they allow dealing with
uncertain knowledge resulting from the fact that there is no
deterministic mapping between human factors such as cultural
background and non-verbal behavior. In addition, culture as a
nondeterministic concept can be modeled without giving up a
certain amount of variability that is necessary to ensure that an
agent is perceived as an individual. Similar attempts have been
made, for instance, for the generation of gestures supporting
spatial information [6]. Learning the parameters of a Bayesian
network from a multi-modal corpus has not been applied to
culture-specific behaviors yet.

The present paper contributes to the research area of culture
and computing by providing a statistical model that generates
culture-dependent behavior for anthropomorphic user inter-
faces, as well as an evaluation of the model. Besides being
able to use such a model to automatically generate culture-
specific non-verbal behaviors for artificial dialogs, having such
a model at hand allows further investigation of culture-related
dependencies between the investigated behavioral cues that
might stay unnoticed without a computational model.

II. RELATED WORK

The majority of approaches that investigate culture for an-
thropomorphic user interfaces is theory-driven. A common way
of implementing the theory-driven approach is to start from
existing multi-agent architectures and extend them to allow for
culture-specific adaption of goals, beliefs and plans. One of the
earliest and most well-known systems is the Tactical Language
Training System (TLTS) [7] which is based on an architecture
that implements a version of theory of mind, and has formed
the basis of a variety of products for language and culture
training. More recently systems have been developed that
extend the agent mind architecture FAtiMA [8] to model rituals
of the agents’ culture. Using this architecture, the ORIENT [9],
the MIXER [10] and the Traveller [11] applications simulate
abstract cultures that are based on theoretical knowledge with
the overall aim to generate more cultural awareness on the
user’s side.

Data-driven approaches, on the other hand, use data such as
annotated multimodal recordings of existing cultures as a basis
for computational models of culture. Such a cross-cultural
corpus has, for example, been recorded for multi-party multi-
modal dialogues in the Arab, American English and Mexican



Spanish cultures [12]. The corpus has been coded regarding
proxemics, gaze and turn taking behaviors to allow extraction
of culture-related differences in multi-party conversations.

While the theory-driven approach ensures a higher level of
consistency than the data-driven approach, it is not grounded
in empirical data and thus may not faithfully reflect the non-
verbal behavior of existing cultures. Another limitation is that
it is difficult to decide which non-verbal behaviors to choose
for externalizing the goals and needs generated in the agent
minds. The advantage of data-driven computational models of
culture lies in their empirical foundation. However, they are
hard to adapt to settings different from the ones recorded, as
the data cannot be generalized for a lack of a causal model.

The hybrid approach, presented presented in this contri-
bution, combines advantages of the theory-driven and data-
driven approaches, as it explains the causal relations of cultural
background and resulting behavior, and augments them by
findings from empirical data.

III. BACKGROUND

In our own former work, we have been applying both
approaches described above separately. In scope of the Cube-
G project a multi-cultural corpus was recorded in the German
and Japanese cultures [13]. More than 20 participants were
recorded in each culture, each running through three scenarios.
For this paper, the first scenario, a first time meeting, was
considered. For this scenario a student and a professional
actor (acting as another student) were told to get acquainted
with one another to be able to solve a task together later.
Recordings started during this conversation already. Recording
one participant and an actor at a time ensured a higher control
over the recordings. This way, participants did not know each
other in advance and we the actor was able to control that
the conversation lasted for five minutes. Actors were told to
be as passive as possible to allow the participant to lead the
conversation and be active in cases where the conversation was
going to stagnate.

Statistical analyses of the video corpus were performed
highlighting differences between the recorded cultures in both
verbal [14] and non-verbal behavior [15]. At a later stage,
we conducted perception studies with virtual characters that
simulated the findings of the corpus analysis. Results suggest
that users prefer virtual character behavior that was designed
to resemble their own cultural background [16]. Please note,
that in these studies, the characters’ behavior was completely
scripted to follow the statistical distribution of the corpus
findings, and no computational model was built yet, while each
of the studies looked at one behavioral aspect in isolation.

In parallel, to built a first computational model, we built
a Bayesian network focusing on non-verbal behavior based
on theoretical knowledge [15] without enhancing it with the
corpus data yet.

Thus, the present contribution applies a hybrid approach
using machine learning for the first time to augment a theoret-
ical model with empirical data, including a validation of the
model. With the model, we are now able to generate culture-
specific dialog behavior automatically following the statistical
distribution of the recorded data. In addition this contribution

combines for the first time all previously considered behavioral
aspects (verbal and non-verbal) in a complete model, allowing
further investigations of dependencies between culture-specific
behavioral cues.

IV. NETWORK MODEL

The structure of the network with its variables was modeled
based on cultural theories and categorizations of behavioral
aspects and implemented using the GeNIe modeling envi-
ronment [17]. Our aim is to generate non-verbal behavior
for simulated dialogs in the domain of first time meetings.
Therefore, the network is divided in two parts: influencing
factors and (resulting) non-verbal behavior (see Figure 1).

A. Influencing Factors

In line with the objective of our work, influencing factors in
our model are cultural background as well as verbal behavior.

To model culture in our network, we use Hofstede’s
dimensional model [18], which is very well suited for the
implementation of computational models and has widely been
used to simulate culture for anthropomorphic interfaces, e.g.
[9], [10], [11]. For the model more than 70 cultures were
categorized along 5 dimensions in an empirical survey. The
Power Distance dimension (PDI) describes the extent to which
a different distribution of power is accepted by the less power-
ful members of a culture. The Individualism dimension (IDV)
describes the degree to which individuals are integrated into
a group. On the individualist side ties between individuals are
loose, while on the collectivist side, people are integrated into
strong, cohesive in-groups. The Masculinity dimension (MAS)
describes the distribution of roles between the genders. In
feminine cultures, roles differ less than in masculine cultures,
while competition is rather accepted in masculine cultures
where status symbols are of importance. The Uncertainty
Avoidance dimension (UAI) defines the tolerance for uncer-
tainty and ambiguity. It indicates to what extent the members
of a culture feel comfortable or uncomfortable in unstructured
or unknown situations. The Long-Term Orientation dimension
(LTO) explains differences in the perception of virtue. For
each dimension, clear mappings are available from existing
national cultures to the cultural dimensions on normalized
scales between 0 and 100 [18]. In our network, we categorized
the scores on the cultural dimensions into three discrete values
(low, medium, high).

Dialog behavior was broken down to speech acts and
conversational topics in our network. Speech acts can be
categorized along the DAMSL (Dialog Act Markup in Several
Layers) coding scheme that was introduced by Core and Allen
[19]. One layer of the schema, labels the communicative mean-
ing of a speech-act as needed to categorize our dialogs. Ac-
cording to our underlying scenario, a first time meeting, we use
the following subset of communicative functions: statement,
answer, info request, agreement / disagreement (indicating the
speaker’s point of view), understanding / misunderstanding
(without stating a point of view), hold, laugh and other.

According to Schneider [20], topics that prototypically
occur in first-time meetings can be classified as follows: The
immediate situation holds topics that are elements of the so-
called frame of the situation, such as the surrounding or



Fig. 1. Network model for culture-related non-verbal behavior generation.

the atmosphere of the conversation. The external situation
describes all topics that hold the larger context of the imme-
diate situation, such as the news, politics, sports or movies.
For the communication situation interlocutors are seen as a
subset of the immediate situation, with topics focusing on
the conversation partners, e.g., their hobbies, family or career.
Topics in our network are categorized accordingly.

B. Non-verbal Behavior

Regarding the resulting non-verbal behavior, we focus on
gestures, gestural expressivity and postures. The generation
of adequate body postures, gestures, and their expressivity
have been widely studied in the field of virtual agents (e.g.
[21], [22], [23]) and seem to be good aspects to improve the
characters’ believability. We aim on further enhancing them
by adding a cultural perspective on these behavioral aspects.
For the aspect of body posture, for example, it has been
shown that different cultures perceive different emotions from
body postures [24]. Other aspects such as eye gaze or head
movements have not been taken into account yet in this paper.

To distinguish posture types, we employ Bull’s posture
categorization for arm postures [25]. In total, 32 different arm
positions are presented in his categorization and included to
the network, such as PHEw (put hands on elbow), PHWr (put
hands on wrist) or FAs (fold arms). Please see [25] for a full
list of arm postures.

We classify gesture types according to McNeill’s cat-
egorization [26]: deictic, beat, emblem, iconic, metaphoric,
and adaptors. Deictic gestures are pointing gestures. Beat
gestures are rhythmic gestures that follow the prosody of
speech. Emblems have a conventionalized meaning and do not
need to be accompanied by speech. Iconic gestures explain
the semantic content of speech, while metaphoric gestures
accompany the semantic content of speech in an abstract
manner by the use of metaphors. Adaptors are hand movements
towards other parts of the body to satisfy bodily needs, such
as scratching one’s nose. As we are focusing on gestures that
accompany speech, adaptors were excluded from the network.

Emblems were excluded as well, as they might convey different
meanings in different locations. Thus, even if we could predict
that a emblematic gesture type would be appropriate, different
concrete gestures needed to be selected based on cultural
background.

To describe the dynamics of a gesture, we added a node
containing its expressivity, which can further be broken down
into dimensions [27]. Following [28], who investigated gestural
expressivity for virtual characters, we employ the parameters
spatial extent, power, speed, fluidity and repetition: The spatial
extent describes the arm’s extent relative to the torso. The
speed and power (acceleration) with which a gesture is
performed can vary as well. The fluidity describes the flow of
movements, as gestures can be conducted in a jerky or fluid
manner. The repetition holds information about the repetition
of the stroke of a gesture. In our network expressivity is
categorized by the three values low, medium and high. Initial
values were set in a manner that a high expressivity is more
likely to result in a higher value for each of the parameters.

C. Dependencies

There is evidence from the literature that the choice of
gesture types and posture types are dependent on cultural
background, e.g. [3]. However there are no clear statements in
the literature of how McNeill’s gesture types or Bull’s posture
types would correlate with Hofstede’s dimensions of culture.
We thus connected the nodes holding gesture types and posture
types directly to the culture node instead of linking them via
Hofstede’s dimensions.

Regarding non-verbal expressivity, prototypical behavioral
traits depending on cultural dimensions are described in [29]
where so-called synthetic cultures are introduced. Synthetic
cultures describe fantasy cultures that find themselves on one
extreme end of one of Hofstede’s cultural dimensions. For
example, the extreme masculine culture is described as being
loud and verbal, liking physical contact, direct eye contact,
and animated gestures. Extreme feminine cultures, on the other
hand, do not raise their voices, like agreement, do not take



much room and are warm and friendly in conversations. The
descriptions of prototypical behavior for synthetic cultures
clearly indicate that the positioning on Hofstede’s dimensions
has an impact on the level of expressivity. Thus, the dimensions
are connected to the expressivity node.

It is known from the literature that verbal behavior, e.g. the
choice of conversational topic, is amongst others dependent
on cultural background. According to Isbister and colleagues
[30], for example, the categorization into safe and unsafe
topics varies with cultural background. However, the aim
of our network model is to generate culture-dependent non-
verbal behavior for a given dialog. We therefore do not yet
investigate dependencies between nodes of our influencing
factors (culture, speech act and conversational topic). However,
the dialog behavior should influence the accompanying non-
verbal behavior. Therefore, nodes holding information about
the selected verbal behavior (speech act and conversational
topic) are also directly linked to the nodes holding non-verbal
behavior types.

V. PARAMETERS OF THE MODEL

To augment our network model with empirical data, the
corpus findings had to be prepared for further processing and
included to by an automated learning process.

The videos of the corpus were annotated for statistical
analysis using the Anvil tool [31] that allows to specify
attributes with their parameters and align them in a timely
manner. Verbal behavior was annotated for conversational
topics [20] and speech acts using the subset of the DAMSL
coding scheme [19] mentioned above. For the annotation of
postures, Bull’s posture coding scheme [25] was employed.
Gestures were annotated according to McNeill’s gesture types
[26] and the expressivity parameters [28]. For each participant
the cultural background was added to the meta data of the
annotations.

To use those annotations for a machine learning approach,
in a first step, the different modalities needed to be aligned.
Therefore, we divided each annotated conversation into conver-
sational blocks that we further refer to as datasets. Depending
on the annotations and with it the semantics of the speech,
each dataset thus initially refers to a clause or a sub-clause.
Each dataset is determined by this speech utterance, specified
by its speech act and conversational topic.

Behavioral aspects occur at a certain time interval during
the conversation. Based on the speech act, we added non-
verbal behavior to the dataset, in case there is a overlap of
their intervals. Thus, for each dataset, there may or may not
be an accompanying posture and / or gesture available. In case
a gesture or posture did not occur, an empty token is added to
the dataset.

Gestures and postures are added to all speech acts that
they overlapped with to reflect that a gesture or posture can be
maintained for a longer time period. In case several gestures
(or postures) overlapped with the same speech act, the gesture
(or posture) is added to the dataset where the overlap with
the speech act lasted for longer. Due to data loss, the timely
information on the annotations of expressivity could not be
aligned with the corresponding speech act, but only be used

quantitatively. To nevertheless be able to integrate the data to
the network, two different datasets were used for the learning
process. Firstly, we used the aligned dataset to learn the joint
probability distributions of arm postures and gesture types
(dependent on culture and verbal behavior). Secondly, we
used the non-aligned dataset to learn the gestural expressivity
(dependent on culture only). Therefore, the dependency of ex-
pressivity and verbal behavior was removed from our network
model.

After the extraction, the aligned dataset contained a list of
2155 dataset values, and the non-aligned dataset contained 457
values. The SMILE-Framework underlying the GeNIe model-
ing environment [17] that was used to model the structure
of our network, provides amongst others, an implementation
of the EM-algorithm [32]. As not all aspects were annotated
for each person recorded in the corpus, we have to deal
with incomplete data. For example, there are some verbal
annotations (speech act and topic) missing in the Japanese
part of the corpus, as translation was not available. The EM-
algorithm is thus well suited for our purpose, because it is
capable of dealing with those incomplete datasets. In our two-
folded learning approach, firstly, the aligned dataset contain-
ing information about the speech act was used to learn the
probabilities of the parameters for posture and gesture types.
Secondly, the non-aligned dataset was applied to determine the
parameters for the gestural expressivity.

VI. RESULTING NETWORK

Figure 2 exemplifies calculations of the network with the
evidence of cultural background being set to Japanese. As
mentioned earlier, in our former statistical analysis, we have
been looking at behavioral aspects depending on cultural back-
ground in isolation (e.g. [15]). In case only the evidence for
cultural background is set, distributions reflect those findings.
With this setting, cultural variation in non-verbal behavior can
be reflected in a general manner based on culture only. For
example, more expressive nonverbal behavior was observed
in the prototypical German dialogs compared to the Japanese
ones.

As the model contains several behavioral aspects, the
learned Bayesian network additionally allows us to explore
correlations in the data in an intuitive manner by setting
additional evidences, e.g. for verbal behavior. For example, a
correlation of chosen topic and non-verbal behavior frequency
stayed unnoticed in our earlier work. From previous analysis
of verbal behavior [14], we know that the topic distribution
is different for the two cultures in the data. While in Japan
significantly more topics covering the immediate situation
occurred compared to Germany, in Germany significantly
more topics covering the communication situation occurred
compared to Japan. Setting evidences to the topic nodes, the
network reveals that people in both cultures are more likely to
perform gestures when talking about less common topics. In
particular, the communication situation in the Japanese culture
and the immediate situation in the German culture. This effect
could be explained by the tendency that talking about a more
uncommon topic might lead to a feeling of insecurity that
results in an increased usage of gestures. Thus, the network
also reveals how culture-related non-verbal is mediated by
culture-specific variations in verbal behavior.



Fig. 2. Resulting Bayesian network including nodes and categories as described in section IV, as well as the parameters learned from the empirical data, with
cultural background set to Japanese.

A. Demonstrator

As stated in section III, in our former work we performed
perception studies with scripted behavior for virtual characters
that follow the statistical analysis of our video corpus, using
a virtual character system [33] containing culture-specific
characters that match a prototypical Asian or Western ethnic
background.

In comparison to the scripted perception studies, the
Bayesian network is able to generate nonverbal behaviors for
a given cultural background and a given agent dialog. For
demonstration, a first time meeting dialog, similar to the ones
recorded in the corpus, was tagged with categorizations of
speech acts and topics. Probabilities for non-verbal behaviors
are generated by the network depending on the current speech
act, topic, and cultural background of the agents. In the
demonstrator, postures and gestures are selected following the
probability distribution of the network and is then simulated by
the characters. Figure 3 shows a screenshot of a male German
character in a prototypical German posture (FA - fold arms) in
conversation with a female Japanese character performing an
iconic gesture with a small spatial extent. With it, a certain
variety in the characters’ behaviors is preserved to present
culture as a non-deterministic concept.

In our former studies scripted behavioral aspects were
tested in isolation. Results suggested that observers tended to
prefer virtual agent behavior that is in line with their own
cultural background for some of the behavioral aspects [16].
Although an user evaluation with the demonstrator including
the presented network was not performed yet, we hope to
achieve similar results in case only the evidence for cultural
background is set, as the virtual characters’ non-verbal be-
havior generated by the network follows the same statistical
distribution that was reflected in our former studies by the
scripted behavior.

Fig. 3. Virtual characters showing prototypical culture-dependent non-verbal
behaviors.

VII. EVALUATION

In order to validate the model a 10-fold-cross-validation
was performed. The aligned dataset included 2155 dataset
values where non-verbal behavior was aligned with the speech
of the participants. Leaving every tenth dataset out, training the
model with the remaining 90% and performing this step ten
times, provides us with a validation set containing 2155 entries
again. For each of these datasets, the cultural background
(German or Japanese) is given, as well as the performed
verbal behavior (speech act type and topic category). The
accompanying non-verbal behavior (posture type and gesture
type) is predicted by the network. Please note that we cannot
validate the non-verbal expressivity using this approach due
to the missing alignment. For all datasets the predictions of
the network were tested against the behavior that was actually
observed in the corpus data. In human behavior it appears quite
unlikely for a person to perform the exact same way several
times in a given situation. For a virtual character’s behavior a



Fig. 4. Prediction rates of observed gesture types and posture types being in
the first, second or third most likely gesture and posture type.

Fig. 5. Prediction rates of observed gesture type and posture type being
in the first, second or third most likely gesture and posture type, excluding
none-elements.

similar variety of behavior is desirable. With the overall aim of
our project, to predict believable behavior for a given cultural
background, we therefore additionally present in the following
figures whether the performed gesture type or posture type is
finding itself in the best three guesses of the network, or not.

Figure 4 shows the prediction rates for gesture types and
posture types respectively. Results look quite promising, with
an overall accuracy of 88% for gesture types and 56% for
posture types. However, these results should not be overrated
as for many of the observed speech acts no non-verbal behavior
was conducted (resulting in the gesture and posture type
”none”). In particular, only in 11% of our dataset a gesture
was performed during a speech act, while in 71% of the speech
acts a posture was performed.

We therefore excluded datasets where no gesture or posture
was observed and performed another 10-fold-cross-validation
leaving the option ”none” out. With it, we evaluate the predic-
tion rates of our network assuming to know that a gesture or
posture should be performed by an agent. In total, 233 speech
acts were accompanied by a gesture, 1551 by a posture. Figure
5 summarizes the results. Regarding gesture types, although
a weak trend can be observed into the right direction, only
34% of the performed gestures were correctly predicted by the
network which appears not better than random. The overall
accuracy for posture types is 61% which looks much more
promising.

In order to find out whether the predicted gesture and
posture types reflect a prototypical cultural background, in a
further evaluation step, we reversed the cultural background.
Therefore, we performed a 10-fold-cross validation with the
network being set to a Japanese cultural background for the

Fig. 6. Prediction rates of observed gesture types and posture types being in
the first, second or third most likely gesture or posture type with the cultural
background set to the reversed culture, excluding none-elements.

Fig. 7. Prediction rates of observed gestural expressivity being in the first,
second or third most likely category.

German part of the validation set, and vice versa. Including
none-elements, accuracy rate of gesture types is still 80%,
as performing no gesture is the most likely prediction for
both cultures. Leaving none-elements out, accuracy rate for
gesture types drops to 24% (see Figure 6), resulting in worse
predictions of the network compared to the original data set
(cf. 5.

Regarding posture types, accuracy rate drops to 5% with
the reversed cultural background including none-elements,
with 75% of the observed postures falling not even in the top
3 categories. Excluding none-elements, the accuracy rate for
postures with reversed cultural background is less than 2%,
with 92% of the observed posture types not being in the top
three guesses (see Figure 6). Thus, for posture types, changing
the cultural background leads to a very low predictive power
of the network, suggesting that the network is able to predict
posture types dependent on the cultural background of the
speaker.

Regarding expressivity we performed a 10-fold-cross val-
idation for the parameters of expressivity based on cultural
background only. We thus predict the probabilities for the
level of expressivity given that a gesture is being performed. A
more complete data set could be used in this case, as missing
translations of verbal behavior could be ignored. In total 457
gestures were added to the validation set. Figure 7 shows
the calculated levels of expressivity. Please note that in this
case only three categories were available. Results look quite
promising in this regards, suggesting that culture-dependent
levels of expressive behavior can be predicted by trend, leaving
very low prediction rated for the least likely category.



VIII. DISCUSSION

With the network, the most likely culture-specific non-
verbal behavioral type (gesture and posture) is determined
based on verbal behavior (speech act and topic) and cultural
background. The most probable culture-related level of ex-
pressiveness is added based on cultural background. Regarding
posture types and gestural expressivity, the presented network
performed well. The strong correlation of cultural background
and body posture in our data was also reflected by our previ-
ous statistical analysis, showing significant differences in the
occurrence of posture types between the cultures. Regarding
gestural expressivity, the data also revealed strong differences
between the cultures. We thus believe that the network can
help enculturating non-verbal behaviors in simulated dialogs
for these aspects.

Regarding gesture-types, no reliable predictions could be
made by our network based on culture. Thus, at the current
stage, the network cannot add to believably simulating culture-
specific behaviors focusing on gesture-types. This result is
not surprising, considering the fact that our former statistical
analysis showed that the overall number of gestures is similar
in both cultures and no significant differences were found
in the data regarding the frequencies of McNeill’s gesture
types. This might be caused by the abstraction of gestures
to categories. Even if, for example, a deictic gestures is
performed, the concrete execution should be different across
cultures. While a deictic gesture is typically performed using
the index finger in Western cultures, this is considered rude
in some Asian cultures, where deictic gestures are usually
performed using the whole hand.

IX. CONCLUSIONS AND FUTURE WORK

This paper presents a hybrid approach to model a Bayesian
network that determines culture-dependent non-verbal dialog
behavior for anthropomorphic user interfaces. In the hybrid
approach, the structure of the network along with categoriza-
tions of behavioral aspects were constructed based on existing
theories and models. The parameters of the network were
learned from an annotated video corpus that recorded first-time
meetings of German and Japanese participants respectively in
scope of the Cube-G project [13]. The present contribution
extends previous work by integrating aspects of verbal and
nonverbal behavior into a complete model that can be used
to automatically generate behavior that follows the statistical
distributions of the underlying video corpus, while keeping
a certain variability of behaviors. With the network, we are
able to reflect cultural variation in non-verbal behavior based
culture, as well as simulate how culture-specific variations in
verbal behavior mediate non-verbal behaviors.

The evaluation of the presented network shows promising
results for some of the investigated behavioral aspects (pos-
tures and gestural expressivity), while it fails in predicting
culture-related choices of gestures-types. We thus think that
the network can be used to add posture-types and levels of
expressive behavior to simulated dialogs in order to increase
the culture-relatedness of the simulated non-verbal behaviors.
For gesture-types further research is needed such as going
into more depth regarding the performance of gestures or their
correlation to the semantics of speech rather than speech acts.

In conclusion, the resulting network model is an approx-
imation to reality in two ways: (1) the underlying theories
and categorizations are in some cases too broad to serve as a
basis for culturally dependent behavior generation, and (2) the
resulting model can only be as meaningful as the data being
used to specify the probabilities.

The model allows to be expanded by further aspects of
culture-specific behaviors. In our future work, we aim on
adding additional non-verbal behavioral traits that are known
to be dependent on cultural background, such as head nods, to
obtain a more complete model. In a similar way, a temporal
component could improve the predictions of the network. For
example, if a person performed a certain body posture during
a speech act, it should be more likely that the same posture
is performed during the subsequent speech act as well. We
therefore aim on building a dynamic Bayesian network, that
takes previously performed behaviors into account.
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was in another country: agents and intercultural empathy,” in Proc. of
8th Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS
2009), 2009.

[10] R. Aylett, L. Hall, S. Tazzymann, B. Endrass, E. André, C. Ritter,
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