Exercises for Applied Information Theory

Prof. Dr.-Ing. Martin Bossert
ﬁgﬂ%’gﬁé&ggggg&%l( M.Sc. Cornelia Ott/ M.Sc. Jiongyue Xing
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Solution to Task 6.1 (DMC properties)

We consider a discrete memoryless channel.

a) Let A = {z1,...,xz,}and B = {y1,...,yn} be sets with n,m € N_,.. Let X and Y be the
Input- and Output- random variables that took values out of the set A and B, respectively. The
transitionprobability p;; from z; to y; is defined as follows:

pij =PY =y;| X =2;) Vie{l,....,n}, je{l,...,m}.

(1) A DMC is called uniformly dispersive if the sets
{pits - Dim} = {Pk1s - Pem} VY, xR € A.
(i1)) A DMC is called uniformly focussing if the sets
{prjs - Pnsy = AP+ P} Vyj 1 € B.
(i11) A DMC is called strongly symmetric if the channel is both uniformly dispersive and
focussing.

b) Examples:

(i) For the binary erasure channel it holds that the outgoing probabilities are {1 — §,J} for
0€ Aand {0,1 — ¢} for 1 € A. As these sets are equal the DMC is uniformly dispersive.
For 0,1, A € B it holds that the incoming probabilities are {1 — 6}, {d} and {1 — d},
respectively. As the sets are not equal, the DMC ist not unifomly focussing.

0 1=9 0
X A Y
1 1
(i1) We consider the following binary channel:
1—p
0 m 0
X Y
P2
1 1
1 —po

For 0,1 € A it holds that the outgoing probabilities are {1 — py,p1} and {p2,1 — po},
respectively. As the sets are not equal, the DMC ist not unifomly disperive. For 0,1 € B
the incoming probabilities are {1 — py, p2} and {p;, 1 — po}, respectively. As the sets are
not equal, the DMC is not unifomly focussing.
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(iii)) We consider the following ternary channel:

I—p
0 0
P
X Y
P
1 1
]__
P
2 2
I—p

For 0,1,2 € A the outgoing probabilities are {1 — p,p}, {1 — p,p} and {1 — p,p},
respectively. As the sets are equal, the DMC is unifomly dispersive. For 0,1,2 € B the
incoming probabilities are {1 — p, p}, {1 — p, p} and {1 — p, p}, respectively. As the sets
are equal, the DMC is unifomly focussing. Finally it follows that the DMC is strongly

symmetric.

Solution to Task 6.2 (Channel capacity of symmetric channels)

The capacity C' for a strongly symmetric channel is

C =log,(m) + Y _pij-logy(py;) Vi€ {l,....n}.

Jj=1

Proof. In general the channel capacity is

C= max{I(X;Y)} = max{H(Y) - H(Y|X)} (D
For X = z; the conditional Entropy is
HY[X = ;) = nypc (yjlzi) - logy (fyix (y5]:)) me logy (pi;)- 2)
As the channel is uniformly dispersive it follows that
HY|X =,) = pr 1ogy (i) Zpk, logy(prj) = HY|X = a3) Vi, k€{1,...,n}.
j=1
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Therefore

H(Y|X)= fo ) - HY|X =2;) = HY|X = ;) fo ;)

1

(2)

=HYI|X =ux;) @ Zp” logy(pi;) Vie{l,...,n}.

So we have that the conditional Entropy H (Y |X) is independent of the distirbution fx (z;). With (1)
it follows, that

€ = max {I(X:Y)} = max{H(Y) = H(Y|X)} = max {H(Y)} = H(Y|X)

= max {H( ()} + > pij-logy(pi) Vi€ {l,...,n}. 3)
sz =1

To maximize H(Y') we assume that fy(z;) = = Va; € A. It holds that

ZfY\X yj|xz fX xz - ZfY|X y]|xz - Zplj -

1

(Note that {p1;,...,pn;} = {pu,.--,pu} Vj,l € {1,...,m}, since the channel is uniformly fo-
cussing.) Further it holds that for a strongly symmetric channel the number of inputs n is equal to the
number of outputs m. So for fx (z;) = < it follows that

o1 1 n=m
H(Y ny ;) 108y (fr(y7)) = Y —logy(n) = m - —logy(n) "="logy(m).

Jj=1

3

With Theorem 2.3 in the scriptum (Bounds of the uncertainty) we know that H(Y") < log,(m). So
actually

max {H(Y)} =logy(m).

Now with (3) we have that

C= maX{H Y)}+ D pij-loga(pi) = logo(m) + > pi - loga(piy) Vi€ {l,...,n}.
j=1

fX(x’L =1
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a) BEC is not strongly symmetric but a partition into strongly symmetric channels is possible:

0 1 Q1:5
A Ci=0
1 1
0 e ! ® 0 @=1-0
Cy=1
1 @ o 1
1

b) Using the partition from a) we have

Cpec = i ¢:Ci < = E[QD

—5-0+(1—-4)1
—1-94

Solution to Task 6.3 (Binary Symmetric Erasure Channel)

a) Following the ideas of the previous task we split the channel into two strongly symmetric
channels.

I-p

0 D 0 n=1—-«
C1 = Cpsc =1—h(p)
p

1 1

I1-p
0 1 g2 = &

€ 02:0

1 1
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The probability p of the symmetric channel can be calculated via

q-p—=¢ g p=
The resulting capacity C' is thus

C=qCi+ @0

—(1-a) (1—h< fg))+a-0
w-a-a(s)

C: 1 —h(G) = CBSC

—_

b) For o = 0, we have

¢) For e = 0, we have
C: (1—@)(1—]2(0)) :1—QICBEC
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