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Abstract. We observe that the various formulations of the operational
semantics of Constraint Handling Rules proposed over the years fall into
a spectrum ranging from the analytical to the pragmatic. While existing
analytical formulations facilitate program analysis and formal proofs of
program properties, they cannot be implemented as is. We propose a
novel operational semantics ω!, which has a strong analytical foundation,
while featuring a terminating execution model. We prove its soundness
and completeness with respect to existing analytical formulations and
we compare its expressivity to that of various other formulations.

1 Introduction

Constraint Handling Rules [1] (CHR) is a declarative, multiset- and rule-based
programming language suitable for concurrent execution and powerful program
analysis. While it is known as a language that combines efficiency with declara-
tivity, publications in the field display a tendency to favor one of these aspects
over the other. We observe a spectrum of research directions ranging from the
analytical to the pragmatic.

On the analytical end of the spectrum, emphasis is put on CHR as a mathe-
matical formalism, declarativity, and the understanding of its logical foundations
and theoretical properties. Several formalizations of the operational semantics,
found in [2, 3] and [4], belong to this side of the spectrum. Notable results build-
ing on these analytical formalizations include decidable criteria for operational
equivalence [5] and confluence [6], a strong foundation of CHR in linear logic [7],
as well as weak and strong parallelization, as presented in [8] and further devel-
oped toward concurrency in [9, 10].

A recent analytical formalization is the operational semantics ωe, given in
[11]. It consists in a rewriting system of equivalence classes of states based on
an axiomatic formulation of equivalence. It has been shown to coincide with the
operational semantics ωva, which has been introduced in [1] to set a standard
for all other operational semantics to build upon.

On the downside, these operational semantics are detached from practical
implementation in that they are oblivious to questions of efficiency and ter-
mination. Particularly, the class of rules called propagation rules causes trivial
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non-termination in both of them. Hence, it is safe to say that the existing ana-
lytical formalizations of the operational semantics lack a terminating execution
model.

This contrasts with most work on the pragmatic side of the spectrum, which
emphasizes practical implementation and efficiency over formal reasoning. It
originates with [12], where a token-based approach is proposed in order to avoid
trivial non-termination: Every propagation rule is applicable only once to a spe-
cific combination of constraints. This is realized by keeping a propagation history
– sometimes called token store – in the CHR state. Thus, we gain a terminating
execution model for the full segment of CHR.

Building upon [12], a plethora of operational semantics has been brought
forth, such as the token-based operational semantics ωt and its refinement ωr

[13]. The latter reduces non-determinism for a gain in efficiency and sets the
current standard for CHR implementations. Another notable exponent is the
priority-based operational semantics ωp [14].

On the downside, token stores break with declarativity: Two states that differ
only in their token stores may exhibit different operational behavior while sharing
the same logical reading. Therefore, we consider token stores as non-declarative
elements in CHR states.

Recent work on linear logical algorithms [15] and the close relation of CHR
to linear logic [7] suggest a novel approach that emphasizes aspects from both
sides of the spectrum to a useful degree: In this work, we introduce the notion of
persistent constraints to CHR, a concept reminiscent of unrestricted or “banged”
propositions in linear logic. Persistent constraints provide a finite representation
of the result of any number of propagation rule firings.

We furthermore introduce a state transition system based on persistent con-
straints, which is explicitly irreflexive. In combination, the two ideas solve the
problem of trivial non-termination while retaining declarativity and preserving
the potential for effective concurrent execution. This state transition system re-
quires no more than two rules. As every transition step corresponds to a CHR
rule application, it facilitates formal reasoning over programs.

In this work, we show that the resulting operational semantics ω! is sound
and complete with respect to ωe. We show that ω! can be faithfully embedded
into the operational semantics ωp, thus effectively providing an implementation
in the form of a source-to-source transformation. All operational semantics de-
veloped with an emphasis on pragmatic aspects lack this completeness property.
Therefore, this work is the first to show that it is possible to implement CHR
soundly and completely with respect to its abstract foundations, whilst featuring
a terminating execution model.

Example 1. Consider the following straightforward CHR program for computing
the transitive hull of a graph represented by edge constraints e/2:

t @ e(X,Y ), e(Y,Z) =⇒ e(X,Z)

This most intuitive formulation of a transitive hull is not a suitable implemen-
tation in most existing operational semantics. In fact, for goals containing cyclic
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graphs it is non-terminating in all aforementioned existing semantics. In this
work we show that execution in our proposed semantics ω! correctly computes
the transitive hull whilst guaranteeing termination.

The remainder of this paper is structured as follows: We summarize the
existing operational semantics ωt, ωp, and ωe in Sect. 2. Section 3 then presents
our semantics ω!, which we originally proposed in [16]. In Sect. 4, we prove
soundness and completeness of ω! with respect to the operational semantics ωe,
thus founding our semantics in the abstract line of CHR research. In Sect. 5,
we compare ω! to other operational semantics with respect to expressivity and
show how to faithfully encode it into ωp. In Sect. 6, we discuss characteristic
properties of ω!. Related work is investigated in Sect. 6.3, before we conclude in
Sect. 7.

2 Preliminaries

We first introduce the syntax of CHR and the equivalence-based operational
semantics ωe, which offers a foundation for all other semantics, although it lacks
a terminating execution model. We furthermore present its refinements ωt and
ωp.

2.1 The Syntax of CHR

Constraint Handling Rules distinguishes two kinds of constraints: user-defined
constraints (or CHR constraints) and built-in constraints. Reasoning on built-in
constraints is possible through a satisfaction-complete and decidable constraint
theory CT .

CHR is a programming language that offers advanced rule-based multiset
rewriting. Its eponymous rules are of the form

r @ H1\H2 ⇔ G | Bc, Bb

where H1 and H2 are multisets of user-defined constraints, called the kept head
and removed head, respectively. The guard G is a conjunction of built-in con-
straints and the body consists of a conjunction of built-in constraints Bb and a
multiset of user-defined constraints Bc. The rule name r is optional and may be
omitted along with the @ symbol.

In this work, we put special emphasis on the class of rules where H2 = ∅,
called propagation rules. Propagation rules can be written alternatively as

r @ H1 ⇒ G | Bc, Bb.

A variant of a rule (r @ H1\H2 ⇔ G | Bc, Bb) with variables x̄ is a rule of
the form (r @ H1\H2 ⇔ G | Bc, Bb)[x̄/ȳ] for any sequence of pairwise distinct
variables ȳ. For any rule (r @ H1\H2 ⇔ G | Bc, Bb), the local variables l̄r are
defined as l̄r ::= vars(G,Bc, Bb) \ vars(H1,H2). A rule where l̄r = ∅ is called
range-restricted.

A CHR program P is a set of rules. A range-restricted CHR program is a set
of range-restricted rules.
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2.2 Equivalence-based Operational Semantics ωe

In this section, we recall the equivalence-based operational semantics ωe [11]. It
is operationally close to the very abstract semantics ωva, but we prefer it for its
concise formulation and the explicit distinction of global variables, CHR-, and
built-in constraints.

Definition 1 (ωe State). A ωe state is a tuple 〈G; B; V〉. The goal G is a
multiset of CHR constraints. The built-in constraint store B is a conjunction of
built-in constraints. V is a set of variables called the global variables. We use Σe

to denote the set of all ωe states.

Definition 2 (Variable Types). For the variables occurring in a ωe state σ =
〈G; B; V〉 we distinguish three different types:

1. a variable v ∈ V is called a global variable
2. a variable v 6∈ V is called a local variable
3. a variable v 6∈ (V ∪ G) is called a strictly local variable

The operational semantics ωe is founded on equivalence classes of states,
based on the following definition of state equivalence.

Definition 3 (ωe State Equivalence). Equivalence between ωe states is the
smallest equivalence relation ≡e over ωe states that satisfies the following con-
ditions:

1. (Equality as Substitution)

〈G;X
.
= t ∧ B; V〉 ≡e 〈G [X/t] ;X

.
= t ∧ B; V〉

2. (Transformation of the Constraint Store) If CT |= ∃s̄.B ↔ ∃s̄′.B′ where s̄, s̄′

are the strictly local variables of B, B′, respectively, then:

〈G; B; V〉 ≡e 〈G; B′; V〉

3. (Omission of Non-Occurring Global Variables) If X is a variable that does
not occur in G or B then:

〈G; B; {X} ∪ V〉 ≡e 〈G; B; V〉

4. (Equivalence of Failed States)

〈G;⊥; V〉 ≡e 〈G′;⊥; V〉

The following theorem gives a necessary, sufficient, and decidable criterion
for equivalence of ωe states. It has been presented and proven in [11].

Theorem 1 (Criterion for ≡e). Let σ = 〈G; B; V〉, σ′ = 〈G′; B′; V〉 be ωe

states with local variables ȳ, ȳ′ that have been renamed apart.

σ ≡e σ′ iff CT |= ∀(B → ∃ȳ′.((G = G
′) ∧ B

′)) ∧ ∀(B′ → ∃ȳ.((G = G
′) ∧ B))
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Definition 4 (ωe Transitions). For a CHR program P, the state transition
system (Σe/≡e,e) is defined as follows. The transition is based on a variant
of a rule r in P such that its local variables are disjoint from the variables
occurring in the pre-transition state.

r @ H1 \ H2 ⇔ G | Bc ⊎ Bb

[〈H1 ⊎ H2 ⊎ G;G ∧ B; V〉] 
r
e [〈H1 ⊎ Bc ⊎ G;G ∧ Bb ∧ B; V〉]

When the rule r is clear from the context or not important, we may write
e rather than 

r
e. By 

∗
e, we denote the reflexive-transitive closure of e.

In the following, we freely mix equivalence classes and their representative,
i.e. we often write σ e τ instead of [σ] e [τ ].

An inherent problem of ωe is its behavior with respect to propagation rules:
If a state can fire a propagation rule once, it can do so again and again, ad
infinitum. In the literature, this problem is referred to as trivial non-termination
of propagation rules.

2.3 Theoretical Operational Semantics

The theoretical operational semantics ωt [1, 17] uses a so-called token store to
avoid trivial non-termination. A propagation rule can only be applied once to
each combination of constraints matching the head. Hence, the token store keeps
a history of fired propagation rules based on constraint identifiers, as defined
below.

Definition 5 (Identified CHR Constraints). An identified CHR constraint
c#i is a CHR constraint c associated with a unique integer i, the constraint
identifier. We introduce the functions chr(c#i) = c and id(c#i) = i, and extend
them to sequences and sets of identified CHR constraints in the obvious manner.

The definition of a ωt state is more complicated, because identified constraints
are distinguished from unidentified constraints and the token store is added [1].

Definition 6 (ωt State). A ωt state is a tuple of the form 〈G; S; B; T〉V
n where

the goal (store) G is a multiset of constraints, the CHR (constraint) store S

is a set of identified CHR constraints, the built-in (constraint) store B is a
conjunction of built-in constraints. The token store (or propagation history) T

is a set of tuples (r, I), where r is the name of a propagation rule and I is an
ordered sequence of constraint identifiers. V is a set of variables called the global
variables. We use Σt to denote the set of all ωt states.

The corresponding transition system consists of the following three types of
transitions.

Definition 7 (ωt Transitions). For a CHR program P, the state transition
system (Σt,t) is defined as follows.
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1. Solve. 〈{c} ⊎ G; S; B; T〉V
n t 〈G; S; B′; T〉V

n

where c is a built-in constraint and CT |= ∀((c ∧ B) ↔ B
′).

2. Introduce. 〈{c} ⊎ G; S; B; T〉V
n t 〈G; {c#n} ∪ S; B; T〉V

n+1

where c is a CHR constraint.

3. Apply. 〈G;H1∪H2∪S; B; T〉V
n t 〈B⊎G;H1∪S; chr(H1) = H ′

1∧chr(H2) =
H ′

2 ∧ G ∧ B; T ∪ {(r, id(H1) + id(H2))}〉
V
n

where r @ H ′
1 \ H ′

2 ⇔ G | B is a fresh variant of a rule in P with fresh
variables x̄ such that CT |= ∃(B) ∧ ∀(B → ∃x̄(chr(H1) = H ′

1 ∧ chr(H2) =
H ′

2 ∧ G)) and (r, id(H1) + id(H2)) 6∈ T.

When the rule r is clear from the context or not important, we may write t

rather than 
r
t . By 

∗
t , we denote the reflexive-transitive closure of t.

2.4 Operational Semantics with Rule Priorities

The extension of CHR with rule priorities was initially proposed in [14]. It an-
notates rules with priorities and modifies the operational semantics such that
among the applicable rules, we always select one of highest priority for execution.
The operational semantics of this extension is denoted as ωp and the formulation
we use in work was given in [18]. Its state definition coincides with that of ωt.

Definition 8 (ωp State). A ωp state is a ωt state. We use Σp to denote the
set of all ωp states.

Definition 9 (ωp Transitions). For a CHR program P with rule priorities,
the state transition system (Σp,p) is defined as follows.

1. Solve. 〈{c} ⊎ G; S; B; T〉V
n p 〈G; S; B′; T〉V

n

where c is a built-in constraint and CT |= ∀((c ∧ B) ↔ B
′).

2. Introduce. 〈{c} ⊎ G; S; B; T〉V
n p 〈G; {c#n} ∪ S; B; T〉V

n+1

where c is a CHR constraint.

3. Apply. 〈∅;H1∪H2∪S; B; T〉V
n p 〈B;H1∪S;Θ∧B; T∪t〉V

n where P contains
a rule of priority p with fresh variables of the form

p :: r @ H ′
1 \ H ′

2 ⇔ G | B

and a matching substitution Θ such that chr(H1) = Θ(H ′
1), chr(H2) =

Θ(H ′
2), CT |= ∃(B)∧∀(B → ∃̄B(Θ∧G)), Θ(p) is a ground arithmetic expres-

sion and t = (r, id(H1) + id(H2)) 6∈ T. Furthermore, no rule of priority p′

and substitution Θ′ exists with Θ′(p′) < Θ(p) for which the above conditions
hold.

When the rule r is clear from the context or not important, we may write p

rather than 
r
p. By 

∗
p, we denote the reflexive-transitive closure of p.
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3 Operational Semantics with Persistent Constraints ω!

In this section, we present the operational semantics ω! with persistent con-
straints, proposed in [16]. It is based on the following ideas:

1. In ωe, the body of a propagation rule can be generated any number of times,
provided that the corresponding head constraints are present in the store. In
order to give consideration to this theoretical behavior, we introduce those
body constraints as so-called persistent constraints. A persistent constraint
is a finite representation of a large, though unspecified number of identi-
cal constraints. For a proper distinction, constraints that are not persistent
constraints are henceforth called linear constraints.

2. As a secondary consequence, arbitrary generation of rule bodies in ωe affects
other types of CHR rules as well. Consider the following program:

r1 @ a =⇒ b
r2 @ b ⇔ c

If executed with a goal a, this program can generate an arbitrary number
of constraints of the form b. As a consequence of this, it can also generate
arbitrarily many constraints c. To take these indirect consequences of propa-
gation rules into account, we introduce a rule’s body constraints as persistent
whenever its removed head can be matched completely with persistent con-
straints.

3. As a persistent constraint represents an arbitrary number of identical con-
straints, we consider multiple occurrences of a persistent constraint as idem-
potent. Thus, we implicitly apply a set semantics to persistent constraints.

4. We adapt the execution model such that a transition takes place only if the
post-transition state is not equivalent to the pre-transition state. This entails
two beneficial consequences: Firstly, in combination with the set semantics
on persistent constraints, it avoids trivial non-termination of propagation
rules. Secondly, as failed states are equivalent, it enforces termination upon
failure.

We adapt the definition of ω! states with respect to ωe. The goal store G of
ωe states is split into a store L of linear constraints and a store P of persistent
constraints.

Definition 10 (ω! State). A ω! state is a tuple of the form 〈L; P; B; V〉, where
L and P are multisets of CHR constraints called the linear (CHR) store and
persistent (CHR) store, respectively. B is a conjunction of built-in constraints
and V is a set of variables called the global variables. We use Σ! to denote the
set of all ω! states.

Definition 11 is analogous to ωe, though adapted to comply with Defini-
tion 10.

Definition 11 (Variable Types). For the variables occurring in a ω! state σ =
〈L; P; B; V〉 we distinguish three different types:
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1. a variable v ∈ V is called a global variable
2. a variable v 6∈ V is called a local variable
3. a variable v 6∈ (V ∪ L ∪ P) is called a strictly local variable

The following definition of state equivalence is adapted to comply with Def-
inition 10 and to handle idempotence of persistent constraints.

Definition 12 (Equivalence of ω! States). Equivalence between ω! states is
the smallest equivalence relation ≡! over ω! states that satisfies the following
conditions:

1. (Equality as Substitution) Let X be a variable, t be a term and
.
= the syn-

tactical equality relation.

〈L; P;X
.
= t ∧ B; V〉 ≡! 〈L [X/t] ; P [X/t] ;X

.
= t ∧ B; V〉

2. (Transformation of the Constraint Store) If CT |= ∃s̄.B ↔ ∃s̄′.B′ where s̄, s̄′

are the strictly local variables of B, B′, respectively, then:

〈L; P; B; V〉 ≡! 〈L; P; B′; V〉

3. (Omission of Non-Occurring Global Variables) If X is a variable that does
not occur in L, P, or B then:

〈L; P; B; {X} ∪ V〉 ≡! 〈L; P; B; V〉

4. (Equivalence of Failed States)

〈L; P;⊥; V〉 ≡! 〈L
′; P′;⊥; V′〉

5. (Contraction)
〈L;P ⊎ P ⊎ P; B; V〉 ≡! 〈L;P ⊎ P; B; V〉

The following definition presents an auxiliary concept that we use to formu-
late a criterion for ω! equivalence.

Definition 13 (⊲⊳). For multisets of constraints G, G′, the relation G ⊲⊳ G
′

holds iff
(∀c ∈ G.∃c′ ∈ G

′.c = c′) ∧ (∀c′ ∈ G
′.∃c ∈ G.c = c′)

The following property follows directly from Definition 13. We quote it as a
reference in upcoming proofs:

Property 1 (Properties of ⊲⊳). For multisets of constraints G, G′, all n ∈ N

G ⊲⊳ G
′ ⇒ ∃N ∈ N.G ⊆ N · G′

Theorem 2 (Criterion for ≡!). For two ω! states σ = 〈L; P; B; V〉, σ′ =
〈L′; P′; B′; V〉 ∈ Σ! with local variables ȳ, ȳ′ that have been renamed apart,

σ ≡! σ′ ⇔ CT |=∀(B → ∃ȳ′.((L = L
′) ∧ (P ⊲⊳ P

′) ∧ B
′))∧

∀(B′ → ∃ȳ.((L = L
′) ∧ (P ⊲⊳ P

′) ∧ B))

Proof.
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’⇐’: We consider two ω! states σ = 〈L; P; B; V〉, σ′ = 〈L′; P′; B′; V〉 with local
variables ȳ and ȳ′. We furthermore assume that:

CT |=∀(B → ∃ȳ′.((L = L
′) ∧ (P ⊲⊳ P

′) ∧ B
′))∧

∀(B′ → ∃ȳ.((L = L
′) ∧ (P ⊲⊳ P

′) ∧ B))

If CT |= ¬∃((L = L
′) ∧ (P ⊲⊳ P

′)), we have CT |= B = B
′ = ⊥ such

that Def. 12.4 proves σ ≡! σ′. In the following, we assume that a matching
(L = L

′) ∧ (P ⊲⊳ P
′) exists.

It follows from ∀(B → ∃ȳ′.((L = L
′) ∧ (P ⊲⊳ P

′) ∧ B
′)) by Def. 12:2 that:

σ ≡! 〈L; P; (L = L
′) ∧ (P ⊲⊳ P

′) ∧ B ∧ B
′; V〉

Def. 12:1 gives us:

σ ≡! 〈L
′; P′′; (L = L

′) ∧ (P ⊲⊳ P
′) ∧ B ∧ B

′; V〉

where P
′′ equals P

′ modulo multiplicities. By Def. 12:5 we thus get:

σ ≡! 〈L
′; P′; (L = L

′) ∧ (P ⊲⊳ P
′) ∧ B ∧ B

′; V〉

From ∀(B′ → ∃ȳ.((L = L
′) ∧ (P ⊲⊳ P

′) ∧ B)) follows by Def. 12:2 that:

σ ≡! 〈L
′; P′; B′; V〉 = σ′

’⇒’: To prove the forward direction, we have to show the compliance of the
conditions in Def. 12.1 to Def. 12.5 with our criterion. For Def. 12.1 to Def. 12.4,
compliance is analogous to Thm. 1 as proven in [11]. We consider Def. 12.5:

Let σ = 〈L;P ⊎ P ⊎ P; B; V〉, σ′ = 〈L;P ⊎ P; B; V〉 ∈ Σ! with local variables
ȳ, ȳ′. As, (P ⊎ P ⊎ P) ⊲⊳ (P ⊎ P), the following is a tautology:

|= ∀(B → ∃ȳ′.((L = L) ∧ ((P ⊎ P ⊎ P) ⊲⊳ (P ⊎ P)) ∧ B))∧

∀(B → ∃ȳ.((L = L) ∧ ((P ⊎ P ⊎ P) ⊲⊳ (P ⊎ P)) ∧ B))

⊓⊔

Based on the definition of ≡e, we define the operational semantics ω! below.
Since body constraints may be introduced either as linear or as persistent con-
straints, uniform rule application is replaced by two distinct application modes.
Note that ω! is only defined for range-restricted programs (cf. Sect. 6.2 for de-
tails).

Definition 14 (ω! Transitions). For a range-restricted CHR program P, the
state transition system (Σ!/≡!,!) is defined as follows.
ApplyLinear:

r @ (H l
1 ⊎ Hp

1 )\(H l
2 ⊎ Hp

2 ) ⇔ G | Bc, Bb H l
2 6= ∅ σ 6= τ

σ = [〈H l
1 ⊎ H l

2 ⊎ L;Hp
1 ⊎ Hp

2 ⊎ P;G ∧ B; V〉]


r
! [〈H l

1 ⊎ Bc ⊎ L;Hp
1 ⊎ Hp

2 ⊎ P;G ∧ B ∧ Bb; V〉] = τ
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ApplyPersistent:

r @ (H l
1 ⊎ Hp

1 )\Hp
2 ⇔ G | Bc, Bb σ 6= τ

σ = [〈H l
1 ⊎ L;Hp

1 ⊎ Hp
2 ⊎ P;G ∧ B; V〉]


r
! [〈H l

1 ⊎ L;Hp
1 ⊎ Hp

2 ⊎ Bc ⊎ P;G ∧ B ∧ Bb; V〉] = τ

When the rule r is clear from the context or not important, we may write !

rather than 
r
! . By 

∗
! , we denote the reflexive-transitive closure of !.

4 Soundness and Completeness

In this section we show soundness and completeness of ω! with respect to ωe. In
Sect. 4.1 and Sect. 4.2 we introduce auxiliary concepts required for our theorems
given in Sect. 4.3.

4.1 State Inclusion

State inclusion is a partial-order relation on ωe states that differ only in their
goal stores, modulo ≡e.

Definition 15 (State inclusion, ⊑). State inclusion is the smallest partial-
order relation ⊑ ⊆ (Σe × Σe) such that for all states σe, σ

′
e, 〈G; B; V〉 ∈ Σe and

all multisets of user-defined constraints G
′,

1. σe ≡e σ′
e ⇒ σe ⊑ σ′

e

2. 〈G; B; V〉 ⊑ 〈G ⊎ G
′; B; V〉

The following lemmata give a criterion for deciding the state inclusion ⊑ and
define its relationship with ≡e and e.

Lemma 1 (Criterion for State Inclusion). For ωe states σe = 〈G; B; V〉,
σ′

e = 〈G′; B′; V〉 such that their respective local variables ȳ, ȳ′ are disjoint,

σ ⊑ σ′ ⇔ CT |= ∀(B′ → ∃ȳ.((G ⊆ G
′) ∧ B)) ∧ ∀(B → ∃ȳ′.((G ⊆ G

′) ∧ B
′))

Proof.

’⇒’: We can easily show that both criteria given in Def. 15 comply with the
criterion.

Def. 15.1 : By Thm. 1, we have that from σe ≡e σ′
e follows

CT |= ∀(B′ → ∃ȳ.((G = G
′) ∧ B)) ∧ ∀(B → ∃ȳ′.((G = G

′) ∧ B
′))

which in turn implies

CT |= ∀(B′ → ∃ȳ.((G ⊆ G
′) ∧ B)) ∧ ∀(B → ∃ȳ′.((G ⊆ G

′) ∧ B
′))

Def. 15.2 : Let σe = 〈G; B; V〉, σ′
e = 〈G⊎G

′; B; V〉 be states with local variables
ȳ, ȳ′. As G ⊆ G⊎G

′ is trivially true, the criterion is reduced to a tautology:

CT |= ∀(B → ∃ȳ.((G ⊆ G ⊎ G
′) ∧ B)) ∧ ∀(B → ∃ȳ′.((G ⊆ G ⊎ G

′) ∧ B))
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’⇐’: Let σe = 〈G; B; V〉, σ′
e = 〈G′; B′; V〉 ∈ Σe s.t. their respective local variables

ȳ, ȳ′ are disjoint and

CT |= ∀(B′ → ∃ȳ.((G ⊆ G
′) ∧ B)) ∧ ∀(B → ∃ȳ′.((G ⊆ G

′) ∧ B
′))

Since CT |= ∀(B′ → ∃ȳ.((G ⊆ G
′) ∧ B)), we apply Def. 3.2 to get

σ′
e ≡e 〈G′; B′ ∧ (G ⊆ G

′) ∧ B); V〉

By Def. 3.1, we get that for some multiset of user-defined constraints G
′′, we

have

σ′
e ≡e 〈G ⊎ G

′′; B′ ∧ (G ⊆ G
′) ∧ B); V〉

As CT |= ∀(B → ∃ȳ′.((G ⊆ G
′) ∧ B

′)), we can apply Def. 3.2 to show

σe ≡e 〈G; B ∧ (G ⊆ G
′) ∧ B

′; V〉

Finally, we apply Def. 15.2 to obtain

σe ≡e 〈G; B ∧ (G ⊆ G
′) ∧ B

′; V〉 ⊑ 〈G ⊎ G
′′; B′ ∧ (G ⊆ G

′) ∧ B); V〉 ≡e σ′
e

⊓⊔

Lemma 2 (State Inclusion and Equivalence). For σe, σ
′
e ∈ Σe,

σe ≡e σ′
e iff σe ⊑ σ′

e and σ′
e ⊑ σe

Proof. As the ≡! relation is symmetric, the ’⇒’ direction follows directly from
Def. 15. As for the ’⇐’ direction, assume that σe = 〈G; B; V〉 and σe = 〈G′; B′; V〉.
From the mutual inclusions σe ⊑ σ′

e and σ′
e ⊑ σe follows by Lemma 1 that

CT |= ∀(B′ → ∃ȳ.((G = G
′) ∧ B)) ∧ ∀(B → ∃ȳ′.((G = G

′) ∧ B
′))

According to Thm. 1, this implies σe = σ′
e. ⊓⊔

Lemma 3 (State Inclusion and Derivation). For states σe, σ
′
e, τe ∈ Σe such

that σe e τe and σe ⊑ σ′
e, there exists some τ ′

e such that σ′
e 

r
e τ ′

e and τe ⊑ τ ′
e

Proof. Let r be of the form r @ H1 \H2 ⇔ G | Bc⊎Bb. The derivation σe 
r
e τe

implies that σe ≡e 〈H1⊎H2⊎G;G⊎B; V〉 and τe ≡e 〈H2⊎Bc⊎G;G⊎Bb⊎B; V〉
for some G, B, V. As σe ⊑ σ′

e, there exists some G
′ such that σe ≡e 〈H1 ⊎ H2 ⊎

G ⊎ G
′;G ⊎ B; V〉. We choose τ ′

e = 〈H2 ⊎ Bc ⊎ G ⊎ G
′;G ⊎ Bb ⊎ B; V〉. Applying

Def. 15 shows that τe ⊑ τ ′
e and σ′

e e τ ′
e. ⊓⊔

4.2 State Projection

We use the state projection function defined below to relate ω! states and ωe

states in the soundness and completeness theorems.
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Definition 16 (State Projection). proj is a function mapping from N × Σ!

to Σe such that proj(N, 〈L; P; B; V〉) = 〈L⊎N · P; B; V〉. We call proj(N,σ) the
N’th projection of σ.

Lemma 4 (Preservation of Equivalence Upon Projection). For states
σ, σ′ ∈ Σ!,

σ ≡! σ′ ⇒ ∀n ∈ N.∃N ∈ N.proj(n, σ) ⊑ proj(N,σ′)

Proof. Let σ = 〈L; P; B; V〉, σ′ = 〈L′; P′; B′; V′〉, it follows that

CT |=∀(B → ∃ȳ′.((L = L
′) ∧ (P ⊲⊳ P

′) ∧ B
′))∧

∀(B′ → ∃ȳ.((L = L
′) ∧ (P ⊲⊳ P

′) ∧ B))

Due to Prop. 1, this implies

CT |= ∀n ∈ N.∃N ∈ N.∀(B → ∃ȳ′.((L = L
′) ∧ (n · P ⊆ N · P′) ∧ B

′))∧

∀(B′ → ∃ȳ.((L = L
′) ∧ (n · P ⊆ N · P′) ∧ B))

Therefore,

CT |= ∀n ∈ N.∃N ∈ N. ∀(B → ∃ȳ′.((L ⊎ n · P ⊆ L
′ ⊎ N · P

′) ∧ B
′))∧

∀(B′ → ∃ȳ.((L ⊎ n · P ⊆ L
′ ⊎ N · P

′) ∧ B))

By Lemma 1, this finally proves

∀n ∈ N.∃N ∈ N.proj(n, σ) ⊑ proj(N,σ′)

⊓⊔

Lemma 5 (Analogy between ≡e and ≡! under Projection). For τ ′
! ∈

Σ!, τe ∈ Σe, n ∈ N,

proj(n, τ ′
! ) ≡e τe ⇒ ∃τ! ∈ Σ!.τ

′
! ≡! τ! ∧ proj(n, τ!) = τe

Proof (sketch). For every axiom α in Def. 3, there exists a corresponding axiom
α′ in Def. 12, such that if proj(n, σ!) ≡e proj(n, τ!) by axiom α then σ! ≡! τ! by
axiom α′ for any σ!, τ! ∈ Σ!. As ≡e is the smallest reflexive-transitive relation
satisfying its axioms, this proves our lemma. ⊓⊔

4.3 Soundness and Completeness

The following lemma defines soundness of single-step derivations and directly
leads to the soundness theorem given below.

Lemma 6 (Single-Step Soundness). Let σ!, τ! ∈ Σ! and n ∈ N. If σ! 
r
! τ!

then there exists some N ∈ N and some τe ∈ Σe such that proj(N,σ!) 
∗
e τe

and proj(n, τ!) ⊑ τe.

Proof. σ! 
r
! τ! implies a singular application of either ApplyLinear or Ap-

plyPersistent. We distinguish two cases:
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ApplyLinear: We assume the existence of states

σ′
! = 〈H l

1 ⊎ H l
2 ⊎ L;Hp

1 ⊎ Hp
2 ⊎ P;G ∧ B; V〉

τ ′
! = 〈H l

1 ⊎ Bc ⊎ L;Hp
1 ⊎ Hp

2 ⊎ P;G ∧ B ∧ Bb; V〉

and a fresh variant of a rule r @ (H l
1 ⊎ Hp

1 )\(H l
2 ⊎ Hp

2 ) ⇔ G | Bc, Bb such that
σ! ≡! σ′

! and τ! ≡! τ ′
! .

By Lemma 4, we have that τ! ≡! τ ′
! implies the existence of some k ∈ N such

that proj(n, τ!) ⊑ proj(k, τ ′
! ). We observe that

proj(k+1, σ′
!) = 〈H l

1⊎H l
2⊎L⊎((k+1)·Hp

1 )⊎((k+1)·Hp
2 )⊎((k+1)·P);G∧B; V〉

and proj(k, τ ′
! ) = 〈H l

1 ⊎ Bc ⊎ L ⊎ (m · Hp
1 ) ⊎ (k · Hp

2 ) ⊎ (k · P));G ∧ B ∧ Bb; V〉.

According to the definition of ωe, we have proj(k + 1, σ′
!) e τ ′

e for

τ ′
e = 〈H l

1 ⊎ Bc ⊎ L ⊎ ((k + 1) · Hp
1 ) ⊎ (k · Hp

2 ) ⊎ ((k + 1) · P));G ∧ B ∧ Bb; V〉.

We observe that proj(k, τ ′
! ) ⊑ τ ′

e.
Lemma 4 furthermore implies that for some N ∈ N, proj(k + 1, σ′

!) ⊑
proj(N,σ!). According to Lemma 3, a τe ∈ Σe exists such that proj(N,σ!) e τe

with τ ′
e ⊑ τe. Transitivity of the ⊑ relation finally proves proj(n, τ!) ⊑ τe.

ApplyPersistent: We assume the existence of states

σ′
! = 〈H l

1 ⊎ L;Hp
1 ⊎ Hp

2 ⊎ P;G ∧ B; V〉
τ ′
! = 〈H l

1 ⊎ L;Hp
1 ⊎ Hp

2 ⊎ Bc ⊎ P;G ∧ B ∧ Bb; V〉

and a fresh variant of a rule r @ (H l
1 ⊎Hp

1 )\Hp
2 ⇔ G | Bc, Bb such that σ! ≡! σ′

!

and τ! ≡! τ ′
! .

According to Lemma 4, for some k ∈ N we have proj(n, τ!) ⊑ proj(k, τ ′
! ). We

observe that

proj(2k, σ′
!) = 〈H l

1 ⊎ L ⊎ (2k · Hp
1 ) ⊎ (2k · Hp

2 ) ⊎ (2k · P);G ∧ B; V〉 and
proj(k, τ ′

! ) = 〈H l
1 ⊎ L ⊎ (k · Hp

1 ) ⊎ (k · Hp
2 ) ⊎ (k · Bc) ⊎ (k · P));G ∧ B ∧ Bb; V〉.

For every i ∈ N, let τ i
e = 〈H l

1 ⊎ L ⊎ (2k · Hp
1 ) ⊎ ((2k − i) · Hp

2 ) ⊎ (i · Bc) ⊎ (2k ·
P);G∧B; V〉. According to the definition of ωe, we have proj(2k, σ′

!) e τ1
e e

. . . e τk
e .

We observe that τk
e = 〈H l

1⊎L⊎(2k ·Hp
1 )⊎(k ·Hp

2 )⊎(k ·Bc)⊎(2k ·P);G∧B; V〉,
and therefore proj(k, τ ′

! ) ⊑ τk
e . By Lemma 4 and Lemma 3, we have that for some

N ∈ N and some τe ∈ Σe, we have proj(2k, σ′
!) ⊑ proj(N,σ!) and proj(N,σ!) e

τe such that τk
e ⊑ τe. Transitivity of ⊑ proves the hypothesis. ⊓⊔

Theorem 3 (Soundness). Let σ! = 〈G; ∅; B; V〉, τ! ∈ Σ! be ω! states. If σ! 
∗
!

τ!, then for every N ∈ N there exists a τe such that proj(0, σ!) 
∗
e τe and

proj(N, τ!) ⊑ τe.
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Proof. Transitive application of Lemma 6 proves that there exists some n ∈ N

such that proj(n, σ!) 
∗
e τe and proj(N, τ!) ⊑ τe. We furthermore observe that

the empty persistent store of σ! implies for any n ∈ N, we have proj(n, σ!) =
proj(0, σ!). ⊓⊔

Similar to the soundness case, we first give a lemma stating completeness of
single-step derivations that immediately entails our completeness theorem given
below.

Lemma 7 (Single-Step Completeness). Let σ! ∈ Σ!, σe, τe ∈ Σe such that
σe 

r
e τe.

1. If σe ≡e proj(1, σ!), there exists some state τ! ∈ Σ! such that σ! 
r
! τ! or

σ! ≡! τ! and τe ⊑ proj(1, τ!).
2. If σe ≡e proj(0, σ!), there exists some state τ! ∈ Σ! such that σ! 

r
! τ! or

σ! ≡! τ! and proj(0, τ!) ⊑ τe.
3. If proj(0, σ!) ⊑ σe ⊑ proj(1, σ!), then there exists some state τ! ∈ Σ! such

that σ! 
r
! τ! or σ! ≡! τ! and proj(0, τ!) ⊑ τe ⊑ proj(1, τ!).

Proof. By Def. 4, σe 
r
e τe implies that r is of the form r @ H1 \H2 ⇔ G | Bc⊎

Bb, such that σe ≡e 〈H1⊎H2⊎G;G∧B; V〉 and τe ≡e 〈H1⊎Bc⊎G;G∧Bb∧B; V〉.

1. By Lemma 5, we have that σ! ≡! σ′
! for some σ′

! ∈ Σ! such that

proj(1, σ′
!) = 〈H1 ⊎ H2 ⊎ G;G ∧ B; V〉.

According to Def. 16, σ′
! is thus of the form

σ′
! = 〈H l

1 ⊎ H l
2 ⊎ L;Hp

1 ⊎ Hp
2 ⊎ P;G ∧ B; V〉

where H l
1 ⊎ Hp

1 = H1 and H l
2 ⊎ Hp

2 = H2 and L ⊎ P = G. If Hp
2 6= ∅, we

choose
τ! = 〈H l

1 ⊎ Bc ⊎ L;Hp
1 ⊎ Hp

2 ⊎ P;G ∧ B ∧ Bb; V〉,

otherwise we choose

τ! = 〈H l
1 ⊎ L;Hp

1 ⊎ Hp
2 ⊎ Bc ⊎ P;G ∧ B ∧ Bb; V〉.

In both cases, we have proj(1, τ!) = 〈H1 ⊎ Hp
2 ⊎ Bc ⊎ G;G ∧ Bb ∧ B; V〉 and

therefore τe ⊑ proj(1, τ!). By Def. 14 either σ′
! 

r
! τ! or σ′

! ≡! τ!.
2. By Lemma 5, we have that σ! ≡! σ′

! for some σ′
! ∈ Σ! such that

proj(0, σ′
!) = 〈H1 ⊎ H2 ⊎ G;G ∧ B; V〉.

According to Def. 16, σ′
! is thus of the form

σ′
! = 〈H1 ⊎ H2 ⊎ G; P;G ∧ B; V〉

for some P. If H2 6= ∅, we choose

τ! = 〈H1 ⊎ Bc ⊎ G; P;G ∧ B ∧ Bb; V〉,
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otherwise we choose

τ! = 〈H1 ⊎ G;Bc ⊎ P;G ∧ B ∧ Bb; V〉.

In both cases, we have proj(0, τ!) ⊑ τe. By Def. 14 either σ′
! 

r
! τ! or σ′

! ≡! τ!.
3. This follows from Lemma 7.1 and Lemma 7.2 in combination with Lemma 3.

⊓⊔

Theorem 4 (Completeness). Let 〈G; B; V〉, 〈G′; B′; V〉 ∈ Σe. If 〈G; B; V〉 
∗
e

〈G′; B′; V〉, then there exists some state σ! ∈ Σ! such that 〈G; ∅; B; V〉 
∗
! σ! and

proj(0, σ!) ⊑ 〈G′; B′; V〉 ⊑ proj(1, σ!).

Proof. We observe that proj(0, 〈G; ∅; B; V〉) = 〈G; B; V〉 = proj(1, 〈G; ∅; B; V〉)
and therefore proj(0, 〈G; ∅; B; V〉) ⊑ 〈G; B; V〉 ⊑ proj(1, 〈G; ∅; B; V〉). Thus the
theorem is a consequence of Lemma 7.3. ⊓⊔

5 Expressivity

In this section we compare expressivity of the operational semantics ωe, ωt, ωp,
and ω!. As all these are Turing-complete [19], expressivity is compared in the
literature via the concept acceptable encoding. This concept originates from
Shapiro [20] and was first applied to CHR in [21]. It relies on the notion of
answer defined below.

In order to distinguish linear and persistent constraints when considering
goals, we introduce for each CHR constraint symbol c/n, denoting a linear con-
straint, a corresponding fresh symbol !c/n, denoting a persistent constraint. For
a multiset M = {c1(t̄1), . . . , cn(t̄n)} let !M = {!c1(t̄1), . . . , !cn(t̄n)}.

In the literature answers are usually defined as logical formulas, expressing
the declarative reading of a final state. We found it more suitable to define them
as ωe states for two reasons: Firstly, unlike logical formulas, ωe states are aware
of multiplicities of constraints. Secondly, ωe states enable us to exploit ≡e when
comparing answers.

Definition 17 (Answers). Let G ∧ B be a goal with CHR constraints G and
built-in constraints B. Then the set of equivalence classes of ωe states AP(G∧B)
for a program P is called the (set of) answers and is defined as follows:

– for ωe: A
e
P(G ∧ B) = {τ | 〈G;B; vars(G ∧ B)〉 

∗
e τ 6e}/≡e

– for ωt: A
t
P(G ∧B) = {〈chr(G); B; vars(G ∧B)〉 | 〈G,B; ∅;⊤; ∅〉

vars(G∧B)
0 

∗
t

〈∅; G; B;T 〉
vars(G∧B)
n 6t}/≡e

– for ωp: A
p is defined analogously to At.

– for ω!: A
!
P(G∧B) = {〈L∧ !P; B; vars(G∧B)〉 | G = L⊎!P, 〈L;P ;B; vars(G∧

B)〉 
∗
! 〈L; P; B; vars(G ∧ B)〉 6!}/≡e

The following definition is based on Gabbrielli’s definition of acceptable en-
coding [21] for CHR operational semantics.
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Definition 18 (Acceptable Encoding).
Let ω1, ω2 be two operational semantics, Pi the set of all ωi programs, and

Gi the set of all ωi goals for i = 1, 2. An acceptable encoding of ω1 into ω2 is a
pair of mappings J K : P1 → P2 and J Kg : G1 → G2 which satisfy the following
conditions:

– P1 and P2 share the same constraint theory CT ;
– for any goal (A ∧ B) ∈ G1, JA ∧ BKg = JAKg ∧ JBKg. We also assume that

the built-ins present in the goal are left unchanged;
– Answers are preserved, that is, for all G ∈ G1 and P ∈ P1, A2

JPK(JGKg) =

JA1
P(G)Kg holds.

Figure 1 orders the different operational semantics by expressivity. As shown
in [21], there exists an acceptable encoding to embed ωt into ωp, but not vice
versa. Thus, ωp is strictly more expressive than ωt, denoted by the corresponding
arrow in Fig. 1. In this work we furthermore show that ωp is strictly more
expressive than ω! and that ωe is strictly less expressive than both ωt and ω!.

ωp

ωt

66

ω!

hh

oo_ _ _ _ _ _ _

ωe

XX FF

Fig. 1. Acceptable encodings between different operational semantics

Concerning the embedding of ωe into ω!, we assume range-restricted programs
only. Concerning the acceptable encodings of ω! into ωt and ωp, we require
that the respective programs do not contain pathological rules, according to the
following definition.

Definition 19 (Pathological Rules). A CHR rule

r @ H1\H2 ⇔ G | Bc, Bb

is called pathological if and only if

∃B.〈H2; B ∧ G; ∅〉 ≡e 〈Bc;Bb; ∅〉

It is called trivially pathological iff B = ⊤. A CHR program P is called patho-
logical if it contains at least one pathological rule.

The range-restriction requirement on ωe programs is due to the fact that
Definition 14 for ω! is only defined on range-restricted programs. The restriction
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to non-pathological programs for embeddings of ω! into ωt and ωp ensures Ap-
plyLinear transitions never fail due to irreflexivity, according to the following
Lemma.

Concerning the relationship of ωt and ω!, we found that no acceptable en-
coding of ωt into ω! exists. We did find an acceptable encoding of ω! into ωt.
However, a thus encoded program might exhibit a different termination behavior
from the original ω! program (cf. Example 2), as visualized by the dashed arrow
in Fig. 1. We currently do not know whether an acceptable encoding without
that limitation exists.

The definition of pathological rules is chosen such as to coincide with those
rules that cause redundant rule applications – modulo state equivalence – in ωe.

Lemma 8. Let P be a non-pathological CHR program. Then for all ωe states
σ, τ ∈ Σe where σ e τ , we have σ 6≡e τ .

Proof. We first show a property of Def. 19: Let 〈H2; B ∧ G; ∅〉 ≡e 〈Bc;Bb; ∅〉,
w.l.o.g. let the respective local variables ȳ, ȳ′ be renamed apart. Then by Thm. 1:

CT |= ∀(B ∧ G → ∃ȳ′.((H2 = Bc) ∧ Bb)) and
CT |= ∀(Bb → ∃ȳ.((H2 = Bc) ∧ B ∧ G)

This is logically equivalent to

CT |= ∀(B ∧ G → ∃ȳ′.((H2 = Bc) ∧ Bb ∧ B ∧ G)) and
CT |= ∀(Bb ∧ B ∧ G → ∃ȳ.((H2 = Bc) ∧ B ∧ G))

Therefore, again by Thm. 1, we have that

〈H2;G ∧ B; ∅〉 ≡e 〈Bc;Bb; ∅〉 ≡e 〈Bc;Bb ∧ G ∧ B; ∅〉

Now let r be a rule r @ H1 \ H2 ⇔ G | Bc, Bb such that σ 
r
e τ . It follows

that σ ≡e 〈H1 ⊎ H2 ⊎ C;G ∧ B; V〉 and τ ≡e 〈Bc ⊎ H1 ⊎ C;Bb ∧ G ∧ B; V〉.
Assume that σ ≡e τ . As H1 and C occur in both states, the corresponding

states with those multisets removed are also equivalent. Similarly, the same states
with ∅ instead of V for global variables are equivalent. Therefore,

〈H2;G ∧ B; ∅〉 ≡e 〈Bc;Bb ∧ G ∧ B; ∅〉

This implies that there exists a B according to Def. 19, which is a contradiction
to the program being non-pathological. Hence, σ 6≡e τ . ⊓⊔

Lemma 9 (ωt → ωp). There exists an acceptable encoding of ωt into ωp.

Proof (Sketch). All rules have priority 1. ⊓⊔

Lemma 10 (ωp 6→ ωt). There exists no acceptable encoding of ωp into ωt.

Proof. Follows directly from [21]. ⊓⊔

Lemma 11 (ωe → ωt). There exists an acceptable encoding of ωe into ωt.
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Proof (Sketch). Replace propagation rules with simplification rules that contain
a copy of the head in their bodies. ⊓⊔

Lemma 12 (ωt 6→ ωe). There exists no acceptable encoding of ωt into ωe.

Proof. For any program P ′ if (G′ ∧ B′) ∈ Am
P′(G), no rule in P ′ is applicable

to 〈G′;B′; var(G)〉. As global variables do not affect rule application, we have
Am

P′(G′∧B′) ∋ (G′∧B′). Consider the ωt program P = (a ⇒ b). Since At
P(a) =

{a ∧ b} and At
P(a ∧ b) = {a ∧ b ∧ b}, an acceptable encoding has to satisfy

Am
JPK(JaKg) = {Ja∧bKg} and Am

JPK(Ja∧bKg) = {Ja∧b∧bKg} = {JaKg∧JbKg∧JbKg} 6=

{JaKg ∧ JbKg} = {Ja ∧ bKg} which contradicts our earlier observation. ⊓⊔

Lemma 13 (ωt 6→ ω!). There exists no acceptable encoding of ωt into ω!.

Proof. For any program P ′ if (L′∧G′∧B′) ∈ A!
P′(G), no rule in P ′ is applicable

to 〈L′;G′;B′; var(G)〉. As global variables do not affect rule application, we also
have A!

P′(L′ ∧G′ ∧B′) ∋ (L′ ∧G′ ∧B′). Consider the ωt program P = (a ⇒ b).
Since At

P(a) = {a ∧ b} and At
P(a ∧ b) = {a ∧ b ∧ b}, an acceptable encoding

has to satisfy A!
JPK(JaKg) = {Ja ∧ bKg} and A!

JPK(Ja ∧ bKg) = {Ja ∧ b ∧ bKg} =

{JaKg ∧ JbKg ∧ JbKg} 6= {JaKg ∧ JbKg} = {Ja ∧ bKg} which contradicts our earlier
observation. ⊓⊔

Lemma 14 (ω! → ωt). There exists an acceptable encoding of ω! into ωt.

Proof. We show how to encode any ω! program P in ωt. For every n-ary con-
straint c/n in P, there exists an (n + 1)-ary constraint c/n + 1 in the encod-
ing. In the following, for a multiset M = {c1(t̄1),. . .,cn(t̄n)} of user-defined
ω!-constraints let

l(M) = {c1(l, t̄1), . . . , cn(l, t̄n)} and p(M) = {c1(p, t̄1), . . . , cn(p, t̄n)}.

The encoded program JPK is constructed as follows:

1. For every rule r @ H1 \H2 ⇔ G | B in P, and all multisets H l
1,H

p
1 ,H l

2,H
p
2

s.t. H l
1 ⊎ Hp

1 = H1 and H l
2 ⊎ Hp

2 = H2 and H l
2 6= ∅, the following rule is in

JPK:
l(H l

1) ⊎ p(Hp
1 ) ⊎ p(Hp

2 ) \ l(H l
2) ⇔ G | l(Bc), Bb

2. For every rule r @ H1 \H2 ⇔ G | Bc, Bb in P, and all multisets H l
1,H

p
1 s.t.

H l
1 ⊎ Hp

1 = H1, the following rule is in JPK:

l(H l
1) ⊎ p(Hp

1 ) ⊎ p(H2) ⇒ G | p(Bc), Bb

3. For every rule {c(p, t̄), c(p, t̄′)} ⊎ H1 \ H2 ⇔ G | B in JPK, add also the
following rule:

{c(p, t̄)} ⊎ H1 \ H2 ⇔ t̄ = t̄′ ∧ G | B

4. For every user-defined constraint declaration cn in P, there is a rule

c(p, t̄) \ c(p, t̄) ⇔ ⊤
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The translation of goals is defined as:

JL∧!PKg ::= l(L) ∧ p(P)

Soundness: Let S! be a function mapping from ωt states to Σ! such that for:
σt = 〈l(L) ⊎ p(P) ⊎ B

′; C; B; T〉V

k where chr(C) = l(L′) ⊎ p(P′) for some L
′, P′,

S!(σt) ::= 〈L ⊎ L
′; P ⊎ P

′; B ∧ B
′; V〉

In the following, we will show that for all σt, τt ∈ Σt, σt 
∗
t τt implies S!(σt) 

∗
!

S!(τt).
It is clear from the definition that both the Introduce and Solve transitions

of ωt are invariant to the S! function. Concerning Apply, we proceed stepwise
w.r.t. the application of the four types of rules present in the encoding JPK.

1. The rules introduced in construction step 1 represent ApplyLinear tran-
sitions in P.

Let r be a variant of a rule l(H l
1)⊎p(Hp

1 )⊎p(Hp
2 )\ l(H l

2) ⇔ G | l(Bc)⊎Bb in
JPK with fresh variables ȳ. By definition of the encoding, r has a corresponding
rule r′ @ H l

1 ⊎ Hp
1 \ H l

2 ⊎ Hp
2 ⇔ G | Bc ⊎ Bb in P. We assume w.l.o.g. that the

goal store of σt is empty. Hence let σt = 〈∅; l(L) ⊎ p(P); B; T〉V

k and assume that
σt 

r
t τt. From Def. 7 follows that CT |= ∀(B → ∃ȳ.(l(H l

1) ⊎ l(H l
2) ⊎ l(L′) =

l(L)∧ p(Hp
1 )⊎ p(Hp

2 )⊎ p(P′) = P∧G)) for some L
′, P′. Hence we can show that

S!(σt) ≡! 〈H
l
1 ⊎ H l

2 ⊎ L
′;Hp

1 ⊎ Hp
2 ⊎ P

′; (H l
1 ⊎ H l

2 ⊎ L
′ = L) ∧ (Hp

1 ⊎ Hp
2 ⊎ P

′ =

P)∧G∧B; V〉. Using Def. 7 and Def. 14, we can now show that S!(σt) 
r′

! S!(τt)
or S!(σt) ≡! S!(τt).

2. The rules introduced in step 2 represent ApplyPersistent transitions.
Analogously to step 1, we show that σt 

r
t τt implies S!(σt) 

r′

! S!(τt) for some
rule r′ ∈ P or S!(σt) ≡! S!(τt).

3. Step 3 introduces further rules for both ApplyLinear and ApplyPersis-

tent transitions where a single persistent constraint in the store matches with
several head constraints.

For example, the state 〈∅; c(0);⊤; ∅〉 applies to the rule c(X), c(Y ) ⇔ d(X,Y )
in ω!, since 〈∅; c(0);⊤; ∅〉 ≡! 〈∅; c(0), c(0);⊤; ∅〉. Step 2 of the embedding intro-
duces the rule c(p,X), c(p, Y ) ⇔ d(p,X, Y ) and step 3 furthermore introduces
c(p,X) ⇔ X = Y |d(p,X, Y ) which matches with the ωt state 〈∅; c(p, 0);⊤; ∅〉V

k .
Note that the strengthening of the guard might result in a redundant rule: For
the rule c(X), c(Y ) ⇔ X > Y | d(X,Y ), the rule c(p,X) ⇔ ⊥|d(p,X, Y ) is
introduced which cannot be fired by definition.

To proof soundness, let σ = 〈L; {c(p, t̄), c(p, t̄′)} ⊎ P; B; V〉 and let σ′ =
〈L; {c(p, t̄)} ⊎ P; B; V〉 such that σ 

r
! τ for some τ . If CT |= ∀(B → t̄ = t̄′), we

have σ ≡! σ′ and hence σ′


r
! τ . The soundness of the rules introduced in step 3

is thus reduced to the soundness of those from step 1 and step 2.
4. The rules introduced in step 4 enforce a minimal representation of the

persistent store. As S!(〈G; {c(t̄), c(t̄)} ⊎ P; B; T〉V

k ) ≡! S!(〈G; {c(t̄)} ⊎ P; B; T〉V

k ),
they are invariant to soundness.

From 1-4 follows that σt 
∗
t τt implies S!(σt) 

∗
! S!(τt).
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Now assume that τt is a fixed point w.r.t. JPK. This implies that for every
possible match (if any) between sequences of constraints H1,H2 in τt and a rule
r in JPK, there is a token (r, id(H1) + id(H2)) in the propagation history Tτ

inhibiting the firing of r. It follows that r is of the form r @ l(H l
1) ⊎ p(Hp) ⇒

G | p(Bc)⊎Bb and that p(Bc) and Bb are already contained in τt from an earlier
firing of r. Hence, for every possible match (if any) between constraints in S!(τt)
and a rule r′ in P, the firing of r′ is inhibited by the irreflexivity condition. Thus,
S!(τt) is a fixed point w.r.t. P.

So finally, if from σt = 〈l(L) ⊎ p(P) ⊎ B; ∅;⊤; ∅〉V
0 we can derive a fixed

point τt = 〈∅; C; B′; T〉V
n where chr(C) = l(L′) ⊎ p(P′), then from the ω! state

〈L; P;B; V〉 we can derive a fixed point 〈L′; P′; B′; V〉. It follows by Def. 17 that
for any goal G ∧ B, we have At

JPK(G ∧ B) ⊆ A!
P(G ∧ B).

Completeness: The Introduce and Solve rules of ωt guarantee that for every
σt ∈ Σt there exists T, k such that

S!(σt) = 〈L; P; B; V〉 ⇒ σt 
∗
t 〈∅; C; B; T〉V

k s.t. chr(C) = l(L) ⊎ p(P) (1)

With respect to ApplyLinear, assume σt = 〈∅; C; B; T〉V

k , σ! = 〈L; P; B; V〉,
τ! such that chr(C) = l(L)⊎p(P), and a rule r @ H l

1⊎Hp
1 \H l

2⊎Hp
2 ⇔ G | Bc, Bb

such that σ! 
r
! τ!.

From σ! 
r
! τ! follows that σ! ≡! σ′

! = 〈H l
1 ⊎H l

2 ⊎L
′;Hp

1 ⊎Hp
2 ⊎P

′;G∧B
′; V〉

and τ! ≡! τ ′
! = 〈H l

1 ⊎ Bc ⊎ L
′;Hp

1 ⊎ Hp
2 ⊎ P

′;G ∧ B
′ ∧ Bb; V〉, where H l

2 6= ∅ and
ȳ, ȳ′ are the local variables of σ!, σ

′
!. We assume w.l.o.g. that ȳ, ȳ′ are disjoint.

Hence, Thm. 2 implies:

CT |= ∀(B → ∃ȳ′.((L = H l
1 ⊎ H l

2 ⊎ L
′) ∧ (P ⊲⊳ Hp

1 ⊎ Hp
2 ⊎ P

′) ∧ B
′ ∧ G))) (2)

CT |= ∀((B′ ∧ G) → ∃ȳ.((L = H l
1 ⊎ H l

2 ⊎ L
′) ∧ (P ⊲⊳ Hp

1 ⊎ Hp
2 ⊎ P

′) ∧ B))) (3)

By step 1 of our encoding, JPK contains a rule

r′ @ l(H l
1) ⊎ p(Hp

1 ) ⊎ p(Hp
2 ) \ l(H l

2) ⇔ G | l(Bc), Bb

We aptly decompose L into three components L = H l
1
′
⊎ H l

2
′
⊎ L

′′ such that:

L = H l
1 ⊎ H l

2 ⊎ L
′ ⇒ (H l

1

′
= H l

1) ∧ (H l
2

′
= H l

2) ∧ (L′′ = L
′) (4)

It is not guaranteed that P ⊲⊳ Hp
1 ⊎Hp

2 ⊎ P
′ ⇒ (Hp

1 ⊎Hp
2 ) ⊆ P. However, we can

decompose P into two components P = Hp′ ⊎ P
′′ such that

P ⊲⊳ Hp
1 ⊎ Hp

2 ⊎ P
′ ⇒ (Hp′ ⊲⊳ Hp

1 ⊎ Hp
2 ) ∧ (Hp′ ⊆ Hp

1 ⊎ Hp
2 ) (5)

Step 3 then guarantees that JPK contains a rule

r′′ @ l(H l
1) ⊎ p(Hp) \ l(H l

2) ⇔ G′ ∧ G | l(Bc), Bb

such that
CT |= G′ ↔ Hp ⊲⊳ Hp

1 ⊎ Hp
2 (6)
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and
P ⊲⊳ Hp

1 ⊎ Hp
2 ⊎ P

′ ⇒ Hp′ = Hp (7)

Applying (7),(5), and (6) gives us

CT |= (P ⊲⊳ Hp
1 ⊎ Hp

2 ⊎ P
′) ⇒ G′ (8)

Hence, from (2), we get

CT |= ∀(B → ∃ȳ′.((L = H l
1⊎H l

2⊎L
′)∧ (P ⊲⊳ Hp

1 ⊎Hp
2 ⊎P

′)∧G′∧B
′∧G))) (9)

By Def. 7, we can thus derive σt 
r′′

t τt for

τt = 〈l(Bc) ⊎ Bb; C
′; B ∧ (B̃ ∧ G′ ∧ B

′ ∧ G; T′〉V

k

for some T
′ and where chr(C′) = l(H l

1
′
⊎ L

′′) ⊎ p(Hp′ ⊎ P
′′) and B̃ = (L =

H l
1 ⊎ H l

2 ⊎ L
′) ∧ (P ⊲⊳ Hp

1 ⊎ Hp
2 ⊎ P

′). Consequently,

S!(τt) = 〈H l
1

′
⊎ L

′′ ⊎ Bc;H
p′ ⊎ P

′′; B ∧ B̃ ∧ G′ ∧ B
′ ∧ G ∧ Bb; V〉

Applying (4) and Def. 12.1 gives us:

S!(τt) ≡ 〈H l
1 ⊎ L

′ ⊎ Bc;H
p′ ⊎ P

′′; B ∧ B̃ ∧ G′ ∧ B
′ ∧ G ∧ Bb; V〉

Since P = Hp′ ⊎ P
′′, we can apply the matching (P ⊲⊳ Hp

1 ⊎ Hp
2 ⊎ P

′) we find in
the guard to get

S!(τt) ≡ 〈H l
1 ⊎ L

′ ⊎ Bc;H
p
1 ⊎ Hp

2 ⊎ P
′; B ∧ B̃ ∧ G′ ∧ B

′ ∧ G ∧ Bb; V〉

As the variables in ȳ, ȳ′ are disjoint, we apply (3), (8), and Def. 12.2 to receive:

S!(τt) ≡ 〈H l
1 ⊎ L

′ ⊎ Bc;H
p
1 ⊎ Hp

2 ⊎ P
′; B′ ∧ G ∧ Bb; V〉 = τ!

We proceed similarly for ApplyPersistent. Hence, for any σt ∈ Σt, τ! ∈ Σ!

such that S!(σt) 
r
! τ!, there exists a τt ∈ Σt s.t. σt t τt and S!(τt) ≡! τ!.

Fixed points: Assume that σ! = 〈L; P; B; V〉 is a fixed point in ω!. According to
Def. 14, one of the following applies: (1) There is no rule r @ H l

1⊎Hp
1 \H

l
2⊎Hp

2 ⇔
G | Bc, Bb in P such that σ! ≡! 〈H

l
1 ⊎Hp

1 ⊎L
′;Hp

1 ⊎Hp
2 ⊎P

′;G∧B
′; V〉. (2) Such

a rule exists but its application violates the non-reflexivity condition, i.e. for the
hypothetical follow-up state τ!, we have σ! ≡! τ!.

Now consider a state σt s.t. S!(σt) = σ!. Hence, it is of the form σt =
〈∅; C; B; T〉Vk s.t. chr(C) = l(L) ⊎ p(P). In case (1), no rules in JPK are applica-
ble to σt = 〈∅; l(L) ⊎ p(P); B; T〉Vk , except for those of the form c(t̄) \ c(t̄) ⇔ ⊤.
The program will quiesce in a state σ′

t s.t. S!(σ
′
t) ≡! σ! after finitely many appli-

cations of such rules. In case (2) – assuming a non-pathological CHR program –
all possible applications are of the type ApplyPersistent (cf. Lemma 8) . Con-
sequently, all rules applicable to σt in JPK are of the form r′ @ l(H l

1)⊎ p(Ĥp) ⇒
G | p(Bc) ⊎ Bb or c(t̄) \ c(t̄) ⇔ ⊤.
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For each such rule r′ @ l(H l
1)⊎p(Ĥp) ⇒ G | p(Bc)⊎Bb, we can tell by σ! ≡! τ!

that p(Bc) is contained in p(P) and Bb is contained in B. Hence, we can apply r′

to σt, followed by finitely many applications of rules of the form c(t̄) \ c(t̄) ⇔ ⊤
to finitely derive a state τt = 〈∅; C; B′; T′〉Vk′ such that S!(σt) ≡! S!(τt) and r′

is not applicable to τt. We repeat this for every applicable rule r′. After finitely
many such sequences of derivation steps, no such rule remains applicable. Thus,
we can finally derive a fixed point τt

′ such that S!(σt) ≡! S!(τt
′).

It follows by Def. 17 that for any goal G∧B, we have A!
P(G∧B) ⊆ At

JPK(G∧

B).
⊓⊔

Example 2 (Termination Correspondence). The termination behavior of ω! pro-
grams encoded in ωt, via the encoding used to prove Lemma 14, changes. Con-
sider a program P consisting only of the rule a =⇒ a that is clearly terminating
in ω!. It’s corresponding encoded program JPK is given below.

r1 @ a(l) =⇒ a(p)
r2 @ a(p) =⇒ a(p)
r3 @ a(p)\a(p) ⇔ ⊤

It is an acceptable encoding according to Definition 18, and hence, answers
are preserved. Nevertheless, there exists the following infinite computation.

σ = 〈a(l); ∅;⊤; ∅〉∅0
t 〈∅; a(l)#0;⊤; ∅〉∅1


r1

t 〈a(p); a(l)#0;⊤; {(r1, 0)}〉∅1
t 〈∅; a(l)#0, a(p)#1;⊤; {(r1, 0)}〉∅2


r2

t 〈a(p); a(l)#0, a(p)#1;⊤; {(r1, 0), (r2, 1)}〉∅2
t 〈∅; a(l)#0, a(p)#1, a(p)#2;⊤; {(r1, 0), (r2, 1)}〉∅3


r2

t 〈a(p); a(l)#0, a(p)#1, a(p)#2;⊤; {(r1, 0), (r2, 1), (r2, 2)}〉∅3
t . . .

The reason for this difference is found in rules r2 and r3: they enforce set se-
mantics on the constraints, supposedly corresponding to irreflexivity in ω!. How-
ever, the non-determinism of ωt seems to hinder proper enforcing of irreflexivity
via rules.

Lemma 15 (ωp 6→ ω!). There exists no acceptable encoding of ωp into ω!.

Proof. Follows from [21]. Note that [21] considers only data sufficient answers,
however, as there exists no acceptable encoding of the program given in their
proof, the negative result carries over to the generic case of answers. ⊓⊔

Lemma 16 (ω! → ωp). There exists an acceptable encoding of ω! into ωp.

Proof. We show how to encode any ω! program P in ωp. For every n-ary con-
straint c/n in P, there exists a constraint c/(n + 1) in JPK. In the follow-
ing, for a multiset of user-defined ω!-constraints M = {c1(t̄1), . . . , cn(t̄n)} let
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l(M) = {c1(l, t̄1), . . . , cn(l, t̄n)}, p(M) = {c1(p, t̄1), . . . , cn(p, t̄n)}, and c(M) =
{c1(c, t̄1), . . . , cn(c, t̄n)}. The encoded program JPK is constructed as follows:

Apply rules 1-3 from the proof of Lemma 14, but in rule 2 replace p(Bc) with
c(Bc). Assign to each of these rules the constant priority 3. Additionally, add the
following rules to JPK for each constraint c/n where t̄ is a sequence of n different
variables:

1 :: c(p, t̄)\c(c, t̄) ⇔ ⊤
2 :: c(c, t̄) ⇔ c(p, t̄)

The translation of goals is defined as JL∧!PKg ::= l(L) ∧ p(P).
Soundness: Let S! : Σp → Σ!, σp = 〈l(L) ⊎ p(P) ⊎ c(Pc) ⊎ B

′; C; B; T〉V

k 7→ 〈L ⊎
L
′; P⊎P

′⊎Pc⊎P
′
c; B∧B

′; V〉 where chr(C) = l(L′)⊎p(P′)⊎c(P′
c). In the following,

we will show that for all σp, τp ∈ Σp, σp 
∗
p τp implies S!(σp) 

∗
! S!(τp).

The proof is analogous to Lemma 14 for the rules of priority 3. As c(t̄) ⊲⊳
c(t̄) ⊎ c(t̄) rules of priority 1 and 2 are invariant to S!.

Now assume τp is a fixed point w.r.t. JPK. Analogously to Lemma 14, S!(τp)
is a fixed point w.r.t. P. The only difference being c(Bc) in the body instead of
p(Bc), but rules of priority 1 and 2 would then be applicable to convert c(Bc) into
p(Bc) modulo set semantics. Therefore, it follows that Ap

JPK(JGKg) ⊆ JA!
P(G)Kg.

Completeness: Analogously to Lemma 14 we have that for any σp ∈ Σp, τ! ∈
Σ! such that S!(σp) 

r
! τ!, there exists a τp ∈ Σp such that σp 

∗
p τp and

S!(τp) ≡! τ!. The only change to the proof is that after applying a rule of the
encoded program we also apply all possible Introduce and Solve transitions,
as well as all rule applications with priorities 1 and 2 (all these operations are
invariant to S!). Hence, the resulting state τp contains only identified constraints
whose first argument is either l or p. All constraints with argument c are either
replaced by the corresponding one with argument p by the rule of priority 2, or
they are removed, because a corresponding constraint already exists.

Now assume σ! = 〈L; P; B; V〉 is a fixed point of P, then there exists σp ∈ Σp

with S!(σp) = σ!. There are two possible cases:

1. σ! is not equivalent to a state applicable to any rule r in P
2. all rule applications would violate irreflexivity

In case 1, σp clearly is a fixed point as well (otherwise the above soundness result
violates the assumption).

Therefore, consider case 2. We assume non-pathological programs, so that,
according to Lemma 8, ApplyLinear never violates irreflexivity. Hence, there
exists a rule in JPK:

3 :: r′ @ l(H l) ⊎ p(Hp) =⇒ G | c(Bc), Bb

In the following, for a set M of constraints let #M denote the corresponding
set of identified constraints. Assume σp is no fixed point, then σp = 〈∅;#l(Ĥ l)∪

#p(Ĥp) ∪ C; B; T〉V

k and CT |= ∀(B → (A ∧ G)) with σp 
r′

p τp = 〈c(Bc) ⊎

Bb;#l(Ĥ l) ∪ #p(Ĥp) ∪ C; B ∧ A; T′〉V

k , where A ::= chr(#l(Ĥ l)) = l(H l) ∧

chr(#p(Ĥp)) = p(Hp). Applying Introduce and Solve we get τp 
∗
p 〈∅;#l(Ĥ l)

∪ #p(Ĥp) ∪ C ∪ #c(Bc); B ∧ Bb ∧ A; T′〉V
m.
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The rule r′ corresponds to a rule r in P and σ! is applicable to r, except
for irreflexivity (this follows from soundness). The irreflexivity and Theorem 2
imply CT |= B → ∃x̄.(Hp ⊲⊳ Hp ⊎Bc)∧B∧Bb. Therefore, CT |= (B∧Bb ∧A) →
(Ĥp ⊲⊳ Ĥp⊎Bc). It follows that CT |= (B∧Bb∧A) → ∀c(c, t̄) ∈ c(Bc).∃c(p, t̄′) ∈
p(Ĥp).t̄ = t̄′.

Therefore, for each c(c, t̄) ∈ c(Bc) we can apply the corresponding rule of
priority 1 :: c(p, t̂)\c(c, t̂) ⇔ ⊤, as CT |= ∀(B ∧ Bb ∧ A → ∃x̄.(chr(c(p, t̄′)) =
c(p, t̂)∧ chr(c(c, t̄)) = c(c, t̂))). Therefore, each constraint in c(Bc) is removed by
rules of priority 1 and we get σp 

∗
p 〈∅;#l(Ĥ l) ∪ #p(Ĥp) ∪ C; B; T′〉V

m = τ ′
p,

such that the above rule application is prohibited by T
′.

Hence, we can w.l.o.g. choose τ ′
p as σp above and repeat the argument. There-

fore, we get a state in which the token store prohibits firing any more propagation
rules. As no other rules are applicable either, this state is a fixed point corre-
sponding to σ! as well. ⊓⊔

Lemma 17 (ω! 6→ ωe). There exists no acceptable encoding of ω! into ωe.

Proof. Consider the ω! program P = (a ⇒ b). Since A!
P = {a∧!b}, an accept-

able encoding has to satisfy Am
JPK(JaKg) = {Ja∧!bKg} = {JaKg ∧ JbKg}. Therefore,

〈JaKg;⊤; ∅〉 
+
e 〈JaKg ∧ J!bKg;B; ∅〉 where the result state has to be a non-failed

final state, which is a contradiction to the monotonicity of ωe. ⊓⊔

Lemma 18 (ωe → ω!). There exists an acceptable encoding of ωe into ω!.

Proof (Sketch). Replace propagation rules with simplification rules that contain
a copy of the head in their bodies. ⊓⊔

6 Discussion

In this section, we discuss our insights on the behavior of ω! in comparison with
existing operational semantics.

6.1 Termination Behavior

Our proposed operational semantics ω! exhibits a termination behavior different
from ωt, ωp, and ωe. Compared to ωe, we have solved the problem of trivial non-
termination of propagation rules, whereas any program terminating in ωe also
terminates in ω!. With respect to ωt and ωp, we found programs that terminate
in ω! but not in ωt and ωp, and vice versa.

Example 3. Consider the following program for computing the transitive hull of
a graph.

r @ e(X,Y ), e(Y,Z) =⇒ e(X,Z)

Due to the presence of propagation rules, this program is non-terminating
under ωe. Under ωt and ωp, termination depends on the initial goal: It is shown in
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[22] that this program terminates for acyclic graphs. However, goals containing
cyclic graphs, such as 〈(e(1, 2), e(2, 1)); ∅;⊤; ∅〉∅0, entail non-terminating behavior:

〈e(1, 2), e(2, 1); ∅;⊤; ∅〉V
0


∗
t 〈∅; e(1, 2)#0, e(2, 1)#1;⊤; ∅〉V

2


r
t 〈e(1, 1); e(1, 2)#0, e(2, 1)#1;⊤; {(t, 0, 1)}〉V

2

t 〈∅; e(1, 2)#0, e(2, 1)#1, e(1, 1)#2;⊤; {(t, 0, 1)}〉V
3


r
t 〈e(1, 2); e(1, 2)#0, e(2, 1)#1, e(1, 1)#2;⊤; {(t, 0, 1), (t, 2, 0)}〉V

3

t . . .

Under ω!, the previous goal terminates after computing the transitive hull.

〈{e(1, 2), e(2, 1)}; ∅;⊤; ∅〉


t
! 〈{e(1, 2), e(2, 1)}; {e(1, 1)};⊤; ∅〉


∗
! 〈{e(1, 2), e(2, 1)}; {e(1, 1), e(1, 2), e(2, 1), e(2, 2)};⊤; ∅〉 6!

This is in fact true for all possible inputs:

Proposition 1. Under ω!, the transitive hull program terminates for every pos-
sible input.

Proof. The only rule r propagates constraints of type e/2, which are necessarily
persistent. The propagated constraints contain only the arguments X,Z, received
as arguments in the rule head. No new arguments are introduced. Any given
initial state contains a finite number of arguments. From these, only finitely
many different e constraints can be built. As rule application is irreflexive, the
computation therefore has to stop after a finite number of transition steps. ⊓⊔

Nevertheless, program termination in ω! is not strictly stronger than that in
ωt or ωp, as the following counterexample shows:

Example 4. Consider the following exemplary CHR program.

r1 @ a =⇒ b
r2 @ c(X), b ⇔ c(X+1)

The program terminates in ωt (and ωp): As there can only be a finite number
of a-constraints in the initial goal, rule r1 will create but a finite number of
b-constraints. These will be consumed by rule r2 in finite time, followed by
quiescence:

〈(a, c(X)); ∅;⊤; ∅〉
{X}
0


∗
t 〈∅; {a#0, b#1, c(X)#2};⊤; {(r1, 0)}〉

{X}
3


r2
t 〈c(X+1); {a#0};⊤; {(r1, 0)}〉

{X}
3

t 〈∅; {a#0, c(X+1)#3;⊤; {(r1, 0)}〉
{X}
4 6t



26 Hariolf Betz, Frank Raiser, and Thom Frühwirth

In contrast, the same program exhibits non-terminating behavior in ω!, as
the following infinite derivation shows:

〈{a, c(X)}; ∅;⊤; {X}〉


r1
! 〈{a, c(X)}; {b};⊤; {X}〉


r2
! 〈{a, c(X+1)}; {b};⊤; {X}〉


r2
! 〈{a, c(X+2)}; {b};⊤; {X}〉


r2
! . . .

6.2 Limitations of the current approach

As specified in Sect. 3, our approach requires range-restricted programs. In the
following we explain why a naive extension to the full segment of CHR by drop-
ping the restriction to range-restricted programs would violate both soundness
and completeness.

We recall that a persistent constraint is a finite representation of an ar-
bitrary number of identical constraints, such as a propagation rule from the
range-restricted segment may generate under ωe once it is applicable. Under the
same conditions, however, a propagation rule with local variables would generate
an arbitrary number of nearly but not quite identical constraints, as the local
variables would be renamed apart between any two of those nearly identical
constraints. Consider the following example:

r1 @ a =⇒ b(X)
r2 @ b(X), b(X) ⇔ c

When executed with the initial goal a, this program causes the following infinite
derivation under ωe.

〈a;⊤; ∅〉


r1

e 〈a, b(X ′);⊤; ∅〉


r1

e 〈a, b(X ′), b(X ′′);⊤; ∅〉 
r1

e . . .

The variables X ′,X ′′, . . . are distinct from each other and from the variable X
which occurs in the rule body. Thus, it is impossible to derive the constraint c
from goal a under ωe.

Under the current approach, we cannot finitely represent an arbitrary number
of such nearly identical constraints. A naive extension of ω! to the full segment
of CHR as specified above would discard the distinction between the two types
of generated constraints altogether.

With respect to our example, the following derivation would be possible:

〈{a}; ∅;⊤; ∅〉


r1

! 〈{a}; {b(X ′)};⊤; ∅〉 ≡! 〈{a}; {b(X
′), b(X ′)};⊤; ∅〉


r2

! 〈{a}; {b(X ′), b(X ′), c};⊤; ∅〉

We assume that a non-naive extension to the full segment of CHR preserving
soundness and completeness is possible, though it is beyond the scope of this
paper.
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6.3 Related Work

In [23] the set-based semantics ωset has been introduced. Its development was,
among other considerations, driven by the intention to eliminate the propa-
gation history. Besides addressing the problem of trivial non-termination in a
novel manner, it reduces non-determinism similarly to the refined operational
semantics ωr [13]. In ωset, a propagation rule cannot be fired infinitely often for
a possible matching. However, multiple firings are possible, the exact number
depending on the built-in store.

The authors of [23] justify their set-based approach by the following state-
ment:

“When working with a multi-set-based constraint store, it appears
that propagation history is essential to provide a reasonable semantics.”

Our approach can be understood as a compromise since we avoid a propagation
history by imposing an implicit set semantics on persistent constraints. The dis-
tinction between linear and persistent constraints, however, allows us to restrict
the set behavior to those constraints, whereas the multiset semantics is preserved
for linear constraints.

Linear logical algorithms [15] (LLA) is a programming language based on
bottom-up reasoning in linear logic, inspired by logical algorithms [24]. The first
implementation of logical algorithms was realized in CHR with rule priorities
[25].

Our proposed operational semantics ω! is related to LLA [15], but displays
significant differences: Firstly, the notion of a constraint theory with built-in
constraints is absent in LLA. Secondly, LLA rules are restricted such that per-
sistent propositions cannot be derived multiple times, whereas ω! makes no such
restriction and solves this problem via the irreflexive transition system. Thirdly,
LLA requires a strict separation of propositions into linear and persistent ones.
In ω! a CHR constraint can occur in the linear store, in the persistent store, or
both.

On the other hand, the separation of propositions in LLA allows the corre-
sponding rules to freely mix linear and persistent propositions in bodies. This is
not directly possible with our approach, as CHR constraints in a body are either
added as linear or persistent constraints.

7 Conclusion and Future Work

The main motivation of this work is the observation that CHR research spans
a spectrum ranging from an analytical to a pragmatic end: on the analytical
side of the spectrum, emphasis is put on the formal aspects and properties of
the language while on the pragmatic side, it is put on implementation and ef-
ficiency. A variety of operational semantics has been brought forth in the past,
each aligning with one side of the spectrum. In this work we propose the novel
operational semantics ω!, heeding both analytical and pragmatic aspects. Unlike
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other operational semantics with a strong analytical foundation, ω! thus provides
a terminating execution model and may be implemented as is.

Our operational semantics ω! is based on the concept of persistent constraints.
These are finite representations of an arbitrarily large number of syntactically
equivalent constraints. They enable us to subsume trivially non-terminating com-
putations in a single derivation step.

We proved soundness and completeness of our operational semantics ω! with
respect to ωe. The latter stands exemplarily for analytical formalizations of the
operational semantics, thus providing a strong analytical foundation for ω!. This
facilitates program analysis and formal proofs of program properties.

Applying Shapiro’s concept of acceptable encodings [20], we compared the
expressivity of ω! with respect to the operational semantics ωe, ωt, and ωp. One
significant result is a faithful encoding of ω! into ωp, which may effectively serve
as an implementation of ω!.

In its current formulation, ω! is only applicable to range-restricted CHR
programs – a limitation we plan to address in the future. Furthermore, similar
to ωt being the basis for numerous extensions to CHR [17], we plan to investigate
the effect of building these extensions on ω!.

In a concurrent environment, some kind of conflict resolution is required for
the case that multiple rules try to remove the same constraint. For example,
in [10] a transaction-based approach is used, leading to a rollback, if the first
evaluated rule application removed the constraint. The formulation of the Ap-
plyPersistent transition reveals that for persistent constraints, no such conflicts
have to be taken into account. A closer investigation of potential benefits of the
persistent constraint approach in concurrent settings remains to be conducted.
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