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ABSTRACT
Companies from various industrial branches, such as car manufacturers, strive to implement continuous integration into their chain of development to ensure the quality of their systems by testing and re-testing their systems after each update. However, testing all configurations from a highly-configurable software system is not feasible due to the combinatorial-explosion problem. Numerous sampling algorithms have been proposed, which aim at computing a considerably smaller yet sufficiently representative set of configurations to be tested. Those algorithms are typically evaluated with regard to efficiency (i.e., number of configurations in a sample) and computational effort for generating a sample) and effectiveness (i.e., feature-interaction coverage or number of faults detected). In this paper, we argue that a further crucial characteristic of sampling algorithms is their tendency to produce similar configurations when applied consecutively to an evolving configurable system. We propose sampling stability as a new evaluation criterion for sampling algorithms. We present a procedure to compute the sampling stability of sampling algorithms based on the similarity between consecutive samples. In our evaluation, we compare the sampling stability of multiple established t-wise sampling algorithms on large real-world systems.
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• Software and its engineering → Software product lines; Software evolution.
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1 INTRODUCTION
Configurable systems evolve frequently to adapt to changing customer needs. However, every evolution may potentially introduce new faults or unwanted behavior in existing functionality, which may break parts of the system. To decrease the risk of introducing faults during evolution, continuous integration (CI) is a promising approach. Continuous integration is an iterative procedure that consists of four repeating phases: develop, commit, build, and test [13, 14, 29, 37]. In addition, it makes use of regression testing, which re-uses test assets from each CI-cycle to potentially improve testing efficiency and effectiveness of the next CI-cycle.

Still, effective testing for complex and highly-configurable systems is not trivial due to the well-known combinatorial-explosion problem [5, 6, 8, 28]. Real-world systems often comprise hundreds or even thousands of configuration options (i.e., features), leading to an enormous number of possible configurations, which makes testing every single configuration unfeasible in practice. To cope with the combinatorial-explosion problem, algorithms for configuration sampling have been proposed, which substantially reduce the number of configurations to be tested. They enable effective testing for highly-configurable systems with reasonable effort. Sampling algorithms aim to select a small subset of configurations of a configurable system that is still representative of the variability of the system [12, 23, 27, 40, 41]. Over the past two decades, various sampling algorithms have been proposed [2, 9, 19, 23]. One prominent sampling strategy beyond random sampling is combinatorial interaction testing [35], in which configurations are selected in such a way that they cover interactions between any t features [10, 11, 26].

Typically, the quality of sampling algorithms is assessed by measuring their efficiency (i.e., number of configurations in a sample and computational effort for generating a sample) and effectiveness (i.e., feature-interaction coverage and the number of faults detected) [27, 40]. However, these metrics fail to evaluate a property of sampling algorithms that is highly relevant for regression testing in continuous integration, namely sampling stability. After the evolution of a configurable system, a new sample needs to be generated for the CI testing phase. If already tested functionality is tested again, a similar sample should be used. If new functionality is tested, a sample containing still untested configurations is needed. Knowledge of a sampling algorithm’s tendency to produces similar samples (i.e., stable behavior), or dissimilar samples (i.e., unstable behavior) increases the confidence in the results of sample-based regression testing.

To this end, we propose the novel metric sampling stability for sampling algorithms, which is based on the similarity of samples for consecutive versions of a configurable system over time. According
to this metric, a sampling algorithm \( A \) is more stable than another sampling algorithm \( A' \), if \( A \) generates more similar samples for consecutive versions of a configurable system than \( A' \).

We evaluate the sampling stability of multiple sampling algorithms for combinatorial interaction testing, namely Chvatal [9], ICPL [18, 19], Incling [2], and YASA [21] on the full history and monthly snapshots of Busybox. Our evaluation shows that sampling stability depends on the algorithms’ implementation and the extent of changes between the feature model in the evolution history.

2 SAMPLE-BASED TESTING

In the following, we define fundamental terms for managing the variability of configurable systems.

2.1 Feature Models and Configurations

Users can configure a configurable system by selecting and deselecting features. The resulting set of selected and deselected features is called a configuration. Typically, there exist dependencies between features, such as one feature requiring or excluding another feature. The set of features and their dependencies can be represented by a feature model. A configuration is called valid if it satisfies all dependencies of a feature model and invalid otherwise. We formally define feature models and configurations as follows:

\[
\text{Definition II.1. Feature Model and Configuration} \quad \text{Let } \mathcal{F} \text{ denote the universe of feature names and } D_\mathcal{F} \text{ denote the set of propositional formulas (dependencies) over the feature set } \mathcal{F}. \text{ A feature model } M \text{ is a pair } M = (F, D), \text{ where } F \subseteq \mathcal{F} \text{ is a finite set of features and } D \subseteq D_\mathcal{F} \text{ is a finite set of dependencies over } F. \text{ A configuration } c \text{ is a tuple } c = (F_{\text{inc}}, F_{\text{exc}}), \text{ where } F_{\text{inc}}, F_{\text{exc}} \subseteq \mathcal{F} \text{ are two finite, disjoint sets of features, with } F_{\text{inc}} \text{ representing the selected (included) features and } F_{\text{exc}} \text{ representing the unselected (excluded) features. } C \text{ denotes the set of all possible configurations, } C = \{(F_{\text{inc}}, F_{\text{exc}}) \mid F_{\text{inc}} \subseteq F, F_{\text{exc}} = F \setminus F_{\text{inc}} \} \text{ and } C_M \subseteq C \text{ the finite set of all possible configurations with regard to a feature model } M, \text{ with } C_M = \{(F_{\text{inc}}, F_{\text{exc}}) \mid M = (F, D), F_{\text{inc}} \subseteq F, F_{\text{exc}} = F \setminus F_{\text{inc}} \}.
\]

We use a modified version of the Body Comfort System (BCS) case study as running example. The case study was originally developed by Müller et al. [30] and frequently used in experiments for configurable systems [25, 32, 34]. In Figure 1a, we show the feature model of our running example, represented as a feature diagram. The system is composed of a mandatory wiper functionality (Wiper), which can either have premium (Premium) or budget (Budget) quality. Each configuration of the running example contains a door system (Door_System) with optional power windows (Power_Window) and heatable mirrors (Heatable_Mirrors). Customers can order additional security functionality, such as a central locking system (CLS) and remote key control (RCK). However, the remote key control feature is only available if the system has the central locking system feature (RCK \( \Rightarrow \) CLS). In addition, customers can choose to have an infotainment system with Bluetooth (Bluetooth) and USB-ports (USB).

Using our notation from Def. II.1, the feature model can be represented as:

\[
M_{\text{BCS}} = \{\text{Wiper, Bluetooth, RCK, Premium, Budget}\}.
\]

2.2 Configuration Sampling

In sample-based testing, a configurable system is tested by deriving a subset of configurations from the set of all configurations (i.e., a sample) and then running tests against every configuration one-by-one [38]. Such a sample can either be created manually by a developer or automatically by a sampling algorithm, such as random sampling [31], t-wise sampling [11, 26, 33], and dissimilarity-based sampling [4]. We formally define a sample and sampling algorithm as follows:

\[
\text{Definition II.2. Sample and Sampling Algorithm} \quad \text{A sample } S \text{ is a finite set of configurations } S = \{c_1, \ldots, c_n\} \text{ such that every configuration } c \in S \text{ corresponds to the same feature model } M \in \mathcal{M} \text{ (i.e., } \exists M \in \mathcal{M} : S \subseteq C_M). \text{ } S \text{ denotes the set of all possible samples, } S = \{S \mid M \in \mathcal{M}, S \subseteq C_M\}. \text{ A sampling algorithm } \mathcal{A} \text{ is a function } a : \mathcal{M} \rightarrow S \text{ that maps a feature model } M \in \mathcal{M} \text{ to a sample } S \in S \text{ with } S \subseteq C_M \text{ denoted } a(M) = S. \text{ A denotes the set of all possible sampling algorithms.}
\]

In the following, we assume that all configurations in a sample are valid with regard to the feature model used as input for the sampling algorithm.

2.3 Sample-based Testing in Continuous Integration

In modern system development, system quality is typically assured by CI. The development follows four phases, develop, commit, build, and test [13]. Due to the combinatorial explosion problem, it is not feasible to build and test all products of a configurable system. We extend the typical CI cycle by a sample phase in which a sample for testing is created. We exemplify the process of sample-based CI with our running example shown in Figure 1. (1) The developers change the original version of our running example (cf. Figure 1a) and introduces the functionalities for cruise control (marked by the colored rectangle) in the Development Phase. (2) They commit the new feature model (cf. Figure 1b) to a version control system, as part of the Commit Phase. (3) All possible configurations of the system cannot be built. Therefore, a sampling algorithm is used to select a representative subset of all configurations in the Sampling Phase. (4) The selected configurations are built during Build Phase. (5) All configurations of the sample are tested in the Test Phase.

To realize the two other evolution steps of our running example, the CI-cycle starts again with Phase 1. The feature model of our running example does not change in the second evolution step of our running example. Instead, the already existing feature Cruise_Control gets a software update. The update is indicated by an orange circle in Figure 1c. In Figure 1d, we show the fourth version of our running example. During the evolution, the Voice_Control feature
is added. In addition, the constraint that Voice_Control can only be selected if Bluetooth is selected is added as well.

In Table 1, we show selected samples to test our BCS example after each evolution step according to different testing objectives. After the second evolution step, already tested configurations containing the Cruise_Control feature must be tested again because Cruise_Control was updated. Thus, Sample $S$ and Sample $S'$ of Table 1 are very similar to each other. Sample $S''$ contains dissimilar configurations to sample $S'$ because the newly introduced feature Voice_Control that must be tested. The relation between the samples $S$, $S'$, $S''$ reflects the two use cases of sample-based regression testing. (1) Two samples must be as similar as possible to re-test existing functionality, or (2) they must be as dissimilar as possible to explore still uncovered functionality.

3 PROBLEM STATEMENT

For efficient use of sample-based regression testing in CI, knowledge about the similarity of samples is required. As of now, it is not possible to choose sampling algorithms to support different use cases of sample-based regression testing because of the following challenges:

1. **There is no established metric to compute the similarity between samples.**
2. **There are no metrics on how stable, established sampling algorithms are.**

Consequently, testing activities cannot be supported by purposefully choosing a stable or unstable sampling algorithm.

To alleviate this problem, we propose a metric to calculate the similarity between two samples, based on the similarity of configurations. In addition, we propose sampling stability to discriminate sampling algorithms based on whether they calculate similar samples or not. After updating existing functionality (i.e., no change in the feature model), a sampling algorithm with a high sampling stability can be chosen to assure that already tested functionality is tested again. In case new features are introduced to the feature model, a sampling algorithm with lower sampling stability can be chosen to ensure that the new functionality of the system is tested.

4 STABILITY OF SAMPLING ALGORITHMS

In the following, we present sampling similarity as a metric to measure the similarity between samples, which forms the basis for determining sampling stability.

4.1 Formal Definitions

We begin with defining sampling stability with regard to a sequence of feature models. A sampling algorithm that reaches the maximal sampling stability value calculates an identical sample for each feature model. A sampling algorithm that reaches a minimal sampling stability calculates a disjoint sample for each feature model in the sequence. The sampling stability value is influenced by how much the feature models in sequence change over time. For instance, if the feature models in the sequence are identical, a sampling algorithm may achieve a sampling stability value of 1. However, if the feature models in the sequence change allot, the sampling stability value will be low.

**Definition IV.1. Sampling Stability** Sampling stability is a function $\text{stab}_a : \mathbb{A} \times \mathbb{M}^n \rightarrow [0,1]$ for $n \in \mathbb{N}, n \geq 2$ that quantifies the stability of a sampling algorithm $a \in \mathbb{A}$ with regard to a sequence of feature models $M = (M_1, \ldots, M_n) \in \mathbb{M}^n$ with a real value between 0 and 1, where 0 represents minimal and 1 maximal stability.
We calculate the similarity between two samples as a value between 0 and 1. A maximal sample similarity value is reached if both samples contain only identical configurations and have the same size. The minimal sample similarity value is reached if both samples are disjoint to each other.

**Definition IV.2. Sample Similarity** Sample similarity is a function \( ssim : S \times S \rightarrow [0, 1] \) that quantifies the similarity between two samples \( S, S' \in S \) with a real value between 0 and 1, where 0 represents minimal and 1 maximal similarity.

The sample similarity is based on the similarity between individual configurations of two samples. We calculate the similarity between two configurations by comparing their selected and deselected feature sets. A maximal configuration similarity value of 1 is reached when the sets of selected features and the sets of deselected features of both configurations are identical. A minimal configuration similarity of 0 is calculated when the selected and deselected feature sets of both configurations are disjoint to each other.

**Definition IV.3. Configuration Similarity** Configuration similarity is a function \( csim : C \times C \rightarrow [0, 1] \) that quantifies the similarity between two configurations \( c, c' \in C \) with a real value between 0 and 1, where 0 represents minimal and 1 maximal similarity.

Sampling stability depends on the similarity between the configurations of two samples. Here, it is important which configurations are compared to each other and how size differences between samples are handled. In order to compare configurations, we define a configuration matching. The configuration matching is a binary relationship between the configurations of two samples. A configuration is matched to at least one other configuration or a bottom value (⊥) if the configuration cannot be matched to another configuration. We define the configuration matching relation as follows:

**Definition IV.4. Configuration Matching** Given two samples \( S, S' \in S \), a configuration matching is a binary relation \( \subseteq S \cup \{\bot\} \times S' \cup \{\bot\} \setminus \{(\bot, \bot)\} \).

### 4.2 Configuration Similarity

Different metrics for configuration similarity exist that fit our definition in Def. IV.3. Henard et al. [16] use the Jacard Index [17] to compare configurations based on selected features. However, their approach neglects the set of deselected features, impacting the calculation of sample similarity later on. Instead, we use the metric defined by Al-Hajjaji et al. [4], which is an adapted version of the Hamming similarity [15] and considers both, selected and deselected features. In particular, we use the following definition:

\[
\text{csim}(c, c') = \frac{|F_{\text{inc}} \cap F'_{\text{inc}}| + |F_{\text{exe}} \cap F'_{\text{exe}}|}{|F_{\text{inc}} \cup F'_{\text{inc}} \cup F_{\text{exe}} \cup F'_{\text{exe}}|}
\]

### Table 1: Selected samples of the BCS after each evolution step

<table>
<thead>
<tr>
<th>Sample ( S ) (BCS Version 2)</th>
<th>Sample ( S' ) (BCS Version 3)</th>
<th>Sample ( S'' ) (BCS Version 4)</th>
</tr>
</thead>
</table>
| \( c_1 = \{\text{Wiper, Budget, Door System,}
\text{Power Window, Automatic Driving, Cruise Control},
\text{(Premium, Heatable Mirrors, Security, CLS, RCK, Infotainment, Bluetooth, USB, ACC)}\} \) | \( c_1' = \{\text{Wiper, Budget, Door System,}
\text{Power Window, Automatic Driving, Cruise Control},
\text{(Premium, Heatable Mirrors, Security, CLS, RCK, Infotainment, Bluetooth, USB, ACC)}\} \) | \( c_1'' = \{\text{Wiper, Budget, Door System,}
\text{Power Window, Infotainment, Bluetooth,}
\text{(Premium, Heatable Mirrors, Security, CLS, RCK, Voice Control, USB, Automatic Driving, Cruise Control, ACC)}\} \) |
| \( c_2 = \{\text{Wiper, Budget, Door System, Heatable Mirrors, Automatic Driving, Cruise Control, ACC},
\text{(Premium, Power Window, Security, CLS, RCK, Infotainment, Bluetooth, USB)}\} \) | \( c_2' = \{\text{Wiper, Budget, Door System, Heatable Mirrors, Automatic Driving, Cruise Control, ACC},
\text{(Premium, Security, CLS, RCK, Infotainment, Bluetooth, USB, ACC)}\} \) | \( c_2'' = \{\text{Wiper, Budget, Door System,}
\text{Heatable Mirrors, Automatic Driving, Cruise Control, ACC},
\text{(Budget, Power Window, Security, CLS, RCK, Voice Control, Bluetooth, Automatic Driving, Cruise Control, ACC)}\} \) |
| \( c_3 = \{\text{Wiper, Budget, Door System, Heatable Mirrors, Automatic Driving, Cruise Control, ACC},
\text{(Premium, Power Window, Security, CLS, RCK, Infotainment, Bluetooth, USB, ACC)}\} \) | \( c_3' = \{\text{Wiper, Premium, Door System, Heatable Mirrors, Automatic Driving, Cruise Control, ACC},
\text{(Budget, Power Window, Security, CLS, RCK, Infotainment, Bluetooth, USB)}\} \) | \( c_3'' = \{\text{Wiper, Budget, Door System,}
\text{Premium, Power Window, Heatable Mirrors, Infotainment, Bluetooth, Voice Control, Automatic Driving, Cruise Control, ACC},
\text{(Premium, Security, CLS, RCK, USB, ACC)}\} \) |
| \( c_4 = \{\text{Wiper, Premium, Door System, Heatable Mirrors, Automatic Driving, Cruise Control, ACC},
\text{(Budget, Power Window, Security, CLS, RCK, Infotainment, Bluetooth, USB)}\} \) | \( c_4' = \{\text{Wiper, Premium, Door System,}
\text{Heatable Mirrors, Automatic Driving, Cruise Control, ACC},
\text{(Budget, Voice Control, Automatic Driving, Cruise Control, ACC)}\} \) | \( c_4'' = \{\text{Wiper, Premium, Door System,}
\text{Power Window, Infotainment, Bluetooth,}
\text{Voice Control, Automatic Driving, Cruise Control, ACC},
\text{(Budget, Heatable Mirrors, Security, CLS, RCK, USB)}\} \) |
Table 2: Similarities matrix for Samples $S$ and $S'$.

<table>
<thead>
<tr>
<th></th>
<th>$c'_1$</th>
<th>$c'_2$</th>
<th>$c'_3$</th>
<th>$\perp$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>1.0</td>
<td>0.9375</td>
<td>0.8125</td>
<td>0.0</td>
</tr>
<tr>
<td>$c_2$</td>
<td>0.95</td>
<td>0.75</td>
<td>0.81</td>
<td>0.0</td>
</tr>
<tr>
<td>$c_3$</td>
<td>0.75</td>
<td>1.0</td>
<td>0.8</td>
<td>0.0</td>
</tr>
<tr>
<td>$c_4$</td>
<td>0.81</td>
<td>0.7</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$\perp$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Originally, the Hamming similarity counts the number of features that are selected and deselected in both configurations and divides the result by the total number of features. This approach is defined for configurations on the same feature set (i.e., $F_{\text{inc}} \cup F_{\text{exc}} = F'_{\text{inc}} \cup F'_{\text{exc}}$). However, in the context of feature model evolution, we need to compare configurations of different feature sets. Thus, we use the union of both feature sets from the two input configurations. In detail, we calculate the ratio of the number of common selected (i.e., $|F_{\text{inc}} \cap F'_{\text{inc}}|$) and common deselected features (i.e., $|F_{\text{exc}} \cap F'_{\text{exc}}|$) to the number of features in the combined feature set (i.e., $|F'_{\text{inc}} \cup F'_{\text{exc}}|$). So, features that are added and removed during evolution are considered in the similarity value. A feature that is only contained in one of the configurations automatically counts negatively towards the similarity of both configurations. Therefore, configurations can only reach a similarity of 1 if they consist of the same feature sets.

Calculating the similarity value for every pair of configurations between two samples results in a similarity matrix. In Table 2, we present the similarity matrix for our running example. It contains the calculated similarity values for all configuration pairs between Sample $S$ and Sample $S'$.

4.3 Configuration Matching

A similarity matrix contains all information to reason about the similarity between the two samples. However, taking the average of all values from the matrix does not lead to a meaningful result. Even if two samples contain two equal configurations, each of these configurations would be compared to every other configuration in the other sample, leading to an average similarity value of less than 1. Hence, we can compute sample similarity by finding a suitable configuration matching $map$ between two samples, which leads to a subset of similarity values from the matrix (cf. Def. IV.4). In general, we try to find the best matching partner for every configuration, and thus maximize the overall similarity score.

Finding a suitable configuration matching can be seen as a graph matching problem in a bipartite graph between two sets of configurations. Every configuration from one sample can be connected to every configuration from the other sample, where each connection between two configurations is weighted with their corresponding similarity value. Configurations may be matched such that each configuration is connected to at most one other configuration (i.e., exclusive matching) or that each configuration can be connected to multiple other configurations (i.e., non-exclusive matching). A non-exclusive matching allows that every configuration gets its best matching partner. However, size differences between the samples will be hidden. In contrast, an exclusive matching may result in unmatched configurations, which allows us to take size differences into account. To this end, we use an exclusive matching.

Finding the best exclusive matching in a bipartite graph is an NP-hard problem. Therefore, we use the Hungarian algorithm [20, 22], which is a greedy algorithm that computes an exclusive matching, aiming to maximize overall similarity while keeping computational effort feasible.

Applying the Hungarian algorithm to our running example yields the following configuration matching $map = \{(c_1, c'_1), (c_2, \perp), (c_3, c'_2), (c_4, c'_3)\}$. The configuration $c_2$ stays unmatched, because the samples $S$ and $S'$ have different sizes. In Table 2, we marked the corresponding sample similarity values in green.

4.4 Sample Similarity

Using a suitable configuration matching, we can determine a similarity value for two samples by calculating the similarity of all matched configuration pairs and aggregating the results (cf. Def. IV.2). When aggregating the configuration similarity values, we prefer to equally consider all values and take outliers into account as well. A simple and natural way to fulfill these requirements is to compute the arithmetic mean of all values. Other simple aggregations either neglect outliers, such as the geometric mean and median, or do not consider all values, such as minimum and maximum. We compute the sample similarity as follows:

$$ssim(S, S') = \frac{\sum_{(c, c') \in map} csim(c, c')}{|map_\perp|},$$

with

- $map = \{(c, c') | c \in S, c' \in S', (c, c') \in map\}$
- $map_\perp = \{(c, c') | c \in S \cup \{\perp\}, c' \in S' \cup \{\perp\}, (c, c') \in map\}$

In this way, we assign a value of 0 to all unmatched configurations. This reflects that a configuration without a match is most dissimilar to all other configurations in the opposite sample. This is in accordance with our decision to use exclusive matching to take size differences of samples into account. Applying this formula to our running example yields the following sample similarity values:

$$ssim(S, S') = 0.75$$
$$ssim(S', S'') = 0.49$$

4.5 Sampling Stability

As the last step for determining sampling stability, we need to aggregate the sample similarity values of a sequence of samples. Given a sampling algorithm and a sequence of feature models, we generate a corresponding sequence of samples. Then, we compute the sample similarity for each two consecutive samples in the sequence. Finally, we aggregate all sample similarity values to a sampling stability value using the arithmetic mean. Again, we prefer to equally consider all values and take outliers into account, which does not apply to other simple metrics, such as the minimum, maximum, or median. In summary, we compute sampling stability as:

$$stab_n(a, (M_1, \ldots, M_n)) = \frac{\sum_{i=1}^{n-1} ssim(a(M_i), a(M_{i+1}))}{n-1}$$

Regarding our example, this results in:

$$stab_3(a, (BCS_2, BCS_3, BCS_4)) = \frac{0.75 + 0.49}{2} = 0.62$$
The sampling stability of a given sampling algorithm depends not only on the algorithm itself, but also on the particular feature model sequence. More extensive changes in the feature model sequence make it harder for a sampling algorithm to calculate similar samples. Therefore, sampling stability will be generally lower for feature model sequences that include many changes per feature model.

5 EVALUATION
We evaluate our concepts of sampling stability and sample similarity by comparing various t-wise coverage sampling algorithms and a random sampling algorithm. Our main focus is to investigate the differences in sampling stability of those sampling algorithms. We consider the following research questions:

RQ1: Is there a difference in sampling stability for sampling algorithms achieving t-wise coverage and random sampling?
RQ2: Does the extend of changes between consecutive versions of feature models influence sampling stability?

5.1 Experiment Design
Our experiment compares the sampling stability of t-wise sampling algorithms. We use Chvatal [9], ICPL [18, 19], IncLing [2], and YASA [21]. In addition, we use the random sampling algorithm of FeatureIDE [3]. We apply each sampling algorithm to the history of a subject system, which results in a sequence of samples. For each sampling algorithm, we calculate the similarity values between all consecutive pairs of samples in the sample sequence. Thereafter, we calculate sampling stability for each sampling algorithm. To compensate for non-deterministic behavior in any algorithm, we repeat the sample process five times for each algorithm and subject system and aggregate the results respectively using the arithmetic mean.

5.2 Subject System
In our experiment, we use BusyBox\(^1\) as subject system. BusyBox is frequently used as a benchmark to evaluate concepts and tools in the domain of configurable systems [24]. To prepare our evaluation, we analyzed commits in the open-source Git repository of BusyBox in the time from 2007-05-20 to 2010-05-09. We discovered changes to the variability model of BusyBox in 3,714 commits. We extracted those commits from the repository and converted each into a Conjunctive Normal Form (CNF), stored in the DIMACS file format, using kClauser\(^2\) [35]. Each of the variability models contains more than 600 features.

The evolution history of BusyBox with multiple commits each day enables us to execute a thorough evaluation with a large enough dataset to arrive at a valid estimation of sampling stability for the used sampling algorithms. Multiple commits per day indicate that the feature model of BusyBox may not have changed much between single commits. Therefore, we evaluate our concept of sampling stability also on monthly snapshots of BusyBox in addition to the full BusyBox evolution history.

5.3 Results
Figure 2 shows the sample similarity values for each sampling algorithm. Figure 2a shows the sample similarity values for the full evolution history of BusyBox, while Figure 2b shows the sample similarity values for monthly snapshots. We structured both boxplots in the same way. The x-axis shows the names of all sampling algorithms analyzed in our experiment. The y-axis depicts sample similarity values from 0.5 to 1. We reduced the scaling of the y-axis because the relevant sample similarity values of all sampling algorithms are in this interval. For each sampling algorithm, a box shows the distribution of sample similarity values for the respective evolution history. For the full evolution history of BusyBox, Chvatal and ICPL produce samples with almost the same similarity between a minimum value of about 0.7 and a maximum value of about 0.85. YASA achieves sample similarity values in between 0.58 (minimum) and 0.71 (maximum), while IncLing produces samples with a minimum similarity of 0.57 and a maximum similarity of 0.69. The random sampling algorithm calculates samples with a similarity of 0.565 as a minimum and 0.575 as a maximum.

Table 3 shows the sampling stability values for random sampling and the sampling algorithms Chvatal, ICPL, IncLing, and YASA. We measure the lowest sampling stability values for the random sampling algorithm, with 0.57 on both the full evolution history and on monthly snapshots of BusyBox. IncLing has the second-lowest sampling stability, with sampling stability values of 0.62 for the full evolution history and 0.57 for monthly snapshots. The YASA sampling algorithm shows medium sampling stability with 0.64 (full history) and 0.62 (monthly snapshots). We measure the highest sampling stability for Chvatal (0.78 full history and 0.75 monthly snapshots) and ICPL (0.78 full history and 0.74 monthly snapshots).

Table 3: Sampling stability values for the complete history of BusyBox and the monthly snapshots.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>BusyBox Full History</th>
<th>BusyBox Monthly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>Chvatal</td>
<td>0.78</td>
<td>0.75</td>
</tr>
<tr>
<td>ICPL</td>
<td>0.78</td>
<td>0.74</td>
</tr>
<tr>
<td>IncLing</td>
<td>0.62</td>
<td>0.57</td>
</tr>
<tr>
<td>YASA</td>
<td>0.64</td>
<td>0.62</td>
</tr>
</tbody>
</table>

5.4 Discussion
In this section, we discuss our research questions based on our evaluation results.

RQ1: We evaluate whether there is a difference in sampling stability for sampling algorithms achieving t-wise coverage and random sampling. Our results show that we can distinguish between sampling algorithms achieving t-wise coverage and random sampling. Chvatal and ICPL show the highest sampling stability of the sampling algorithms that achieve t-wise coverage used in our experiment. Random sampling achieves the lowest sampling stability compared between the evaluated algorithms.

All sampling algorithms in our experiment use a greedy approach to create configurations that cover t-wise feature interactions. They vary in their feature selection to increase sampling efficiency and

\(^1\)https://busybox.net/
\(^2\)https://zenodo.org/record/2574218
In the case of IncLing and YASA, the chosen selection strategies improve the sampling efficiency but decrease the similarity between sample pairs. The new configurations fill the missing feature interactions, but the ordering for iterating over the interactions is random. This swapping mechanism introduces a degree of randomness to the sampling procedure, which may decrease the similarity between sample pairs.

Based on the insights about the sampling algorithms, we deduce that improving sampling efficiency and effectiveness by changing the selection strategy of feature interactions influences sampling stability. In the case of IncLing and YASA, the chosen selection strategies improve the sampling efficiency but decrease the similarity between samples. The correlation between sampling efficiency and sampling stability must be investigated in future work.

Our results show that the random sampling algorithm achieves the lowest sampling stability results in our experiment. The sample similarity of random sampling is about 0.57. A sample similarity of 0.5 could have different meanings. For instance, 50% of the configurations of a sample could have changed completely, the sample size between two consecutive samples could have increased or decreased by 50%, or 50% of the feature selection could have changed in each configuration for consecutive samples. Independent of the cause, a sample similarity value of 0.5 between consecutive samples is expected for a random sampling algorithm, which selects configurations randomly. Random sampling shows slightly higher sample similarity values, because certain features are required to be always selected or depend on other features to produce a valid product configuration (core and mandatory features). Thus, we deduce that the number of mandatory features and constraints between features also influences the sampling stability of sampling algorithms.

**RQ2:** We evaluate whether the extent of changes between consecutive feature models influences sampling stability of sampling algorithms. Based on our result, we argue that sampling stability is reduced for a higher extent of change between consecutive feature models in the evolution history. Hence, the extent of changes influences sampling stability. The measured sampling stability for monthly snapshots of BusyBox is lower than the results for the full evolution history of BusyBox for all sampling algorithms in our experiment. For instance, the sampling stability value for IncLing is 0.05 lower for the monthly snapshots of BusyBox compared to the full history. The reduced sampling stability for the sampling algorithms results from a higher extent of changes between the feature models of the consecutive system version. Versions of a configurable system from the same day have a greater probability of being similar to each other than system version with a time span of one month in between them. The similarity of the feature models is reflected in the similarity of samples. Thus, we deduce that sampling stability depends on the extent of changes between the input feature models. We will investigate the correlation between
edit operations on feature models and sampling stability as future work to support sample-based regression testing in CI.

5.5 Threats to Validity

Internal Validity. There is a risk of having faults in our implementation for measuring sampling stability and sample similarity. However, our implementation of the Hungarian algorithm is based on well-documented sources [20, 22], and we reviewed our entire implementation multiple times. Furthermore, we manually validated the results for sampling stability and sample similarity on a small but representative evolution history of another configurable system. Both measures address this threat by raising confidence in our implementation.

Potential faults in the sampling algorithms also threaten the internal validity of our results. To this end, we use the open-source tool FeatureIDE, which provides implementations of all the sampling algorithms we use [3]. FeatureIDE is a well-established tool for analyzing configurable systems. We have confidence in the implementations in FeatureIDE so that the threat on hand is addressed.

The base of our experiments are samples produced by different sampling algorithms. We cannot assure that all of those algorithms produce deterministic results at all times. We minimized the impact of this threat by executing the sampling five times for each feature model sequence and sampling algorithm.

External Validity. We consider only sampling algorithms that take the feature model as input. We cannot generalize our results to sampling procedures that use additional implementation artifacts as input for sample generation. We argue that many of the sampling algorithms in literature rely solely on the feature model for sampling [40]. Hence, our results apply to a wide range of algorithms.

Our experiment is based on a single subject system (BusyBox). BusyBox is a medium-sized configurable system, developed by an open-source community, which results in short evolution cycles. We argue that the rapid evolution of BusyBox is representative of how configurable systems are developed with continuous integration. We analyzed a large number of different versions (3,714) of the system. Therefore, our experiment results should reflect the most common change operations of feature models.

6 RELATED WORK

Developers of sampling algorithms evaluate their sampling algorithms with regard to how fast samples can be calculated, how many configurations the sample contains, and which coverage the algorithm achieves [9, 18, 19, 21]. Over the past decades, numerous studies were conducted that elaborate on sample-based testing and the properties of sampling algorithms [12, 23, 26, 27, 40]. Recently, Varshosaz et al. [40] published an extensive literature survey on sample-based product line testing. They analyze specific properties of established sampling procedures such as artifacts used for sampling, the sampling procedure, and the coverage a sampling procedure achieves. Previous work considers sampling efficiency and sampling effectiveness as the two leading metrics to discriminate between sampling algorithms. We complement the extensive work done by other authors before by introducing sampling stability as a metric to discriminate sampling algorithms.

We measure the similarity between configurations to discern how similar two consecutive samples are. The concept of calculating configuration similarity was previously used by Al-Hajjaji et al. [4] and Sánches et al. [36] to influence the order in which configurations are tested. Sánches et al. [36] use the Jaccard-Metric as similarity metric while Al-Hajjaji et al. [4] use an adjusted version of the Hamming-Similarity. Both Sánches and Al-Hajjaji apply their similarity calculation to configurations from the same sample. In contrast, we use an adjusted version of the Hamming-Similarity to discern the similarity of configurations between different samples.

We contribute to researching the impact of changes to configurable systems during their evolution [7, 39]. Büdeke et al. [7] conduct a case study on real-world configurable systems to analyze the impact of change operations during the evolution of configurable systems. Thüm et al. [39] identify four general categories of feature model changes (refactoring, generalization, specialization, and arbitrary edit). They reason about how each category of change operation influences the configuration space. Moreover, they present a tool to reason about the impact of change operations to the feature model for a specific configuration. Instead, our approach focuses on the properties of sampling procedures. We use the evolution history of existing samples to measure the stability. We assume that changes to the configurable system happened during its evolution, but we do not identify those changes. Therefore, our approach differentiates from those described above.

7 CONCLUSION

In this paper, we presented sampling stability as a novel criterion to measure whether a sampling algorithm calculates similar samples for an evolution history of a configurable system. In our evaluation, we measured and compared the sampling stability of t-wise sampling algorithms, such as Chvatal, ICPL, IncLing, and YASA. Our results show differences in the sampling stability of the algorithms.

Therefore, we argue that practitioners can use sampling stability to decide whether a sampling algorithm is best suited to re-test already tested functionality or to test new functionality. Based on our results, we show a connection between improved sampling efficiency and reduced sampling stability. Furthermore, we discovered that a higher extent of changes between feature model version results in a reduced sampling stability of a sampling algorithm. We will investigate this correlation in future work by building a controlled experiment based on feature model edit operations presented by Thüm et al. [39]. In this context, we will also investigate the influence of mandatory features on calculating sampling stability. Furthermore, we will measure sampling stability for more sampling algorithms to investigate the correlation between sampling efficiency and sampling stability.
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