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Abstract

The inertia of an \( n \times n \) matrix \( A \) is defined as the triple \((i_+(A), i_-(A), i_0(A))\), where \( i_+(A) \), \( i_-(A) \), and \( i_0(A) \) are the number of eigenvalues of \( A \), counting multiplicities, with positive, negative, and zero real part. It is known that the inertia of a large class of matrices can be determined in PL (probabilistic logspace). However, the general problem, whether the inertia of an arbitrary integer matrix is computable in PL, was an open question. In this paper we give a positive answer to this question and show that the problem is complete for PL.

As consequences of this result we show necessary and sufficient conditions that certain algebraic functions like the rank or the inertia of an integer matrix can be computed in GapL.

1 Introduction

The problem of computing the inertia of a matrix plays an important role in a number of applied fields, in particular in control theory and in robotics. Matrix inertia, a fundamental topic in linear algebra, has been studied by many researchers (for more detail, see e.g. [Gan77], Chapter XV) a long time ago.

We are interested in the computational complexity of the inertia of a matrix, which is the main topic of this paper. It is well known that many problems from linear algebra can be solved within certain logspace counting classes, all of which are contained in the parallel complexity class (uniform) \( \text{NC}^2 \).

Maybe the most important class is GapL (studied by [AO96]) that seems to capture the complexity of a lot of problems from linear algebra quite naturally. GapL is the extension of \( \#L \) (first studied by [AJ93]) in the same way as \( \#P \) [Val79] can be extended to GapP [FFK94] in the polynomial time setting. GapL is characterized precisely by the determinant of an integer matrix [Ber84, Dam91, Tod91, Vin91, Val92, MV97].

There are some interesting classes of decision problems based on GapL.

- Verifications of GapL-functions define the class \( C_{\text{=L}} \) (exact counting in logspace). The singularity problem, i.e. the problem of deciding whether the determinant of a matrix is zero, is complete for \( C_{\text{=L}} \).
- Inequalities on GapL-functions define the complexity class PL (probabilistic logspace), in which one has to decide whether the value of a GapL function on an input is positive. For example, the problem of testing if the determinant of a matrix is positive, is complete for PL.

In a preceding paper [HT02a], we have studied the complexity of the inertia. Using Routh-Hurwitz Theorem for computing the inertia, we have proved that the inertia can be verified in PL for many cases, in particular for symmetric matrices and for matrices with no opposite nonzero eigenvalues. However, it remained open in [HT02a] whether the inertia of an arbitrary integer matrix is in PL. In Section 3 we give a positive answer to this question. The inertia has been shown to be hard for PL under logspace many-one reductions [HT02a]. It follows that the inertia is complete for PL.

We want to mention that Neff and Reif [Nef94, NR96] have developed a method to approximate the roots of a poly-
nominal. However, it is not clear how to compute the inertia of a matrix by approximating the roots of its characteristic polynomial. The problem is that one must be able to decide whether a root lies on an axis or not.

The second part of the paper is motivated by the question whether one can improve the upper bounds on some functions like the rank or the inertia to \textbf{GapL}. Our main results are that these questions are equivalent to the collapse of certain complexity classes.

We show in Section 4.1 that the rank of a matrix can be computed in \textbf{GapL} if and only if \(C_{=L} = \text{SPL}\), where \text{SPL} is the class of all sets with the characteristic function in \textbf{GapL}. As a consequence of the results about the inertia, we show in Section 4.2 that the inertia of a matrix can be computed in \textbf{GapL} if and only if \(PL = \text{SPL}\). Note that \(NL \subseteq C_{=L}\) and \(\text{SPL} \subseteq \oplus L\). Hence, as a corollary of our results we get: if the rank or the inertia of a matrix can be computed in \textbf{GapL} then \(NL \subseteq \oplus L\) and \(C_{=L}\) is closed under complement. Both consequences are open problems right now.

We also consider a relaxed version of the above question. \textbf{GapL} is not known to be closed under division. Hence it is natural to ask whether we can compute the rank or the inertia of a matrix as a quotient of two \textbf{GapL}-functions. We show in Section 4.1 that this is true for the rank of a matrix if and only if \(C_{=L} = \text{coC}_{=L}\). In Section 4.2 we show that this is true for the inertia of a matrix if and only if \(PL = C_{=L}\).

Finally, in Section 4.3, we characterize the case that the absolute value of any \textbf{GapL}-function can be computed in \textbf{GapL} too.

## 2 Preliminaries

### Complexity Classes

For a nondeterministic Turing machine \(M\) on input \(x\), we denote the number of accepting and rejecting computation paths by \(acc_M(x)\) and \(rej_M(x)\), respectively. The difference of these two quantities is denoted by \(gap_M(x)\). That is, \(gap_M(x) = acc_M(x) - rej_M(x)\). The complexity class \#L consists of all functions \(f\) such that \(f = acc_M\), for some nondeterministic logspace Turing machine. Similarly, the class \textbf{GapL} consists of all functions \(f\) such that \(f = gap_M\), for some nondeterministic logspace Turing machine. Based on these function classes, we define the following counting complexity classes [AO96, ARZ99].

\[
C_{=L} = \{ S \mid \exists f \in \text{GapL}, \forall x : x \in S \iff f(x) = 0 \},
\]

\[
PL = \{ S \mid \exists f \in \text{GapL}, \forall x : x \in S \iff f(x) > 0 \},
\]

\[
\text{SPL} = \{ S \mid \chi_S \in \text{GapL} \},
\]

where \(\chi_S\) is the characteristic function of set \(S\). It is known that \(\text{SPL} \subseteq C_{=L} \subseteq PL \subseteq \text{NC}^2\).

Also we have \(\text{NL} \subseteq C_{=L}\).

Counting logspace hierarchies over these classes were defined in [AO96]. We list some properties of these classes.

- It has been shown in [ABO99] that the \textit{Exact Counting Logspace Hierarchy} (over \(C_{=L}\)) collapses to \(C_{=L} \equiv \text{AC}^0(C_{=L})\), and that one of the complete problems for this hierarchy is the problem of computing one bit of the rank of a matrix. Note that \(\text{AC}^0(C_{=L})\) is called the \(\text{AC}^0\)-closure of \(C_{=L}\), it is the class of problems \(\text{AC}^0\)-reducible to the sets of \(C_{=L}\).

- The \textit{Probabilistic Logspace Hierarchy} (over \(PL\)) collapses to \(PL\) by the fact \(AC^0(PL) = NC^1(PL) = PL\) [Ogi98, BF00]. That is, \(PL\) is closed under \(\text{AC}^0\)- and \(\text{NC}^1\)-reductions. In particular, \(PL\) is closed under union, intersection and complement.

- \(C_{=L}\) is closed under union and intersection. Whether \(C_{=L}\) is closed under complement is an open problem.

- \(SPL^{\text{SPL}} = \text{SPL}\). In particular, \(\text{SPL}\) is closed under union, intersection and complement.

### Complete Problems

Counting logspace classes are interesting because of the complete problems therein. We give some examples from linear algebra for these classes. When nothing else is said, by matrices we mean square integer matrices of order \(n\).

Problems complete for \textbf{GapL} are to compute one element of the \(m\)-th power of a matrix and the determinant [Tod91, Dan91, Vin91, Val92].

The singularity problem, i.e. the set

\[
\text{SINGULARITY} = \{ A \mid \det(A) = 0 \},
\]

is complete for \(C_{=L}\). More general, the sets

\[
\text{v-POWELEM} = \{ (A, a, m) \mid (A^m)^{i,n} = a \},
\]

\[
\text{v-DET} = \{ (A, a) \mid \det(A) = a \},
\]

\[
\text{RANK}_< = \{ (A, r) \mid \text{rank}(A) < r \}
\]

are also complete for \(C_{=L}\). Consequently

\[
\text{RANK}_\geq = \{ (A, r) \mid \text{rank}(A) \geq r \}
\]

is complete for \(\text{coC}_{=L}\). The verification of the rank can be written as the intersection of a set in \(C_{=L}\) and in \(\text{coC}_{=L}\):

\[
\text{v-RANK} = \{ (A, r) \mid \text{rank}(A) = r \}
\]

\[
= \text{RANK}_< \cap \text{RANK}_{\geq}
\]

This means that \(\text{v-RANK} \in C_{=L} \land \text{coC}_{=L}\). Moreover, it is complete for this class. The problem of computing (one bit of) the rank, i.e. the set

\[
\text{RANK} = \{ (A, k, b) \mid \text{the } k\text{-th bit of rank}(A) = b \}.
\]
is a complete problem for \( \text{AC}^{0}(\text{C=L}) \) [ABO99].

Since \( \text{PL} \) is the class of \( \text{AC}^{0} \)-reducible to the problem of computing the high-order bit of the determinant, the set

\[
\text{POSDET} = \{ A \mid \det(A) > 0 \}
\]

is complete for \( \text{PL} \). Furthermore, \( \text{PL} \) is characterized by some problems related to matrix inertia [HT02a].

Recall that the inertia of an \( n \times n \) matrix \( A \) is defined as the triple \( i(A) = (i_{+}(A), i_{-}(A), i_{0}(A)) \), where \( i_{+}(A) \), \( i_{-}(A) \), and \( i_{0}(A) \) are the number of eigenvalues of \( A \), counting multiplicities, with positive, negative, and zero real part. We can define (with respect to some fixed coding) the problem of computing the \( k \)-th bit of the inertia as follows:

\[
\text{INERTIA} = \{ (A, k, b) \mid \text{the } k\text{-th bit of } i(A) \text{ is } b \}.
\]

The verification of the inertia is the set

\[
\text{V-INERTIA} = \{ (A, p, n, z) \mid i(A) = (p, n, z) \}.
\]

It has been shown by [HT02a] that INERTIA and V-INERTIA are hard for \( \text{PL} \) under logspace many-one reductions, and these problems are located in \( \text{PL} \) when \( A \) is symmetric or \( A \) has no opposite nonzero-eigenvalues.

**Note:** INERTIA as defined above is a decision problem. When we say that the inertia is in \( \text{PL} \), we actually refer to the decision problem \( \text{INERTIA} \) (and not to a function computing the inertia).

**Closure Properties of \( \text{GapL} \).** To analyze the complexity of the inertia later on, we sum up some closure properties of the considered classes.

**Theorem 2.1** [AO96] Let \( f \in \text{GapL} \). The following functions are in \( \text{GapL} \) as well:

1. \( f(g(\cdot)) \), for any \( g \in \text{FL} \),
2. \( \sum_{i=0}^{d|x|} f(x, i) \), for any constant \( c \),
3. \( \prod_{i=0}^{d|x|} f(x, i) \), for any constant \( c \),
4. \( f(g(x)) \), for any \( g \in \text{FL} \) such that \( g(x) = O(1) \).

The first property has been improved considerably. Essentially, \( \text{GapL} \) is closed under a restrictive kind of composition as follows.

**Theorem 2.2** [AAM03] The determinant of a matrix having \( \text{GapL} \)-computable elements can be computed in \( \text{GapL} \).

For a given integer matrix \( A \) and an positive integer \( m \), each element of the power-matrix \( A^m \) is known to be equal to a sum of weighted \((s, t)\)-paths in a directed graph \( H \) constructed easily from \( A \) and \( m \). Therefore, one can show the fact that each element of \( A^m \) is computable in \( \text{GapL} \) when the elements of \( A \) are computable in \( \text{GapL} \).

**Parallel Polynomial GCD Computation.** In the computation of the inertia that we present in Section 3, we need to compute the gcd and the division of some univariate polynomials. Parallel algorithms for polynomial gcd and polynomial division are known [BvzGH82]. There are excellent textbooks (see for example: Kozen [Koz91], or Ierardi and Kozen [IK93]) where these algorithms are explained in detail.

We consider the polynomial gcd computation in parallel. For univariate polynomials with leading coefficients different from zero:

\[
p(x) = a_m x^n + \cdots + a_0, \quad \text{and} \quad q(x) = b_n x^m + \cdots + b_0, \quad n \leq m,
\]

the Sylvester matrix is defined as a matrix of order \( n + m \), where \( n \) and \( m \) columns are taken from the coefficients of \( p \) and \( q \), respectively. The following Sylvester matrix is an example for \( m = 4 \) and \( n = 2 \):

\[
S = \begin{pmatrix}
a_4 & 0 & b_2 & 0 & 0 \\
a_3 & a_4 & b_1 & b_2 & 0 \\
a_2 & a_3 & b_0 & b_1 & b_2 \\
a_1 & a_2 & 0 & b_0 & b_1 \\
a_0 & a_1 & 0 & 0 & b_0 \\
0 & a_0 & 0 & 0 & b_0
\end{pmatrix}
\]

Let

\[
g = \gcd(p, q) = x^d + c_{d-1} x^{d-1} + \cdots + c_0.
\]

(W.l.o.g. we can choose \( g \) to be monic.) For \( 1 \leq e \leq n \), let \( S^{(e)} \) be the matrix obtained from \( S \) by deleting the last \( 2e \) rows, the last \( e \) columns of coefficients of \( p \), and the last \( e \) columns of coefficients of \( q \), and let \( e^{(e)} \) be the vector \((0, 0, \ldots, 0, 1)^T\) of length \((m + n - 2e)\). Then the parallel computation of \( g \) can be done by the following two steps:

1. determine the degree of \( g \); this is the value \( d \) such that \( \det(S^{(d)}) \neq 0 \) and \( \det(S^{(e)}) = 0 \) for all \( e < d \);
2. compute the vector of the coefficients of \( g \) by the product \( S^{(d)} x_0 \), where \( S_{d} \) is the matrix obtained from \( S \) by deleting the last \( d \) columns of coefficients of \( p \), and the last \( d \) columns of coefficients of \( q \), and \( x_0 \) is a solution of \( S^{(d)} x = e^{(d)} \).

For the complexity of the above computation of \( \gcd(p, q) \) we observe that:
• Step 1 can be done in \( C = L \land coC = L \).

• In step 2, observe that \( S(d)x = e^{(d)} \) has the unique solution \( x_0 = (S(d))^{-1} e^{(d)} \) which is the last column of the inverse \( (S(d))^{-1} \). Therefore, the coefficients \( c_{d-1, \ldots, c_0} \) of \( g \) can be expressed by rational form \( a/b \) where \( b = \det(S(d)) \) and all \( a \)'s are certain determinants.

As a consequence of the parallel polynomial gcd computation, there are parallel algorithms for the polynomial division with remainder, which are based on computing determinants (for more detail: see [IK93], Algorithm 15.2). It is not hard to argue that by writing the coefficients of \( p/q \) in the rational form \( a/b \) where we get the numbers \( a \) and \( b \) by some determinant computations.

3 Computing the Inertia in PL

We start by describing the Routh-Hurwitz method in Section 3.1. In Section 3.2 we show how it can be used to compute the inertia of matrices, where the associated Routh-Hurwitz matrix is regular. The main part is Section 3.3 where we show how to compute the inertia in the singular case in PL.

3.1 The Routh-Hurwitz Theorem

Let \( A \) be an \( n \times n \) matrix. The eigenvalues of \( A \) are the roots of the characteristic polynomial \( \chi_A(x) = \det(xI - A) \). For the computation of \( i_+(A) \), the inertia of \( A \), it suffices to compute \( i_+(A) \) because we have \( i_-(A) = i_+(-A) \) and \( i_0(A) = n - i_+(A) - i_-(A) \).

In order to compute \( i_+(A) \), we show how to determine \( i_+(p) \), the number of roots with positive real part of an integer polynomial \( p(x) = x^n + c_1 x^{n-1} + c_2 x^{n-2} + \cdots + c_n \), counting multiplicities. A known method to determine the number of roots in the right half-plane of a given real polynomial \( p(x) \) is provided by Routh and Hurwitz (see e.g. [Gan77], Volume 2, Chapter XV).

Define \( c_0 = 1 \). The Routh-Hurwitz matrix of \( p \) is defined by the \( n \times n \) matrix \( \Omega(p) \):

\[
\Omega(p) = \begin{pmatrix}
 c_1 & c_3 & c_5 & \cdots & 0 \\
 c_0 & c_2 & c_4 & \cdots & 0 \\
 0 & c_1 & c_3 & \cdots & 0 \\
 0 & c_0 & c_2 & c_4 & \cdots & 0 \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 0 & 0 & 0 & \cdots & c_n \\
\end{pmatrix}
\]

That is, the diagonal elements of \( \Omega(p) \) are \( \omega_{i,i} = c_i \). In the \( i \)-th column, the elements above the diagonal are \( \omega_{i-1,i} = c_{i+1}, \omega_{i-2,i} = c_{i+2}, \ldots \) until we reach either the first row \( \omega_{1,i} \) or \( c_n \). In the latter case, the remaining entries are filled with zeros. The elements below \( \omega_{1,i} \) are \( \omega_{i+1,i} = c_i - 1, \omega_{i+2,i} = c_i - 2, \ldots, c_i, c_0, 0, 0, \ldots \) down to the last row \( \omega_{n,i} \).

The successive leading principal minors \( D_i \) of \( \Omega(p) \) are called the Routh-Hurwitz determinants. They are \( D_1 = \det(c_1), D_2 = \det(c_1 c_3 c_5), \ldots, D_n = \det(\Omega(p)) \).

**Theorem 3.1 (Routh-Hurwitz)** If \( D_n \neq 0 \), then the number of roots of the polynomial \( p(x) \) in the right half-plane is determined by the formula

\[
i_+(A) = V(1, D_1, D_2, \ldots, D_n),
\]

where \( V(x_1, x_2, \ldots) \) computes the number of sign alternations in the sequence of numbers \( x_1, x_2, \ldots \). For the calculation of the values of \( V \), for every group of \( l \) successive zeros \( Routh-Hurwitz \) determinants \( (l \text{ is always odd!}) \)

\[
D_s \neq 0, D_{s+1} = \cdots = D_{s+l} = 0, D_{s+l+1} \neq 0
\]

we have to set \( V(D_s D_{s+1}^{+1}, \ldots, D_{s+l+1}^{+1}) = k + \frac{1-(-1)^s}{2} \epsilon \), where \( l = 2k - 1 \) and \( \epsilon = \text{sign}(D_s D_{s+l+2}) \). For \( s = 1, \frac{D_s}{D_{s-1}} \) has to be replaced by \( D_1 \); and for \( s = 0 \), by \( c_0 \).

A proof of this theorem can be found in [Gan77], Volume 2, Chapter XV, Section 6.

Note the assumption \( D_n \neq 0 \) in the theorem. That is, we can apply the theorem directly only in the case that the Routh-Hurwitz matrix \( \Omega(p) \) is regular. We analyze this regular case in Section 3.2 and then turn to the singular case in Section 3.3.

3.2 The Regular Case

Assume that \( D_n \neq 0 \). We apply the Routh-Hurwitz Theorem 3.1 to determine \( i_+(A) \). It is clear that all elements of the Routh-Hurwitz matrix are computable in GapL. Therefore, by Theorem 2.2, all the Routh-Hurwitz determinants \( D_i \) are computable in GapL, too. It follows that one can decide in PL whether \( D_i \) is positive, negative, or zero. The \( k \)-th bit of \( i_+ \) can be therefore computed by a family of AC^0-circuits with PL oracles. Since AC^0(PL) = PL, the sets INERTIA and V-INERTIA are in PL.

**Theorem 3.2** [HT02a] For matrices that have a regular Routh-Hurwitz matrix, INERTIA and V-INERTIA are in PL.
3.3 The Singular Case

It is known from linear algebra that \( D_n = 0 \) if and only if \( p(x) \) has a pair of opposite roots. Let us split \( p(x) \) into even and odd terms: \( p(x) = p_1(x) + p_2(x) \) where

\[
\begin{align*}
p_1(x) &= x^n + c_{n-2}x^{n-2} + c_{n-4}x^{n-4} + \cdots, \\
p_2(x) &= c_{n-1}x^{n-1} + c_{n-3}x^{n-3} + \cdots.
\end{align*}
\]

Define \( g(x) = \gcd(p_1(x), p_2(x)) \) and consider the decomposition

\[
p(x) = g(x)p_0(x). \tag{1}
\]

It follows that the opposite roots of \( p(x) \) are precisely the roots of \( g(x) \), and furthermore, \( p_0(x) \) has no pair of opposite roots. Therefore we can determine \( i_+(p_0) \) by Theorem 3.2.

Since \( i_+(p) = i_+(g) + i_+(p_0) \), it now suffices to compute \( i_+(g) \). However, the Routh-Hurwitz method doesn’t apply to \( g(x) \) because \( g(x) \) has purely pairs of opposite roots (and \( g(x) \) is therefore of even degree). Nevertheless we have

\[
i_+(g) = \frac{1}{2} (\deg(g) - i_0(g)). \tag{2}
\]

Consider Equation (2). The degree \( \deg(g) \) can be determined by polynomial gcd computation (see page 3). Therefore, it remains to compute \( i_0(g) \).

Observe that \( i_0(g) \) can be easily determined when all the roots of \( g \) are real because in this case \( i_0(g) \) is exactly the multiplicity of \( x = 0 \) as a root of \( g(x) \). Recall that if \( p(x) \) is the characteristic polynomial of a symmetric matrix, then all the roots of \( p(x) \) are real. According to this observation we have the following theorem which is useful later on.

**Theorem 3.3** [HT02a] For symmetric matrices INERTIA and V-INERTIA are in PL.

Coming back to the general case, by decomposition (1) we have

\[
i_0(g) = i_0(p) - i_0(p_0).
\]

Note that we can easily determine \( i_0(p_0) \):

\[
i_0(p_0) = \begin{cases} 1 & \text{if } p_0(0) = 0, \\ 0 & \text{otherwise}. \end{cases} \tag{3}
\]

Therefore it suffices to compute \( i_0(p) \); this gives us \( i_0(g) \), from which we get \( i_+(g) \) by Equation (2).

Let us summarize: in order to compute \( i_+(g) \) it suffices to compute \( i_0(p) \), the number of purely imaginary roots of \( p(x) \).

We will explain below a theorem from linear algebra that shows how to determine the number of distinct real roots of a polynomial \( q(x) \). In order to apply this theorem to determine \( i_0(p) \), we first have to turn \( p(x) \) by 90°. This is done as follows.

It is known from linear algebra that for matrices \( A_1 \) and \( A_2 \) of order \( n \) and \( m \), respectively, the eigenvalues of the Kronecker product \( A_1 \otimes A_2 \) are \( \lambda_j(A_1)\lambda_k(A_2) \), for all \( j, k \), where \( \lambda_j(A_1) \) and \( \lambda_k(A_2) \) are the eigenvalues of \( A_1 \) and \( A_2 \). For our purpose, observe that the eigenvalues of the skew-symmetric matrix \( E = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \) are the imaginary numbers \(+i\) and \(-i\). Define \( B = E \otimes A = \begin{pmatrix} 0 & -A \\ A & 0 \end{pmatrix} \), where \( A \) is the given matrix having the characteristic polynomial \( p(x) \). Then the eigenvalues of \( B \) are \( i\lambda_k(A) \) and \(-i\lambda_k(A) \) where \( \lambda_k(A) \) runs through all eigenvalues of \( A \). It follows that the number of real eigenvalues of \( B \) is exactly equal to \( 2i_0(p) \). Let \( q(x) = \chi_B(x) \), the characteristic polynomial of \( B \). Then we have

\[
i_0(p) = \frac{1}{2} \text{ the number of real roots of } q.
\]

We conclude that in order to compute \( i_0(p) \), it suffices to compute the number of real roots of \( q(x) \).

The companion matrix of polynomial \( q(x) = x^n + c_1x^{n-1} + c_2x^{n-2} + \cdots + c_n \) is defined by

\[
Q = \begin{pmatrix} 0 & 0 & \cdots & 0 & -c_n \\ 1 & 0 & \cdots & 0 & -c_{n-1} \\ 0 & 1 & \cdots & 0 & -c_{n-2} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & -c_1 \end{pmatrix}.
\]

The Hankel matrix \( H = (h_{i,j}) \) associated to \( q(x) \) is defined by

\[
h_{i,j} = \text{trace}(Q^{i+j-2}), \text{ for } i, j = 1, \ldots, n,
\]

where \( \text{trace}(Q^{i+j-2}) \) is the sum of all diagonal elements of \( Q^{i+j-2} \). Note that \( H \) is symmetric. By \( \text{sig}(H) \) we denote the signature of \( H \), i.e. \( \text{sig}(H) = i_+(H) - i_-(H) \). The following theorem can be found in [Gan77], Volume 2, Chapter XV:

**Theorem 3.4** Let \( H \) be the Hankel matrix associated with polynomial \( q(x) \). Then

1. \( \text{sig}(H) \) is the number of distinct real roots of \( q(x) \),
2. \( \text{rank}(H) \) is the number of distinct roots of \( q(x) \).

Obviously, for the given polynomial \( q \), the elements of its Hankel matrix \( H \) are computable in \text{GapL}. By the fact after Theorem 2.2 this remains true when the coefficients of \( q(x) \) are itself computable in \text{GapL}. As a consequence of Theorem 3.3 and 3.4 we have the following corollary:

**Corollary 3.5** The number of distinct real roots of a polynomial with coefficients computable in \text{GapL} can be determined in PL.
According to Theorem 3.4 and Corollary 3.5 the idea for computing the number of real roots of \( q(x) \) is as follows. \( q(x) \) will be decomposed into factors by

\[
q(x) = q_1(x)q_2(x) \cdots q_t(x)
\]
such that each polynomial \( q_j \) has only roots of multiplicity 1. Polynomials with this property are called square free. That is, for each of these polynomials the number of its real roots is the same as the number of distinct real roots. Hence these numbers can be determined by Theorem 3.4. Finally, the sum of these numbers yields the number of real roots of \( q(x) \).

It remains to find a suitable decomposition for \( q(x) \). Let \( \alpha \) be a root of \( q(x) \), with multiplicity \( m \), i.e.

\[
q(x) = (x - \alpha)^m h(x) \quad \text{and} \quad h(\alpha) \neq 0.
\]

and \( h(\alpha) \neq 0 \). Consider the 1-st derivative \( q^{(1)}(x) \) of \( q(x) \):

\[
q^{(1)}(x) = m(x - \alpha)^{m-1} h(x) + (x - \alpha)^m h^{(1)}(x).
\]

Since \( \alpha \) is a root of \( q^{(1)}(x) \) with multiplicity \( m - 1 \), it is also a root of \( \gcd(q(x), q^{(1)}(x)) \) with multiplicity \( m - 1 \). It follows that the polynomial

\[
q_1(x) = \frac{q(x)}{\gcd(q(x), q^{(1)}(x))}
\]
is square free. Similarly, for the \( i \)-th derivative \( q^{(i)}(x) \), we can show that all the polynomials

\[
q_i(x) = \frac{\gcd(q(x), q^{(i-1)}(x))}{\gcd(q(x), q^{(i)}(x))}
\]
are square free and they yield the desired decomposition

\[
q(x) = q_1(x)q_2(x) \cdots q_n(x).
\]

We summarize the algorithm for computing \( i_+(A) \) on input \( A \):

1. Compute the polynomials

\[
p(x) = \chi_A(x), \\
p_0(x) = \frac{p(x)}{\gcd(p_1(x), p_2(x))}, \\
q(x) = \chi_{E \otimes A}(x), \\
q^{(i)}(x) = \text{the } i \text{-th derivative of } q(x), \\
q_i(x) = \frac{\gcd(q(x), q^{(i-1)}(x))}{\gcd(q(x), q^{(i)}(x))},
\]

for \( i = 1, \ldots, n \).

2. Compute the Hankel matrix \( H_i \) of \( q_i(x) \), for \( i = 1, \ldots, n \).

3. Compute the values

\[
i_+(H_i) \quad \text{and} \quad i_-(H_i), \quad \text{for } i = 1, \ldots, n,
\]

by Theorem 3.3,

\[
i_0(A) = \frac{1}{2} \sum_{i=1}^n \text{sig}(H_i),
\]

\[
i_+(p_0), \quad \text{by Theorem } 3.2,
\]

\[
i_0(p_0), \quad \text{by Equation (3),}
\]

\[
i_0(g) + i_0(g) = \frac{1}{2} \deg(g) - i_0(g).
\]

4. Output \( i_+(A) = i_+(p_0) + i_+(g) \).

We show the main theorem.

**Theorem 3.6** INERTIA and V-INERTIA are in PL.

**Proof.** It is sufficient to show that \( i_+(A) \) can be verified in PL.

By considering the computation of \( i_+(A) \), described above, we observe that the polynomials \( p, q \) and \( q^{(i)} \), for \( i = 1, \ldots, n \) are integer polynomials with coefficients computable in GapL.

As explained in the preliminary section, the degree of a polynomial gcd can be verified in PL. Therefore, the verifications of \( \deg(p_0) \) and \( \deg(q_i) \) are in PL. Furthermore, the coefficients of polynomials \( q_i(x) \), and hence the elements of matrices \( H_i \), have a rational form \( a/b \) where \( a \) and \( b \) are computable in GapL. Based on these observations, by Theorem 3.5, and by Corollary 3.5 we can show that the set \( \{(A, i, k, l, s) \mid k = \deg(\gcd(q, q^{(i)})), \ l = \deg(\gcd(q, q^{(i-1)})), \ s = \text{sig}(H_i)\} \) is in PL. That means that the signature of each \( H_i \) can be verified in PL. The remaining values in Step 3 can be verified in PL as well. Therefore the algorithm to verify \( i_+(A) \) can be implemented by a family of \( AC^0 \)-circuits with PL-oracles. Recall that PL is closed under \( AC^0 \)-reductions. □

It has been shown in [HT02a] that INERTIA and V-INERTIA are hard for PL under logspace many-one reductions. Therefore we obtain the following corollary.

**Corollary 3.7** INERTIA and V-INERTIA are complete for PL.

### 4 Closure Properties of GapL

In this section we show necessary and sufficient conditions that certain algebraic functions like the rank or the inertia of an integer matrix can be computed in GapL.
4.1 Matrix Rank

Assume that the rank of a matrix could be computed in GapL. Then the verification of the rank, v-RANK, would be in C_{=}L. On the other hand v-RANK is complete for C_{=}L ∧ coC_{=}L. Hence this would imply C_{=}L = coC_{=}L. The following theorem strengthens this collapse considerably.

**Theorem 4.1** C_{=}L = SPL ⇐⇒ rank ∈ GapL.

**Proof.** Assume that C_{=}L = SPL. Then v-RANK ∈ SPL. Hence, there is a function g ∈ GapL such that for a given matrix A of order n and a number r we have

\[ \text{rank}(A) = r \implies g(A, r) = 1, \]
\[ \text{rank}(A) \neq r \implies g(A, r) = 0. \]

It follows that

\[ \text{rank}(A) = \sum_{r=1}^{n} g(A, r), \]

and therefore rank ∈ GapL.

Conversely, suppose rank ∈ GapL. Then C_{=}L = coC_{=}L as explained above. To show that C_{=}L = SPL, we show that v-POWELEM, a complete problem for C_{=}L, is in SPL. Recall that there is a reduction by [ABO99] from v-POWELEM to v-RANK in the following way

\[ (A^n)_{1,n} = 0 \iff \text{rank}(B) = N - 1, \]
\[ (A^n)_{1,n} \neq 0 \iff \text{rank}(B) = N, \]

where matrix B of order N can be easily computed from A. Define a GapL-function g as

\[ g(B) = N - \text{rank}(B). \]

Then we have

\[ g(B) = \begin{cases} 1, & \text{if } (A^n)_{1,n} = 0 \\ 0, & \text{otherwise.} \end{cases} \]

Hence g is the characteristic function for deciding whether \((A, n, 1, n, 0) \in v-POWELEM\). This shows that v-POWELEM ∈ SPL. □

Next we weaken the assumption for the rank-function: instead of one GapL-function that computes the rank directly, suppose there are two GapL-functions g and h such that the rank can be written as the quotient of g and h, i.e.,

\[ \text{rank}(A) = g(A)/h(A). \]

We show that this is a necessary and sufficient condition for C_{=}L being closed under complement.

**Theorem 4.2** C_{=}L = coC_{=}L ⇐⇒ \exists g, h ∈ GapL \text{ rank } = g/h.

**Proof.** Assume that C_{=}L = coC_{=}L. Then the problem of verifying the rank of a matrix, v-RANK, is in coC_{=}L. That is, there is a function f ∈ GapL such that for any matrix A and any r,

\[ \text{rank}(A) = r \iff f(A, r) \neq 0. \]

Define functions

\[ g(A) = \sum_{r=0}^{n} r f(A, r), \]
\[ h(A) = \sum_{r=0}^{n} f(A, r). \]

Then we have \(g, h ∈ GapL\) and rank = \(g/h\) as claimed.

Conversely, let \(g, h ∈ GapL\) such that rank = \(g/h\). For a given matrix A and an integer \(k ≥ 0\), define

\[ f(A, k) = g(A) - k h(A). \]

Then \(f ∈ GapL\) and we have

\[ \text{rank}(A) = r \iff f(A, r) = 0. \]

It follows that the rank of a matrix can be verified in C_{=}L. Hence C_{=}L = coC_{=}L. □

The minimal polynomial of a matrix \(A\) is the smallest degree monic polynomial \(\mu(x)\), that fulfills the characteristic equation of \(A\), \(\mu(A) = 0\). In [HT02b], it has been shown that the degree of the minimal polynomial is computationally equivalent to matrix rank. Therefore, we can formulate the above theorems also in terms of the degree of the minimal polynomial.

There is an interesting alternative way of representing the rank of a matrix. Consider an \(n \times n\) symmetric matrix \(A\) with the characteristic polynomial

\[ \chi_A(x) = x^n + c_{n-1}x^{n-1} + \cdots + c_1 x + c_0. \]

It is well known from linear algebra that

\[ \text{rank}(A) = k \iff c_{n-k} \neq 0 \text{ and } c_{n-k-1} = c_{n-k-2} = \cdots = c_0 = 0. \]

Furthermore, all coefficients \(c_i\) are computable in GapL [Ber84].

Define a vector \(w = (w_n, w_{n-1}, \ldots, w_1, w_0)^T\), where \(w_j = \sum_{i=0}^{j} c_i^2\), for \(j = 0, 1, \ldots, n\). Hence every element of \(w\) is computable in GapL. Furthermore we have: rank(A) = k if and only if

(i) \(w\) has precisely \(k + 1\) positive elements, \(w_n, w_{n-1}, \ldots, w_{n-k}\), and

(ii) precisely \(n - k\) zero elements, \(w_{n-k-1} = w_{n-k-2} = \cdots = w_0 = 0\).
Conversely, for a given nonnegative GapL-vector $v$, the number of its positive elements is exactly the rank of the diagonal matrix whose diagonal is $v$.

In summary, the problem of determining the rank of a matrix is (logspace) equivalent to the problem of determining the number of consecutive zeros at the right end in a GapL-vector.

### 4.2 Matrix Inertia

It is known that the rank can be reduced to the inertia by

$$\text{rank}(A) = \text{rank}(A^T A) = i_+(A^T A). \quad (4)$$

Recall that the functions $i_+$, $i_-$, and $i_0$ of the inertia are computationally equivalent because $i_+(A) = i_-(A)$ and $i_0(A) = n - i_+(A) - i_-(A)$. The following theorem characterizes the case that the upper bound for computing the inertia can be improved from PL to GapL.

**Theorem 4.3** $\text{PL} = \text{SPL} \iff i_+ \in \text{GapL}$.

**Proof.** Assume that $\text{PL} = \text{SPL}$. By Theorem 3.6, the verification of $i_+$ is in PL, and hence in SPL. That is, there exists a function $g \in \text{GapL}$ such that

\[
i_+(A) = j \iff g(A, j) = 1, \\
i_+(A) \neq j \iff g(A, j) = 0,
\]

for a matrix $A$ and for all $0 \leq j \leq n$. It follows that

\[
i_+(A) = \sum_{j=1}^{n} j \cdot g(A, j),
\]

and therefore $i_+ \in \text{GapL}$.

Conversely, suppose $i_+ \in \text{GapL}$. Then the verification of $i_+$ is in $C_\text{=L}$. Because $i_+$ is complete for PL by Corollary 3.7, we have $\text{PL} = C_\text{=L}$. By Equation (4), rank is in GapL too. Thus $C_\text{=L} = \text{SPL}$ by Theorem 4.1. Therefore $\text{PL} = \text{SPL}$.

Like for the rank in Section 4.1 we show the following theorem for a weaker condition that we can express $i_+$ as a quotient of two GapL-functions.

**Theorem 4.4**

$\text{PL} = C_\text{=L} \iff \exists g, h \in \text{GapL} \ i_+ = g/h$.

**Proof.** Assume that $\text{PL} = C_\text{=L}$. Then the problem of verifying $i_+$ is in $\text{coC_=L}$. That is, there is a function $f \in \text{GapL}$ such that for any matrix $A$ and any $j$, we have:

\[
i_+(A) = j \iff f(A, j) \neq 0.
\]

Define functions

\[
g(A) = \sum_{j=0}^{n} j \cdot f(A, j), \\
h(A) = \sum_{j=0}^{n} f(A, j).
\]

Then we have $g, h \in \text{GapL}$ and $i_+(A) = g/h$ as claimed.

Conversely, let $g, h \in \text{GapL}$ such that $i_+ = g/h$. For a given matrix $A$ and an integer $k \geq 0$, define

\[f(A, k) = g(A) - k \cdot h(A)\]

Then $f \in \text{GapL}$ and we have

\[i_+(A) = j \iff f(A, j) = 0.
\]

That is, we can verify $i_+$ in $C_\text{=L}$. Therefore, $\text{PL} = C_\text{=L}$. \Box

### 4.3 Absolute value

For any function $f$ mapping to integers, by abs$(f)$ we denote the function of absolute values of $f$. That is

\[
\text{abs}(f)(x) = \begin{cases} f(x) & \text{if } f(x) \geq 0, \\
-f(x) & \text{otherwise.} \end{cases}
\]

**Theorem 4.5**

$\text{PL} = \text{SPL} \iff \forall f \in \text{GapL} \ \text{abs}(f) \in \text{GapL}$.

**Proof.** Suppose $\text{PL} = \text{SPL}$ and let $f \in \text{GapL}$. Define the set $S = \{ x \mid f(x) > 0 \}$. By definition $S \in \text{PL}$ and therefore $S \in \text{SPL}$, by assumption. That is, there is $g \in \text{GapL}$ such that for all $x$:

\[
g(x) = \begin{cases} 1, & \text{if } x \in S, \\
0, & \text{otherwise.} \end{cases}
\]

Then we can write $\text{abs}(f) = (2g - 1)f$, and therefore $\text{abs}(f) \in \text{GapL}$.

Conversely, let $S \in \text{PL}$. That is, for some function $f \in \text{GapL}$, we can write $S = \{ x \mid f(x) > 0 \}$. We define the following functions

\[
g = \text{abs}(f) - \text{abs}(f - 1), \\
h = \left( \frac{g + 1}{2} \right).
\]

We have $g \in \text{GapL}$, by assumption. It follows that $h \in \text{GapL}$ by the closure properties of GapL. Now observe that

\[
h(x) = \begin{cases} 1 & \text{if } f(x) > 0, \\
0 & \text{otherwise.} \end{cases}
\]

This shows that $S \in \text{SPL}$, and therefore $\text{PL} = \text{SPL}$. \Box
Open Problems

In the polynomial time setting it is known that $\text{PP} \subseteq \text{SPP}$. The proof is quite easy:

Let $A = \{ x \mid f(x) > 0 \} \in \text{PP}$, for some $f \in \text{GapP}$. A nondeterministic machine $M$ on input $x$ guesses $k > 0$ and asks its $C=\text{P}$-oracle whether $f(x) = k$. If the answer is “yes”, then $M$ accepts. If the answer is “no”, then $M$ branches once and accepts on one branch and rejects on the other branch. This shows that $A \in \text{SPP} \subseteq \text{P}$.

Note that this proof doesn’t work in the logspace setting: in the Ruzzo-Simon-Tompa model of space-bounded oracle machines, the machine has to be deterministic while writing a query. Hence we ask

- Is $\text{PL} \subseteq \text{SPL} \subseteq \text{L}$?

Because $\text{SPP} = \text{SPP}$, the above inclusion implies that $C=\text{P} = \text{SPP} \Rightarrow \text{PP} = \text{SPP}$. In the logspace setting, we also have $\text{SPL} = \text{SPL} \Rightarrow \text{PL} = \text{SPL}$, but the above conclusion is open.

In particular, this question is equivalent to finding a reduction from the inertia to the rank of a matrix, and the latter functions don’t look very different (in complexity).
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