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Abstract Finding a good dialogue policy using reinforcement learning usually re-
lies on objective criteria for modelling the reward signal, e.g., task success. In this
contribution, we propose to use user satisfaction instead represented by the metric
Interaction Quality (IQ). Comparing the user satisfaction-based reward to the base-
line of task success, we show that IQ is a real alternative for reward modelling:
designing a reward function using IQ may result in a similar or even better perfor-
mance than using task success. This is demonstrated in a user simulator evaluation
using a live IQ estimation module.

1 Introduction and Related Work

Finding well-performing dialogue strategies for Spoken Dialogue Systems (SDSs)
has been in the focus of research for many years. One possibility is to create hand-
crafted rules designed by experts. However, this approach is problematic: the result-
ing strategy is usually not very robust and strongly biased by the expert’s view.

Instead of handcrafting the dialogue behaviour, more recent approaches aim at
learning the optimal dialogue behaviour using reinforcement learning [6, 23]. Here,
the dialogue strategy (called policy) is trained with a number of sample dialogues
which are evaluated using a reward R. Traditional approaches incorporate the ob-
jective task success (TS) into the reward. This task success, though, only models
the system view on the interaction. Incorporating the user view instead might be of
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more interest [14, 19] as it is the user who ultimately decides whether to use the
system again or not.

For task-oriented dialogue systems, the user view may be captured with the user
satisfaction. In fact, task success has only been used in previous work as it has been
found to correlate well with user satisfaction [22]. While previously, user satisfac-
tion was not accessible during learning, the recently proposed Interaction Quality
(IQ) metric [10] has been designed to automatically predict the user’s satisfaction
level during the dialogue.

The main contribution of this work is to address the question how user satisfac-
tion and task success relate with respect to their applicability on dialogue policy
learning when being used as the main reward. We formulate the following expecta-
tions on their behaviour:

1. A policy which is optimised on user satisfaction should yield similar performance
in task success compared to a policy optimised on task success. We assume that
a user is not satisfied with the dialogue if the dialogue was not successful.

2. A policy which is optimised on task success will result in worse satisfaction rates
than a policy which is optimised on user satisfaction.

Hence, for a satisfaction metric to be applicable for dialogue learning, it must
show similar behaviour. In our previous work, we successfully showed that IQ is
suitable for designing a rule-based policy and outlined an IQ-based dialogue-level
reward function [15] and showed that using IQ for a binary decision over TS results
in a precision of 84.5%. This indicates that similar performance in task success rate
may be expected when using it as the main reward.

To follow up on this, we present a study in a simulated environment comparing
IQ and TS as the main rewards for dialogue learning. We investigate the effects on
the resulting TS rate of using IQ as the main reward and vice versa. Only if the
expected behaviour is met, applying IQ for dialogue learning may be regarded as
feasible.

Others have previously introduced user ratings into the reward. Gašić et al. [4]
have successfully used the user’s success rating directly during learning with real
humans. Su et al. [12] extended the idea by using a similar setup plus having an
additional task success estimator. While both use task success as measure, we will
investigate whether user satisfaction may be used as reward in a similar fashion.

A prominent way to model user satisfaction is the PARADISE framework [21]
which has also been used for reward modelling [20, 8, e.g.]. However, a question-
naire has to be answered by real users to derive user ratings with that framework.
This is usually not feasible in real world setting. To overcome this, PARADISE has
been used in conjunction with expert annotators [2, 3] which allows an unintrusive
rating. However, the problem of mapping the results of the questionnaire to a scalar
reward value still exists. Furthermore, PARADISE assumes a linear dependency be-
tween measurable parameters and user satisfaction. However, assuming a non-linear
dependency might be more appropriate [9]. Therefore, we will use the Interaction
Quality [10] in this work which uses scalar values applied by experts and assumes
a non-linear dependency between measurable parameters and the target value.
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The remainder of the paper is organized as follows: the IQ metric and the core
contribution of modelling dialogue-level reward functions with IQ is described in
Section 2 with its experiments and results in Section 3. Conclusions for future work
are drawn in Section 4.

2 Interaction Quality Dialogue-level Reward

The Interaction Quality (IQ) [10], which will be used for modelling the dialogue-
level reward, has been proposed as a turn-level metric for user satisfaction in spoken
dialogue systems.

Interaction Quality Paradigm The general idea of the IQ paradigm is to use a
set of measurable interaction parameters to create a non-linear statistical classifica-
tion model. The target variable is a scalar value ranging from five (=satisfied) down
to one (=completely unsatisfied). The input variables called interaction parameters
encode information about the current turn as well as temporal information which is
modelled on the window and the dialogue level (counts, means, sums and rates of
turn-level parameters). The turn-level parameters are derived from the SDS modules
Speech Recognition, Language Understanding, and Dialogue Management.

IQ meets the requirements for being used in an adaptive dialogue framework [19]
and is the ideal candidate for our research. The IQ values are annotated by expert
annotators yielding a high correlation to real user ratings [18].

Previously, a Support Vector Machine (SVM) has been applied for IQ classifi-
cation achieving an unweighted average recall1 (UAR) of 0.59 [9]. Furthermore,
an ordinal regression approach achieved 0.55 UAR [1] and a hybrid-HMM 0.51
UAR [16]. As comparison, the human performance on that task is 0.69 UAR [10].

Reward Model In this work, we compare two different approaches for modelling
the reward. Both have the same shape: for each turn, a small negative discount is
added to favour shorter dialogues. Additionally, a final reward is defined based on
the dialogue outcome. Both are combined for calculating the overall reward R for
a complete dialogue of length T . For the baseline of using task success (TS), R is
defined as

RT S = T · (−1)+1T S ·20 ,

where 1T S = 1 only if the dialogue resulted in a successful task, 1T S = 0 otherwise.
Based on the same binary decision principle, the IQ-based reward function has

been defined:
RIQb = T · (−1)+1IQ ·20 .

A final reward of 20 is assigned only if a high IQ has been achieved at the end of a
dialogue, i.e., the final IQ value (1IQ = 1 only if IQ ≥ 4, otherwise 1IQ = 0).

1 The arithmetic average over all class-wise recalls.
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TSR ADL AIQ

IQb 56.3% (±11.8) 13.3 (±0.9) 2.0 (±0.5)
T S 45.4% (±9.5) 14.2 (±1.4) 1.5 (±0.5)

Table 1 Final TSR, ADL, and AIQ computed out of the last 200 training dialogues for each reward
function averaged over five policy trainings along with the respective confidence interval.

3 Experiments and Results

Evaluation of the reward functions presented in Section 2 is performed using an
adaptive dialogue system interacting with a user simulator. A user simulator offers
an easy and cost-effective way for training and evaluating dialogue policies and get-
ting a basic impression about their performance.

Experimental Setup For creating the IQ estimation model as well as for training
and evaluation of the dialogues, the Let’s Go bus information domain [7] has been
chosen as it represents a domain of suitable complexity. The Let’s Go User Simula-
tor (LGUS) [5] is used for policy training and evaluation to neutralise the need for
human evaluators. LGUS has been trained on 1,275 real user dialogues collected
with Let’s Go. The simulator is set to converse for at least 5 turns as this is the min-
imum number to successfully complete the dialogue. To get bus information from
the system, departure place, arrival place, travel time, and optionally the bus number
may be provided.

In order to evaluate the reward functions, the adaptive statistical dialogue man-
ager OwlSpeak [17] is used with a connected IQ estimation module [13]. The IQ
estimation module uses a Support Vector Machine UAR of 0.55 on the training
data [11] using 10-fold cross-validation. The policy of OwlSpeak operates on the
summary level, i.e., it maps a summary space representation to a summary action,
e.g., request or confirm. The summary action is mapped back to a system ac-
tion using a heuristic.

For evaluation, the objective metrics task success rate (TSR, the ratio of dialogues
for which the system was able to provide the correct result) and average dialogue
length (ADL) have been chosen. In addition, the average IQ value (AIQ) is calcu-
lated for each policy based on the IQ value of the last exchange of each dialogue
(which is also used within some of the reward functions). All AIQ values are based
on the SVM estimates.

Results For each reward model, the results depicted in Table 1 are computed after
1,000 training dialogues based on the last 200 dialogues averaged over five trails.
The corresponding learning curves for moving TSR and IQ are shown in Figure 1.
Both show that for the respective reward, learning has mostly saturated for the last
200 dialogues.

Looking at the relation between IQ and TSR for the two reward models, both
expectations presented in Section 1 are clearly met: RIQ results in similar success
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Fig. 1 Moving task success rate and moving interaction quality computed over a window of 200
turns for both reward models. The learning curves are averaged over five trained policies.

rates compared to RT S (Exp. 1) and yields higher IQ values than RIQ (Exp. 2) with
2.0 compared to 1.5. Even though the success rate for RIQ with an TSR of 56.3%
surpasses RT S with a TSR of 45.4%, this may regarded as a statistical insignificant.

As both expectations have been met, the results clearly suggest that IQ is appli-
cable for dialogue policy learning. Although the experiments have only been carried
out in simulation, we would expect to see similar behaviour in real user experiments.

4 Conclusion

In this paper, we have presented user satisfaction represented by the Interaction
Quality (IQ) metric as an alternative to task success for modelling the dialogue-
level reward used for reinforcement learning of the dialogue policy. We have anal-
ysed its applicability by formulating two key expectations on the relation of task
success and IQ and shown in simulated experiments that these expectations have
been clearly met. Learning a dialogue policy using IQ in the reward results in sim-
ilar performance of the resulting policy in terms of task success while achieving
better results in terms of estimated user satisfaction.

Of course, to asses the impact on user satisfaction, experiments with real users
are necessary which will be part of future work. Furthermore, while the difference
in TSR is not significant, it needs to be investigated further. Finally, IQ is currently
only regarded as being part of the reward. It may as well be part of the dialogue state
which will also be in the focus of future work.
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