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Statistical analysis of proteomics data

Korbinian Strimmer
joint work with Sebastian Gibb

Protemic mass spectrometry profiling is increasingly becoming an important
tool in clinical diagnostics, for example to identify biomarkers for cancer.
Similarly as with other high-throughput technologies, sophisticated statistical
algorithms are essential in the analysis of spectrometry data.

In my talk I will discuss the statistical and algorithmic challenges involved
in the analysis of clinical mass spectrometry data. I will discuss all steps re-
quired in a complete analysis from importing of raw data, preprocessing (e.g.
baseline removal), peak detection, non-linear peak alignment to calibration
of mass spectra and feature selection and classification.

In order to facilitate automated analyzes we have implemented this pipeline
in the open source R package MALDIquant [1] which is freely available from
CRAN [2].

References

1. http://strimmerlab.org/software/maldiquant/

2. http://cran.r-project.org/web/packages/MALDIquant/

Institut für medizinische Informatik, Statistik und Epidemiologie, Universität Leipzig

Strimmer@uni-leipzig.de
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Predicting ordinal therapy response

with high-dimensional expression data

Andreas Leha, Klaus Jung, and Tim Beißbarth

Molecular diagnosis or prediction of clinical treatment outcome based on
high-throughput genomics data is a modern application of machine learn-
ing techniques for clinical problems. In practice, clinical parameters, such
as patient health status or toxic reaction, are often measured on an ordi-
nal scale, as these parameters are frequently staged or graded (e.g. good,
fair, poor). The most common approach to treat the prediction of ordinal
end-points as a multi-class classification problem disregards the ordering in-
formation contained in the response. This may result in a loss of prediction
accuracy. Classical approaches to model ordinal response directly, including
for instance the cumulative logit model or the continuation ratio model, are
typically not applicable to high-dimensional data where the number of sam-
ples is much smaller than the number of features. Although there have been
some extensions of existing methods for response prediction tailored towards
ordinal response and high-dimensional data (Ananth and Kleinbaum, 1997;
Hechenbichler and Schliep, 2006; Chu and Keerthi, 2007; Archer and Mas,
2009), the choice of methodology is still limited and the field is still in focus
of research (Archer and Williams, 2012). We compare several available and
novel approaches for ordinal classification on both, real world data as well
as simulated data. Our novel approaches include the forest of small trees
(fost) inspired by Guo, Sarkar, and Peddada (2010) and the hierarchical tow-
ing (hi2) extending Frank and Hall (2001) that both combine the power of
well-understood binary classification with ordinal response prediction and
are targeted at high-dimensional data directly. Our findings suggest, that the
classification performance of an algorithm is dominated by its ability to deal
with the high-dimensionality of the data. Although the comparative evalua-
tion do not show a clear winner, taking the ordinality of the response into
account can improve the classification accuracy.

Department of Medical Statistics, University Medical Center Göttingen

Andreas.Leha@med.uni-goettingen.de
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Rank aggregation for candidate gene

selection

Andre Burkovski, Ludwig Lausser, and Hans A. Kestler

Biomolecular processes are highly affected by the RNA concentrations (gene
expression level) of the involved cells. Expression profiles are screened for
differentially expressed genes in order to explain changes in such systems.
The top scored genes for these profile are considered for further analysis.
This ranking process may be influenced by variation in measurement or other
sources of noise leading to selection of genes which may not be related to the
biological process.

Our approach is the analysis of relative ranks within gene expression pro-
files which may provide different results and interpretation of gene lists. Since
the measurements of a single profile are taken under more or less the same
conditions, they are more likely to be comparable to each other, than the
measurements of different profiles. The ranking over a single profile is there-
fore more reliable than the ranking of an aggregated value. Relationships
that are stable over all samples can be extracted by aggregating the indi-
vidual rankings into a consensus ranking. To reveal changes in gene activity
we compare intra- and inter-class aggregated rankings. Set operations, like
intersection, are applied to the aggregates to create a specific features sets,
which may provide candidate genes for further analysis or investigation.

We will compare statistical and positional rank aggregation approaches
and their application to artificial as well as real world data. The resulting
consensus rankings may be used to identify specifically expressed genes and
differences between groups.

RG Bioinformatics and Systems Biology, University of Ulm, Germany

Hans.Kestler@uni-ulm.de
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Integrated analysis of genome wide

data sets related to several molecular

measurements in risk prediction

models

Stefanie Hieke1,2, Thomas Hielscher3, Richard F. Schlenk4, Martin
Schumacher1, Axel Benner3, Lars Bullinger4, and Harald Binder1,5

In recent years, high-throughput microarray technology has become avail-
able which allows to measure various molecular features in parallel. Integra-
tion of such multiple genome wide data sets in risk prediction models with
regard to clinical endpoints could potentially help to improve therapy man-
agement for future patients. We systematically investigate statistical strate-
gies to connect several molecular sources with partial overlap in the biological
samples. A promising strategy is to take biological hierarchies into account
using several sources in different roles. We adapt an approach which considers
first one molecular source and keeps the information from this source fixed
in the model when incorporating the second source. We illustrate this strat-
egy in an application to survival data from acute myeloid leukemia patients.
Specifically, we consider microarray-based gene expression profiling and sin-
gle nucleotide polymorphism microarrays with relatively small overlap in the
biological samples. While each of the molecular sources could be considered
as a first or second source statistically, we will highlight how a specific com-
bination corresponds to relevant biological questions. Particularly, certain
molecular entities are seen to only emerge in clinical risk prediction signa-
tures after taking the other molecular levels explicitly into account. These
results indicate how in general statistical procedures can be adapted for con-
necting different molecular sources in a way that is related to the underlying
biology, resulting in a potentially improved basis for individual therapy man-
agement.

1Institute of Medical Biometry and Medical Informatics, University Medical Center
Freiburg
2Freiburg Center for Data Analysis and Modeling, University Freiburg
3Division of Biostatistics, German Cancer Research Center, Heidelberg
4Department of Internal Medicine III, University Hospital of Ulm
5Institute of Medical Biostatistics, Epidemiology and Informatics, University Medical
Center Johannes Gutenberg University Mainz

Hieke@imbi.uni-freiburg.de
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Functional abstraction for large Gene

Ontology taxonomies

Joern Loetsch und Alfred Ultsch

The comparison of problem specific lists of gene product functions with the
set of all genes of an organism using Over Representation Analysis (ORA)
results often in large taxonomies consisting of several hundreds of Gene Ontol-
ogy (GO) terms. To maximize the information about different mechanisms in
which particular genes are involved, an abstraction of these huge taxonomies
is required. This can be obtained by using the Shannon Information on the
size of the gene set associated with each GO-term and combining it with
the certainty that a GO-term describes the biological process involved. This
combination provides a measure of the remarkableness of a GO-term. The
distribution of remarkableness can be used to identify GO terms that are
both highly remarkable and as specific as possible. The terms identified by
this procedure describe disjunct functional areas in which the genes under
consideration are involved. The approach is tested on gene lists for human
pain and micro-RNAs.

Datenbionik, Philipps-Universität Marburg

Ultsch@informatik.uni-marburg.de
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Enrichment analysis based on a

minimal attribute core

Melanie B. Grieb1, Johann M. Kraus1, Karl Lenhard Rudolph2, and
Hans A. Kestler1

Merging information about cell function with information about the corre-
sponding pathway or disease is one of the major challenges in the life sci-
ences. Functional information is often represented by experimental data, e.g.
differentially expressed genes. Enrichment analysis is a common approach to
evaluate if experimental data is connected to an attribute set of interest.
The topic of our research is the development of a new enrichment analysis
method that uses the information of databases connecting phenotypes and
attributes. The method is based on a minimal set of attributes which cover
all phenotypes in the database and therefore is a prototype for the attributes
associated with all phenotypes in the database. The construction algorithm
uses a set P of phenotypes and a set A of attributes and creates the minimal
set Amin for A as the minimal number of attributes Amin ∈ A that covers
all phenotypes in P . The construction of Amin works on a mapping matrix
of P and is based on the greedy algorithm for the set covering problem. The
method was applied to databases of cancer types associated with chromo-
somal locations of mutations where a minimal set of chromosomal locations
covering all cancer types was constructed. The minimal set was validated by
an enrichment analysis using tumor suppressor genes as a positive control
and inflammation genes as a negative control. The enrichment analysis re-
sults in statistically significant values for the tumor suppressor genes and to
nonsignificant values for the inflammation genes.

In an application of this minimal set we investigate a possible connection
of transient telomere dysfunction with Hepatocellular Carcinoma (HCC) in a
cross-species analysis of human and mural genes. The minimal set is used to
find the mural genes specific to human Hepatocellular Carcinoma (HCC+).

1RG Bioinformatics and Systems Biology, University of Ulm
2Institute of Molecular Medicine and Max-Planck-Research Department on Stem Cell
Aging, University of Ulm

Hans.Kestler@uni-ulm.de
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The mural genes expressed in tumors of mice with transient telomere dys-
function (TTD+) and the mural genes expressed in tumors of wild-type mice
were then intersected with HCC+. The intersection of HCC+ and TTD+ was
more than 8 times larger than the intersection of HCC+ and TTD-, which
is consistent with mouse experiments, where more and larger HCC tumors
were found in TTD+ mice than in TTD- mice.

References
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netic aberration data. Bioinformatics, 17(12):1228–1229, 2001.
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V. Rasche, P. Schirmacher, H.W. Lee, H.A. Kestler, A. Lechel, and K.L. Rudolph.
Transient telomere dysfunction induces chromosomal instability and promotes carcino-
genesis. The Journal of Clinical Investigation, 122(6):2283–2288, 2012.

4. F. Mitelman, B. Johansson, F. Mertens, et al. Mitelman database
of chromosome aberrations and gene fusions in cancer. Available at

http://cgap.nci.nih.gov/Chromosomes/Mitelman, 2010.

5. A. Subramanian, P. Tamayo, V.K. Mootha, et al. Gene set enrichment analysis: a
knowledge-based approach for interpreting genome-wide expression profiles. Proceedings
of the National Academy of Sciences of the United States of America, 102(43):15545–
15550, 2005.
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Modeling cell intervention data

Rainer Spang

Functional genomics has a long tradition of inferring the inner working of
a cell through analysis of its response to various perturbations. Observing
cellular features after knocking out or silencing a gene reveals which genes
are essential for an organism or for a particular pathway. A key obstacle
to inferring genetic networks from perturbation screens is that phenotypic
profiles generally offer only indirect information on how genes interact.

I will briefly summarize the biological concept of signalling pathways and
their crosstalk. The rest of my lecture will be on statistical models of pathway
structure. Special attention will be given to strategies for controlling network
complexity and the influence of hidden confounders. I will demonstrate the
power of our methods in the context of modelling disrupted Wnt signalling
in colorectal cancers.

Institute for Functional Genomics, University of Regensburg

Rainer.Spang@klinik.uni-regensburg.de

9



A transductive set covering machine

Florian Schmid, Ludwig Lausser, and Hans A. Kestler

Classification of tissue samples on the basis of gene expression profiles is an
essential task in molecular medicine. The corresponding decision boundary
of such a classification can not only be used for diagnostic purposes. It also
allows insights into the set of involved features. It should therefore be based
on a relative small set of genes.

A classifier which is based on such a small set of predictive genes is the Set
Covering Machine (SCM) with data dependent rays [1]. This Set Covering
Machine combines a minimal set of single threshold classifiers in order to min-
imize the empirical risk under the constrained of covering all positive samples
while minimizing the number of errors on the negative ones. This combined
ensemble of base classifiers offers a decision rule of very low dimensionality.

The SCM is trained according to the inductive learning scheme. Its train-
ing is solely based on samples already classified by a specialist. In scenarios
with high labeling costs, as the one described above, the amount of labeled
samples is very low. As a consequence, inductive classifiers tend to overfit in
this setting. The trained models often do not generalize. An alternative in
this setting is the transductive learning scheme. In these scheme also the in-
formation given by unlabeled samples can be included in the training process.
We developed a transductive version of the SCM with data dependent rays.
The new classifier is tested on artificial data and real microarray datasets
with different ratios of labeled and unlabeled samples.

References

1. Kestler, HA, Lausser, L, Lindner, W, Palm, G: On the fusion of threshold classifiers for
categorization and dimensionality reduction. Comp Stat 26(2), 321–340 (2011)

Research Group Bioinformatics and Systems Biology, University of Ulm
Hans.Kestler@uni-ulm.de
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Tumor progression modelling without

likelihoods

Daniela Herold, Giusi Moffa, and Rainer Spang

The emergence and progression of cancer is driven by the accumulation of
multiple mutations in the genome. The successive occurrence of mutations
follows rules that can be modeled statistically. In the last decades, enormous
progress has been made in modelling tumor progression. A recently developed
method called Conjunctive Bayesian Networks (CBN) [1, 2] models tumor
progression as a directed acyclic graph (DAG). Thus cancer progression allows
for both branching and convergence of progression pathways.

Tree or network topologies are estimated by maximizing the likelihood
of networks for a given dataset of observed mutations. This is embedded in
a simulated annealing framework, where in each iteration the likelihoods of
two competing models need to be compared. With complex models, likeli-
hood calculations can be time consuming. In the CBN example, it involves a
nested EM-algorithm. Together with the simulated annealing loop this com-
putational burden confines the applicability of CBN to only small progression
models.

We discuss an alternative approach that keeps the simulated annealing
framework but does not calculate likelihoods explicitly. In a nutshell: When
having to decide which of two competing models fit the data better, we
simulate multiple sets of artificial data from both candidates, train a support
vector machine (SVM) to distinguish them and finally apply this SVM to the
real data.

We compare the performances of our approach and the CBN methodology
[3] with respect to network reconstruction in a simulation study. Positive
predictive values of network reconstruction are comparable to those obtained
by likelihood calculations. More importantly, our approach is much faster and
allows for the estimation of much larger models.

Institute of Functional Genomics, Computational Diagnostics Group, University of
Regensburg

{Daniela.Herold,Rainer.Spang}@klinik.uni-regensburg.de
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BatchJobs and BatchExperiments:

Abstraction mechanisms for using R in

batch environments

Michel Lang, Bernd Bischl, Olaf Mersmann,
Jörg Rahnenführer, and Claus Weihs

Empirical analysis of statistical algorithms often demands time-consuming
experiments which are best per- formed on high performance computing clus-
ters. While distributed computing environments provide immense computa-
tional power, they are not easy to use for the non-expert. We present two R
packages [1, 2] which greatly simplify working in batch computing environ-
ments. The package BatchJobs implements the basic objects and procedures
to control a batch cluster from within R. It is structured around cluster
versions of the well-known higher order functions Map/Reduce/Filter from
functional programming. The second package, BatchExperiments, is tailored
for the still very general scenario of analyzing arbitrary algorithms on prob-
lem instances. It extends BatchJobs by letting the user define an array of jobs
of the kind apply algorithm A on problem instance P and store results R. It
is possible to associate statistical designs with parameters of algorithms and
problems and therefore systematically study their influence on the algorithms
performance. An important feature is that the state of computation is persis-
tently available in a database. The user can query the status of jobs, submit
subsets of the experiments to the batch system and in a later stage add or
remove experiments. As SQLite is used as a backend, all data required to
reproduce the experimental study, including internally handled seeds, resides
in a single directory. The abstraction mechanism used to separate source code
from cluster specific code makes the study portable to other batch systems.
Both packages are written in such a way that they can be used in principle
on any batch system. We currently support standalone multicore machines,
SSH clusters, Torque/PBS, LSF and Sun Grid Engine.

Fakultät für Statistik, TU Dortmund

Bischl,Lang,Mersmann,Rahnenfuehrer,Weihs@statistik.tu-dortmund.de
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Increasing the diversity of trees in

classifier-ensembles to improve

prediction accuracy

Werner Adler1, Sergej Potapov1, and Berthold Lausen2

Classification ensembles tend to show higher prediction accuracy, when the
base classifiers constituting the ensemble show less correlation to each others,
i.e. when the ensembles are more diverse (Kuncheva & Whitaker, 2003). This
lead to the development of several strategies to increase the diversity of base
classifiers, e.g. bagging (Breiman, 1996), or random forests (Breiman, 2001).
For the special case of a repeated measurements setup, Adler et al. (2011)
examined modified bootstrap strategies for bagged classification trees and
random forests. These strategies lead to an improved performance, which
was assumed to be due to an increased diversity among the single trees.

In this talk we will verify this assumption based on a number of diversity
measures, examined e.g. by Kuncheva & Whitaker (2003) or Tang et al.
(2006). In the next step, appropriate measures are used to apply a weighting
scheme to the single trees of a classifier ensemble based on their diversity to
each others. The effect on the ensemble accuracy is tested by a simulation
study and clinical data sets.

References

1. Adler, W., Potapov, S., and Lausen, B. (2011): Classification of repeated measurements
data using tree-based ensemble methods. Computational Statistics, 26(2), 355–369.

2. Breiman, L. (1996): Bagging Predictors. Machine Learning, 24(2), 123–140.

3. Breiman, L. (2001): Random Forests. Machine Learning, 45, 5–32.

4. Kuncheva, L.I., Whitaker, C.J. (2003): Measures of Diversity in Classifier Ensembles
and Their Relationship with the Ensemble Accuracy. Machine Learning, 51, 181–207.

1Department of Biometry and Epidemiology, University of Erlangen-Nuremberg, Germany
2Department of Mathematical Sciences, University of Essex, England

Werner.Adler@imbe.med.uni-erlangen.de
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The benefit of combining techniques

for identifying molecular signatures

Murat Sariyar, Isabell Hoffmann, and Harald Binder

Different model families can exploit different kind of information in the molec-
ular data. This can be ascribed to unequal decision boundaries. Combinations
of several methods might therefore increase the prediction performance and
the generalizability of the results. In practice, such combinations are already
used in an exploratory way. However, systematic assessments of possible ben-
efits are still lacking. We provide a preliminary framework to determine if
a combination of specific methods for molecular signature development is
promising or not. The presentation of the framework is case-based: we in-
vestigate whether random survival forests and a Cox model with regularized
estimation are beneficial for each other in a high-dimensional time-to-event
setting. Following diagnosis tools are used in a subsampling context: variable
selection frequencies, prediction performance measured by the Brier score,
model rebuilding based on variable selections of the other method, and model-
based simulation of new data. Rebuilding models based on information of the
other model leads to relevant insights. For variable selection by regularized
estimation our results show a stable shift towards different, potentially inter-
esting genes in an application to microarray data for a time-to-event endpoint.
For prediction performance, no such benefit is diagnosed. We furthermore in-
dicate how more knowledge regarding the combination of techniques can be
gained by theoretical investigations of the underlying decision boundaries.

Institute for Medical Biostatistics, Epidemiology and Informatics, University Medical
Center, Johannes Gutenberg-University Mainz

Murat.Sariyar@unimedizin-mainz.de
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Boosting molecular main effects

signatures by random forests

Isabell Hoffmann, Murat Sariyar, and Harald Binder

When linking high-dimensional molecular measurements to some clinical end-
point, sparse regression techniques are destined to provide a short molecular
signature of main effects. While interactions are highly likely to be present
in molecular applications, there is no standard method for determining in-
teractions that should be added to a list of main effects. We specifically
consider component-wise boosting as a sparseness inducing main effects re-
gression method for the Cox proportional hazards model in a time-to-event
settings. It combines variable selection with model estimation. For obtain-
ing interaction information, random survival forests are used. Using resam-
pling techniques on data from patients with diffuse large B-cell lymphoma,
we investigate whether it is possible to extract interactions from the forests
for injecting them into the Cox model. The search for interactions is based
on variable importance measures, their empirical distribution and resulting
inclusion frequencies. After determining potential interaction terms, we con-
sider several ways of incorporating them into the Cox model together with the
main effects. These are evaluated according to prediction performance. Our
results show that there is no straightforward way of improving performance
by adding interactions. One reason could be that interactions are not relevant
on our data. A more serious reason might be that adding relevant and man-
ageable interactions terms to main effects signatures through random forests
is generally difficult.

Institute for Medical Biostatistics, Epidemiology and Informatics, University Medical
Center, Johannes Gutenberg-University Mainz
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Boosting generalized additive models

for location, scale and shape

Andreas Mayr1, Nora Fenske2, Benjamin Hofner1,
Thomas Kneib3, and Matthias Schmid1,2

Generalized additive models for location, scale and shape (GAMLSS) are
a popular semi-parametric modelling approach that, in contrast to conven-
tional GAMs, regress not only the expected mean but every distribution
parameter (e.g. location, scale and shape) to a set of covariates. Current fit-
ting procedures for GAMLSS are infeasible for high-dimensional settings and
require variable selection based on (potentially problematic) information cri-
teria. This presentation describes a boosting algorithm for high-dimensional
GAMLSS that was developed to overcome these limitations. Specifically, the
new algorithm was designed to allow the simultaneous estimation of predictor
effects and variable selection. The proposed algorithm was applied to data of
the Munich Rental Guide, which is used by landlords and tenants as a refer-
ence for the average rent of a flat depending on its characteristics and spatial
features. The net-rent predictions that resulted from the high-dimensional
GAMLSS were found to be highly competitive while covariate-specific pre-
diction intervals showed a major improvement over classical GAMs. The al-
gorithm is available on CRAN with the R add-on package gamboostLSS.

1Institut für Medizininformatik, Biometrie und Epidemiologie, Friedrich-Alexander-
Universität Erlangen-Nürnberg
2 Institut für Statistik, Ludwig-Maximilians-Universität München
3 Wirtschaftswissenschaftliche Fakultät, Georg-August-Universität Göttingen

Andreas.Mayr@imbe.med.uni-erlangen.de
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Analysis of local classification methods

Julia Schiffner and Claus Weihs

There are various ways to structure the vast amount of classification methods
that are nowadays available. For example parametric and nonparametric ap-
proaches or predictive and generative methods are usually distinguished. An-
other distinction can be made between local and global classification methods.
Recently there is an increasing interest in local methods in the data mining
and machine learning community. Localized versions of nearly all standard
classification techniques like linear discriminant analysis [1], logistic regres-
sion [2], support vector machines [4], or boosting [5] are available.

The term ‘local’ is not clearly defined and rather used in an intuitive way
by most authors. The probably best-known example of a local classification
approach is the k nearest neighbors method where ‘local’ refers to the envi-
ronment of the point to be predicted. But there are also many other types
of local methods in the literature. We will give an overview of existing ap-
proaches. Especially, we will identify several properties that can be used for
grouping the various local approaches and may affect their performance.

Our central question of interest is: How do local methods perform – in
general as well as in comparison with global counterparts? This surely de-
pends on a number of different factors, on the one hand the properties of
the employed methods, on the other hand the properties of the classification
problem. Hence related questions are: How important is which type of lo-
cal method is used? How important is the base classification method itself?
What are the effects of certain properties of the data? For which types of
classification problems may local methods be beneficial?

In this talk we present our efforts to investigate these issues and partly
answer the questions mentioned above.

Department of Statistics, TU Dortmund

{Schiffner,Weihs}@statistik.tu-dortmund.de
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As performance measure we consider the misclassification rate since it is
usually of interest. Moreover, we use the bias-variance decomposition of the
error rate in order to gain deeper insight into the behavior of local learning
algorithms. The bias-variance decomposition of prediction error was origi-
nally introduced for quadratic loss functions, but generalizations to other
loss functions, especially zero-one loss, have been developed in the last 15
years, e.g. [3].

In order to systematically address the questions regarding the influence
of the locality type and the base method on the performance we consider 6
global classification methods of different complexity (a simple classifier that
always predicts the most frequent class, linear and quadratic discriminant
analysis, logistic regression, support vector machines and neural networks)
and investigate 4 different local versions of each method.

For illustration and in order to check our intuitions regarding the per-
formance of local methods we first present some results obtained on 2-
dimensional artificial classification problems where we think or where it is
claimed that local methods may be beneficial.

Moreover, we present an extensive simulation study. Here we attempt to
artificially generate data in order to cover a wide range of possible classi-
fication problems. The obtained misclassification rates as well as bias and
variance are related to properties of the data sets as well as the classification
methods.
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All kinds of support tools for the

differential analysis of high-throughput

data

Georg Füllen

We would like to demonstrate how similarity methods can be applied to
”differential data“, that is, to the results of differential analyses of high-
throughput data, with or without replicates.

More specifically, clustering, similarity searches and machine learning can
all be applied to ”differential data“. We also demonstrate how we can profit
from a formal ontological framework for ”differential data“.

Application examples are taken from the domains of stem cells, cancer,
ageing and autoimmunity diseases. For example, knocking down the Nanog
gene in embryonic stem cells triggers specific regulatory changes affecting
the Esrrb gene. As another example, the differential analysis of human and
mouse embryonic and epiblast stem cells implicates histone acetylation as a
relevant factor.

Universitätsmedizin Rostock
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Structural RNA alignment by

multi-objective optimization

Thomas Schnattinger1, Uwe Schöning1, and Hans A. Kestler2

Functional RNA molecules are often more conserved in their secondary struc-
ture than in their primary sequence. To examine functional similarity, se-
quence and structure must both be taken into account. Sequence alignment
tools fail when the sequence similarity is too low. Therefore, dynamic pro-
gramming algorithms have been developed to integrate RNA structure infor-
mation in the aligning process by constructing a consensus secondary struc-
ture along with the sequence alignment. It is not clear, however, how sequence
and structure information should be weighted in the objective function, dif-
ferent kinds of RNA may even require different parameters.

To overcome this fixed weighting in these algorithms, which is their major
drawback, we split the objective function for structural RNA alignment into
two parts. The first objective measures the quality of sequence alignment
by penalizing gaps and mismatches and rewarding sequence matches. The
second objective is to maximize the stability of the constructed consensus
secondary structure.

Having to satisfy more than one objective function, the concept of opti-
mality has to be generalized. We say a vector a dominates b if all entries ai are
greater than or equal to bi and if there is at least one entry aj which is strictly
larger than bj . We are interested in all solutions S to our problem with are
Pareto-optimal, in other words there is no other solution which dominates S.
This task is accomplished by multi-objective dynamic programming.

We present an algorithm for the multi-objective RNA sequence-structure
alignment problem. It allows the user to generate and choose from a set of
Pareto-optimal solutions, which do not depend on previously set parameters
for the weighting between primary sequence and secondary structure.

1Institute of Theoretical Computer Science, University of Ulm
2RG Bioinformatics and Systems Biology, University of Ulm

{Thomas.Schnattinger,Uwe.Schoening,Hans.Kestler}@uni-ulm.de

23



References

1. I. L. Hofacker, S. H. F. Bernhart, and P. F. Stadler. Alignment of RNA base pairing
probability matrices. Bioinformatics, 20(14):2222–2227, 2004.

2. H. Laux. Entscheidungstheorie. Springer-Verlag, Berlin, Germany, 6th edition, 2005.
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Not confoundable partial network

reconstruction with unknown-unknown

players

Mohammad J. Sadeh, Giusi Moffa, and Rainer Spang

Our current understanding of virtually all cellular signaling pathways is al-
most certainly incomplete. We miss important but sofar unknown players
in the pathways. Moreover, we only have a partial account of the molecu-
lar interactions and modifications of the known players. When analyzing the
cell, we look through narrow windows leaving potentially important events in
blind spots. Much network reconstruction methods are based on investigat-
ing unknown relations of known players assuming there are not any unknown
players. This might severely bias both the computational and manual recon-
struction of underlying biological networks. Here we ask the question, which
features of a network can be confounded by incomplete observations and
which cannot. In the context of nested effect model based network recon-
struction, we show that in the presence of missing observations or hidden
factors with their unknown effects (unknown-unknown players), a reliable re-
construction of the full network is not feasible. Nevertheless, we can show that
certain characteristics of signaling networks like the existence of cross talk
between certain branches of the network can be inferred in a notconfoundable
way. We derive a simple polynomial test for inferring such not-confoundable
characteristics of signaling networks. We also define a set of edges to partially
reconstruct the signaling networks when the unknown players exist and eval-
uate its performance both on simulated data and in the context of a recent
study on Wnt-signaling in colorectal cancer cells.
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Visualization and Clustering of

Electricity Networks

Sebastian Krey, Dirk Surmann, Uwe Ligges, and Claus Weihs

In modern interconnected powersystems (often comprising whole continents)
the control of the power flows to provide an uninterrupted supply with energy
is a very complex task. The ongoing replacement of classical power plants
(nuclear and coal) with renewable energy provided by highly distributed and
relatively small solar, wind and hydrodynamic power stations introduces a
whole collection of challenges. Beside the prediction of the generated power
the distribution of the renewable energy to the industrial centers is one of
the major challenges.

On heavily loaded power supply systems the occurence of low frequency
oscillations, introduced by dynamic load changes, can have severe impacts.
Therefore it is necessary to understand the behaviour of the network to pre-
dict the occurence of such oscillations and detect possible overloads.

As our power systems cover large areas and are heavily interconnected, we
cannot use measurements from every possible metering point for the state
estimation of the network (computational- and communication time con-
straints). Hence a selection of important stations for the state of the whole
network and local modelling is necessary.

In this work we want to present graphical methods to unterstand the oscil-
lation behaviour of the network, clustering of the network graph to find areas
for the fitting of local methods and first ideas for the selection of important
metering points.

Fakultät Statistik, TU Dortmund
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The excess mass approach and

diagnostics for modality

Günther Sawitzki

The basic idea of the excess mass approach is to measure the amount of
probability mass not fitting a given statistical model. It came up first in the
context of testing for a treatment effect, was later applied to inference about
the modality of a distribution. The framework has been extended to other
problems, such as density estimation or regression.

For testing, given a hypothesis about the modality of a distribution, the
excess mass test and related methods give a satisfactory solution.

For exploratory data analysis, with no or only tentative hypotheses, more
flexibilityis needed. The shorth plot is a tool in the spirit of the excess mass
approach. For the one dimensional situation, the shorth plot is a graphical
representation of the length of the shorth, the shortest interval covering a
certain fraction of the distribution. Localising the shorth, i.e. requiring it to
contain specific data points, makes it usable for diagnostics.

References

1. D.W. Müller, G. Sawitzki: Excess Mass Estimates and Tests for Multimodality. Journal
of the American Statistical Association 86 (Sep. 1991), 738–746

2. J. Einmahl, M. Gantner, G. Sawitzki: The Shorth Plot. Journal of Computational and
Graphical Statistics March 2010, Vol. 19, No. 1: 62–73.

3. J. Einmahl, M. Gantner, G. Sawitzki: Asymptotics of the Shorth Plot. Journal of Sta-
tistical Planning and Inference November 2010, Vol. 140, Issue 11, Pages 3003–3012.

See: http://lshorth.r-forge.r-project.org/

StatLab Heidelberg

gs@statlab.uni-heidelberg.de

28



A comparison of cumulative/dynamic

estimators to evaluate the prediction

accuracy of survival models

Matthias Schmid and Sergej Potapov

Time-dependent AUC curves have become a popular tool to evaluate the
predictive performance of survival models with right-censored time-to-event
outcome. A frequently used approach is to consider cumulative/dynamic AUC
curves, which can be computed for each time point t under consideration and
which can be used to discriminate between observations having an event at
or before t and observations having an event after t.

In the literature, several approaches to estimate cumulative/dynamic AUC
curves have been proposed. These approaches rely on a variety of assumptions
(such as the proportional hazards assumption in Cox regression) that are
needed to guarantee consistency and asymptotic normality of the estimators.
In this talk we analyze four popular estimators of cumulative/dynamic AUC
curves. Based on the results of a simulation study and the analysis of a set
of gene expression data, we investigate the sensitivity of the four estimators
with regard to violations of underlying regularity assumptions.
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Group-based ant colony optimization

Gunnar Völkel1, Uwe Schöning1, and Hans A. Kestler2

Ant Colony Optimization (ACO) is a meta-heuristic for combinatorial opti-
mization problems. The main idea of ACO is that in each iteration a fixed
number of solutions is constructed probabilistically based on a pheromone
matrix which evolves between the iterations. In general a solution consists of
a sequence of solution components. For problems like the Traveling Salesman
Problem (TSP) the linear solution en- coding of ACO as a sequence of compo-
nents works well since a sequence of customers is a natural representation of
the visiting order of those customers. The solutions of the Capacitated Vehicle
Routing Problem (CVRP), a descendant of the TSP, usually consist of more
than one route. A linear solution encoding for the CVRP has to consist of the
component sequences of the individual routes interleaved with some end of
route component. This is no natural encoding because it favors one route over
another whereas the problem does not state such a preference. Generally, this
applies to problems with a solution that is sub-structured into independent
groups of components. We propose Group-Based Ant Colony Optimization
(GBACO) whose solution encoding is sub-structured into groups each con-
sisting of a sequence of components. The modified construction procedure
selects one pair of group and component probabilistically and adds the se-
lected component to the selected group. First experiments comparing ACO
and GBACO on the commonly used Solomon benchmark instances (VRP
with Time Windows) are presented.
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Efficient Bayesian analysis based on

the method ”merge and reduce“

Leo Geppert and Katja Ickstadt

In our setting, we want to analyse a massive data set via Bayesian regres-
sion. The standard method for Bayesian regression is using Markov Chain
Monte Carlo (MCMC) methods, which are demanding in terms of comput-
ing time and memory requirements. When dealing with data sets with a
massive number of observations (n >> p), using standard MCMC-methods
quickly becomes unfeasible. To avoid this problem we propose applying the
technique of merge and reduce. Merge and reduce has been used in classi-
fication and clustering problems for large data sets as well as in streaming
settings. In the setting of Bayesian regression, the basic task is to merge two
(or more) MCMC samples without increasing the complexity. We present
different ideas on how to achieve this. One approach is to consider summary
values only. This fairly intuitive idea is taken from meta-analysis, but it might
be too simple, depending on the aim of the analysis. As an alternative, we
characterise the MCMC samples using core sets. The calculation of the core
sets can be implemented in an efficient and scalable way, which makes them
especially suitable for massive data sets.
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