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Genes and Function: Prediction,
Regression and systems’ modelling

Ulrich Mansmann

On the one hand, prediction and regression techniques applied to molecular
data represent the so called top-down approach to molecular complex data:
knowledge free approaches which identify central players in a complex sys-
tem. On the other hand, systems modelling combines existing knowledge on
the interaction of molecular components in a bottom-up process to a complex
system. My talk discusses both approaches in the light of the data made avail-
able by The Cancer Genome Atlas (TCGA, http://cancergenome.nih.gov/).
It is of interest how both approaches are complementary and how both com-
bined can help to discover new functionalities in the complex system.

IBE, LMU, München

ulrich.mansmann@lmu.de
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Statistical Quality Measures and
ROC-Optimization by Learning Vector
Quantization Classifiers

Michael Biehl1, Marika Kaden2, and Thomas Villmann2

Introduction - Classification by Learning Vector Quantization

Learning vector quantization (LVQ) models are prototype-based adaptive
classifiers for processing vectorial data (Kohonen, 95). Training samples are
assumed to be of the form v 2 V ✓ Rn with class labels xv = x (v) 2
C = {1, . . . , C}. The set of prototypes W = {wj 2 Rn, j = 1 . . .M} contains
representatives of the classes carrying prototype labels yj 2 C. Classification
decisions for unknown data samples ṽ are usually made according to a winner
take all rule, i.e.

xṽ := ys(ṽ) with s (ṽ) = argminj (d (ṽ,wj))

where d (ṽ,wj) is a dissimilarity measure in the data space, frequently cho-
sen as the Euclidean distance. LVQ training amounts to distributing the
prototypes in the data space such that the classification error is minimized.
Stochastic gradient descent learning have been introduced which is based on
objective function

E (W, f) =
1

2

X

v2V

f (µ (v)) (1)

approximating the classification error (Sato et al., 96). Here, the function

µ (v) =
d+ (v)� d� (v)

d+ (v) + d� (v)
(2)

is the so-called classifier function. This approach is known as Generalized
LVQ (GLVQ) (Sato et al. 96). Here d+ (v) = d (v,w+) denotes the dissimi-
larity between the data vector v and the closest prototype w

+ with the same
class label ys+ = xv, while d� (v) = d (v,w�) is the distance from the best
matching prototype w

� with a class label ys� different from xv. The modu-

1Johann-Bernoulli-Institute for Mathematics and Computer Sciences, University Gronin-
gen, The Netherlands
2Computational Intelligence Group, University of Applied Sciences Mittweida, Germany

thomas.villmann@hs-mittweida.de
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lation function f in (1) is a monotonically increasing function usually chosen
as a sigmoid or the identity function. A typical choice is the Fermi function

f✓ (x) =
1

1 + a · exp
⇣
� (x�x0)

2✓2

⌘ (3)

with x0 = 0 and a = 1 as standard parameter values. The parameter ✓
determines the slope of f✓ but is frequently fixed as ✓ = 1.

Stochastic gradient learning performs update steps of the from

4w

± / �@f✓ (µ (v))

@µ (v)
· @µ (v)

@d± (v)
· @d

± (v)

@w± (4)

for a randomly chosen data sample v.

Classification Accuracy and Statistical Measures in GLVQ

As described above, the standard GLVQ optimizes the approximated classifi-
cation error E from (1). We observe that the classifier function µ (v) from (2)
becomes negative if the data point v is correctly classified, i.e. if xv = ys(v)
is valid. Further, in the limit ✓ & 0 the sigmoid f✓ (3) becomes the Heaviside
function

H (x) =

(
0 if x  0

1 else
, (5)

such that border sensitive classification learning takes place (Villmann et al.,
2013). In this case, E (W,H) counts the misclassifications. Considering a two-
class problem with a positive class C+ labeled by ’�’ and a negative class C�
with class label ’ ’, the misclassifications are the false positives (FP ) and
false negatives (FN) according to the contingency table Tab. .

labels true
C+ C�

predicted C+ TP FP bN+

C� FN TN bN�
N+ N� N

Table 1 Contingency / Confusion matrix: TP - true positives, FP - false positives, TN -
true negatives, FN - false negatives, N±- number of positive/negative data, bN+ - number
of predicted positive/negative data.

Yet, counting of misclassifications is not always an appropriate evaluation
of classifier, in particular, if the data are imbalanced (Sachs, 1992). In statis-
tical analysis contingency table evaluations are well-known to deal with this
problem more properly. Several measures were developed to judge the classi-
fication quality based on the confusion matrix emphasizing different aspects.
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For example, precision ⇡ and recall ⇢, defined by

⇡ =
TP

TP + FP
=

TP
bN+

and ⇢ =
TP

TP + FN
=

TP

N+
, (6)

respectively, are used in the widely applied F�-measure

F� =

�
1 + �2

�
· ⇡ · ⇢

�2 · ⇡ + ⇢
(7)

developed by Rijsbergen (1979).
To integrate these contingency quantities into a GLVQ-like cost function,

we have to approximate them properly while ensuring their dependence on
the prototypes is differentiable. For this purpose we introduce the quantity
µ̂ (v) = f✓ (�µ (v)) with µ̂ (v) ⇡ 1 iff the data point v is correctly classified
and µ̂ (v) ⇡ 0 otherwise for small values ✓, with the derivative

@µ̂ (v)

@w± = �@µ̂ (v)

@f✓
· @f✓
@µ

· @µ

@d± (v)
· @d

± (v)

@w± .

Thus we can express all quantities of the confusion matrix in terms of the
new classifier function µ̂ (v):

TP =
X

v

��,xv · µ̂ (v) , FP =
X

v

� ,xv · (1� µ̂ (v))

FN =
X

v

��,xv · (1� µ̂ (v)) and TN =
X

v

� ,xv · µ̂ (v)

with ��,xv is the Kronecker symbol and � ,xv = 1���,xv . Obviously, all these
quantities are also differentiable with respect to µ̂ (v) and, hence, also with
respect to the prototypes wk. In consequence, an arbitrary general statisti-
cal measure S can be optimized by a GLVQ-like stochastic gradient learn-
ing of the prototypes, if it is continuous and differentiable with respect to
TP, FP, FN , and TN . Clearly, the above mentioned quantities precision ⇡
and recall ⇢ as well as the F�-measure belong to this function class and,
therefore, can be plugged into the GLVQ learning scheme.

Receiver Operation Characteristic Optimization and GLVQ

The Receiver Operation Characteristic (ROC) is an important tool for per-
formance comparison of classifiers. A classifier is considered superior if it
delivers a higher value of the area under the ROC-curve (AUC). Suppose
a two-class problem of classes A and B according to datasets VA and VB

with cardinalities #VA, #VB , respectively. Further assume that a classifier
delivers a continuous output (discriminant function) used for the classifica-
tion decision. Then the AUC can be interpreted as the probability PAB that

4



a classifier will rank a randomly chosen A-instance vA 2 VA higher than a
randomly chosen B-instance vB 2 VB (Fawcett, 2006).

This interpretation of the AUC can be facilitated in the GLVQ-framework
(Villmann, 2014): To this end, the discriminant function

µAB (v) =
dB (v)� dA (v)

dA (v) + dB (v)
(8)

is defined with dA (v) = dA (v,w⇤
A (v)) where w

⇤
A (v) is the closest prototype

to v responsible for class A. Analogously, w⇤
B and dB (v) are defined in the

same manner. We consider the (local) ordering function

O✓ (vA,vB) = f✓ (µAB (vA)� µAB (vB)) (9)

for an ordered pair (vA,vB) of vectors. Then, the ROC cost function can be
calculated as

EROC (✓, VA, VB) =
1

#VAB

X

(vA,vB)

O✓ (vA,vB) (10)

depending on the slope parameter ✓ of the sigmoid function f✓ (x) from (3).
Border sensitive learning, i.e. forcing ✓ & 0 in (9) , leads to the limit

EROC (✓, VA, VB ,W )
✓&0�! PAB . (11)

Further, using the derivatives

@µAB (v)

@w⇤
A (v)

=
dB (v)

dAB (v)
· @dA (v)

@w⇤
A (v)

and
@µAB (v)

@w⇤
B (v)

= � dA (v)

dAB (v)
· @dB (v)

@w⇤
B (v)

we can calculate the gradients of the ordering function O✓ (vA,vB) regarding
both vA and vB , respectively:

@O✓ (vA,vB)

@w⇤
A (vA)

=
@f✓
@z

����
z

·
✓
@µAB (vA)

@w⇤
A (vA)

� @µAB (vB)

@w⇤
A (vA)

◆
(12)

@O✓ (vA,vB)

@w⇤
A (vB)

=
@f✓
@z

����
z

·
✓
@µAB (vA)

@w⇤
A (vB)

� @µAB (vB)

@w⇤
A (vB)

◆
(13)

@O✓ (vA,vB)

@w⇤
B (vA)

=
@f✓
@z

����
z

·
✓
@µAB (vA)

@w⇤
B (vA)

� @µAB (vB)

@w⇤
B (vA)

◆
(14)

@O✓ (vA,vB)

@w⇤
B (vB)

=
@f✓
@z

����
z

·
✓
@µAB (vA)

@w⇤
B (vB)

� @µAB (vB)

@w⇤
B (vB)

◆
(15)

with z = µAB (vA)� µAB (vB).
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In consequence, GLVQ-like stochastic gradient learning is possible also for
the ROC cost function EROC from (10), which delivers an AUC-optimizing
scheme in the limit ✓ & 0 of border sensitive learning.

Conclusion

We present in this extended abstract the mathematical framework for learn-
ing of prototype-based LVQ-classifiers to optimize statistical quality measures
based on the confusion matrix or receiver operating characteristic by stochas-
tic gradient learning. Obviously, this approach can be easily combined with
other advanced GLVQ-techniques like relevance and matrix learning or ker-
nelized variants (Villmann et al., 2002, Schneider et al.,2009, Villmann et al.
2014).
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Beyond discrimination and calibration:
why the predictiveness curve is not
su�cient for assessing the performance
of prediction models

Giuseppe Casalicchio1, Bernd Bischl1, Matthias Schmid2

To assess the performance of prediction models, it is commonly agreed that
the prediction model should satisfy two major criteria. First, they should
have a high discriminative power, meaning that they are able to well separate
cases from controls. Second, they should be well calibrated, meaning that the
expected number of events should closely agree with the observed number of
events. The predictiveness curve is often used as a graphical tool to visualize
and evaluate calibration and discrimination (see e.g. Huang et al., 2007; Pepe
et al., 2008; Moons et al., 2012).

In this talk, we will analyze the properties of the predictiveness curve and
will review its role in the assessment of the performance of prediction models.
Based on these considerations, we will illustrate that the concept has several
major shortcomings and should therefore not be solely used for the evaluation
of prediction accuracy.

References

1. Y. Huang et al. Evaluating the predictiveness of a continuous marker. Biometrics 63(4),
1181–8, 2007.

2. K.G.M. Moons et al. Quantifying the added value of a diagnostic test or marker. Clinical
chemistry 58(10), 1408–17, 2012.

3. M.S. Pepe et al. (2008). Integrating the predictiveness of a marker with its performance
as a classifier. American journal of epidemiology 167(3), 362–8.

1Statistical Consulting Unit, Department of Statistics, Ludwig-Maximilians-University,
80539 Munich, Germany
2Department of Medical Biometry, Informatics and Epidemiology, University of Bonn,
Germany

matthias.schmid@ukb.uni-bonn.de

7



Statistical methods for large-scale gene
expression data sets in toxicogenomics

Marianna Grinberg1, Eugen Rempel1, Jan G. Hengstler2, Jörg
Rahnenführer1

Understanding chemically-induced toxicity is important for the development
of drugs and for the identification of biomarkers. Recently, large-scale gene ex-
pression data sets have been generated to understand molecular changes on
a genome-wide scale. The Toxicogenomics Project-Genomics Assisted Tox-
icity Evaluation system (TG-GATEs) is an open-source project in Japan
(http://toxico.nibio.go.jp). The database contains data for more than 150
compounds applied to cells from rats (liver, kidney) and to human hepa-
tocytes. Our goal is the characterization of the compounds with statistical
methods. For many compounds, incubations with di↵erent concentrations
and for di↵erent time periods are available. Besides the curse of dimensional-
ity (many more variables than observations) the statistical analysis is faced
with additional complexity including batch e↵ects and implausible concen-
tration progression.

Main initial analysis goals are discriminant analysis and cluster analysis
for compounds. Prior to this statistical analysis, a concentration progression
analysis is performed to identify compounds with implausible measurements.
Principal component analysis provides an overview of the associations be-
tween the compounds and also pinpoints artifacts like batch e↵ects in the
data sets. We present techniques to control for batch e↵ects and to correct
for unreasonable results. The curated database serves as basis for the ex-
traction of relevant biomarkers. The most reliable ones are assigned to the
corresponding mechanisms of toxicity and are compared to gene sets related
to di↵erent diseases, such as fatty liver, cirrhosis and hepatocellular cancer.
Finally, we aim at additional insight into biological relationships between
compounds by analyzing di↵erential e↵ects on the level of transcription fac-

1Department of Statistics, TU Dortmund, Dortmund, Germany
2Leibniz Research Centre for Working Environment and Human Factors (IfADo), Dort-
mund, Germany

rahnenfuehrer@statistik.tu-dortmund.de
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tors. Therefore, we apply enrichment type tests for discovering transcription
factors that target more di↵erentially expressed genes than expected under
a random model.
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Specific identification of small genomic
structural variations using next
generation sequencing data

Matthias Kuhn

Introduction

Next generation sequencing (NGS) is a technique that promises to unbun-
dle genetic variability with low bias and hence to advance our understand-
ing of, e.g. tumorigenesis. Changes of single nucleotides (SNV) and inser-
tions/deletions of up to 50 nucleotides (indels) form the best known source of
genetic variation. Another broad class of genetic changes are structural vari-
ations (SV) that involve bigger chunks of DNA. SVs can be further classified
as insertions, duplications, deletions, inversions, translocations or mixtures
thereof.

Currently, there exist well established methods which allow to call SNVs
and short indels by basically mapping and comparing NGS reads to a refer-
ence genome. Also concerning SVs, methods have been developed for their
identification. In contrast to SNV calling, the methods for SV detection
mainly utilize reads that could not be properly mapped to the reference
genome.

However, most SV calling methods are tuned to find rather big SVs that go
beyond kilobases. Hence, there is a grey zone of genetic variation in between
SNVs and SVs that may not be detected by any of these methods. Therefore,
we aimed at developing a method to specifically find genomic variation in
the range of 50 up to 350 nucleotides with NGS data. This focus on small
SVs gives hope that the method is applicable also to exome sequencing where
only short target regions (for instance exome regions) are covered.

Department of Medical Informatics and Biometry, University Hospital Carl Gustav Carus,
Technical University Dresden, Dresden, Germany

matthias.kuhn@statistik.tu-dresden.de
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Material and Methods

As input the method expects NGS reads of an exome-enriched tumor-normal
pair of samples from one patient. The sequencing reads are mapped to the
human reference genome. In particular, the method relies on a NGS read
mapper that is able to map reads partially, hence generating clipped reads
or even multi-part alignments. The recently released BWA MEM mapping
software is used here. Di↵erential small SVs are called in a two-step procedure.

First, we identify candidate positions for a small SV by filtering at loci that
are su�ciently well covered in the normal sample and that show an increase
in the rate of clipped reads in the tumor sample. We rely on clipped reads as
it is a universal marker for any type of SVs.

At those candidate positions, we extract further features that characterize
the di↵erences of the local mapping patterns between tumor and normal
sample. A support vector machine (SVM) is employed as pattern learning
algorithm in order to identify outlier regions that are di↵erent from most
other regions with regard to the extracted mapping features. We prefer a
one-class SVM over a classification SVM because there are plenty of di↵erent
types of SVs (like insertion, deletion or inversion and mixtures thereof) that
do not form a homogeneous class in itself. For the fitting of one-class SVMs
we relied on the libsvm library.

To train the SVM on the individual patient data the mapping pattern
of non-candidate positions are used as examples of loci with no SV-style
genetic di↵erences between tumor and normal sample. Adding in-silico SVs
at some of these regions in the tumor sample simulates loci with di↵erential
SVs. This allows to train and evaluate a personalised SVM for each patient.
Hyper-parameters of the SVM (like the kernel parameter) are tuned with
cross-validation (CV) on the training data. Finally the selected one-class
SVM model is applied to the initially screened candidate regions as external
test data. Candidate loci that are marked as outliers by the SVM represent
the predicted small di↵erential SVs of the method.

Results

To start evaluating the described method in a controlled setting we applied
it to fully simulated tumor-normal samples. We randomly selected a number
of enrichment targets, added in-silico SVs and simulated Illumina NGS reads
with an average read depth of 60, a coverage depth that is often achieved in
exome sequencing.

The usage of clipped reads as screening method for regions with small
di↵erential SVs was assessed in the simulation run. The proportion of clipped
reads at a region achieved high sensitivity (say, 95%) only at the cost of a too
high false positive rate (70%). Instead, we found that the average number
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of clipped bases per read in a locus is a much more sensitive and specific
screening method.

We further found that for the problem at hand SVMs with a radial kernel
performed better than linear and polynomial kernels. In a cross-validation
round we tuned the kernel parameter of the radial kernel to yield best f1-
score. On a separate validation data we reached an overall accuracy of 90.4%.
Specificity was 91.9% while sensitivity was only 61.5%. We implemented the
described method as an R package. It works currently only for simulated
tumor-normal data.

Discussion

We present a method to detect genetic variation in the grey zone between
SNVs and SV, ranging from 50 to 350 nucleotides. Because it targets such
small SVs there is reason to believe the method actually also works with ex-
ome sequencing. Another novelty is that the method tries to incorporate the
typical tumor-normal setting in tumorigenesis research by directly consider-
ing the di↵erences between the local mapping patterns at a locus of tumor
and normal samples of an individual patient.

The method screens for small di↵erential SVs by looking for an increased
proportion of clipped bases at a locus in the tumor probe. Subsequently, a
one-class SVM pattern learning algorithm is trained on inconspicuous genetic
regions of the individual patient together with regions with in-silico generated
di↵erential SVs. These regions of known di↵erential SVs allow to tune the
SVM to end up with a personalised SVM per patient. The features are based
on the di↵erences of the local mapping pattern between tumor and normal
sample at su�ciently covered loci.

For now, the results are restricted because we have tested the method only
to fully simulated data. There it looks promising although the achieved sen-
sitivity is still poor. We think that it will be fruitful to further explore new
features based on di↵erences in mapping patterns. Also, a sensitivity analysis
on the e↵ect of key parameters from sequencing (enrichment, coverage), map-
ping (penalty scores) and the learning machine remains to be done. Once the
method works reliably with high sensitivity on simulated data it still needs
to stand the test of real exome sequencing data.
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Rank aggregation of heterogeneous
data for identification of common
genesets

Andre Burkovski, Florian Schmid, Ludwig Lausser, Hans A. Kestler

Gene expression studies are based on a large variety of model organisms
and di↵erent experimental conditions. Single studies include geneset analyses
which help to identify commonly regulated pathways. The integration of the
individual results can help to identify the common processes through data
interaction.

We present a method for cross-platform and inter-species integration of
gene expression data. The method combines ranked gene lists though rank
aggregation procedures that produces a consensus ranking - a ranking with
which all studies least disagree. Di↵erentially expressed genes that are com-
mon across the individual studies tend to have high ranks in the resulting
consensus ranking. This consensus rank information is further utilized in a
geneset analysis. Each geneset is rated according to the consensus rank infor-
mation of the member genes. The geneset’s rating is computed by an adaption
of an AUC measure. The adapted AUC-statistic can be used to assess the
significance of gene sets. Furthermore, our method can be used to identify
common processes (e.g. KEGG pathways) in gene expression data that are
only discovered by the combination of di↵erent experiments.

We apply the proposed method to gene expression data from di↵erent ex-
periments for characterization of young and old. Our goal is to identify com-
mon processes in aging that may be revealed by combining di↵erent dataset
that use di↵erent aging models and gene expression arrays.

Core Unit Medical Systems Biology, Institute of Neural Information Processing, Ulm
University, 89069 Ulm, Germany
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Comparing Classifiers for Optical
Tissue Di↵erentiation

Alexander Engelhardt1, Rajesh Kanawade2, Christian Knipfer3, Matthias
Schmid4, Florian Stelzle3, Werner Adler1

In the field of oral and maxillofacial surgery, laser surgery provides a number
of advantages over traditional surgery, e.g. a lower risk of infections or in-
creased precision. For example to prevent damage to nerve tissue, it is of high
importance to correctly recognize the tissue type that is cut by the laser. Dif-
fuse reflectance spectroscopy is an optical method that provides information
on the tissue type. First results on using di↵use reflectance spectra for the
discrimination of tissue types in oral laser surgery are available (e.g. Stelzle
et al., 2010). However, due to the small sample sizes of currently available
data a sound comparison of several classification methods is not possible with
real data.

Based on a multivariate Gaussian model, we perform the simulation of
a large number of di↵use reflectance spectra of di↵erent tissue types and
compare the ability of several classification methods like LDA, classification
trees, random forest, or penalized discriminant analysis (PDA) to correctly
recognize these tissue types. We report and discuss classification results and
compare performances based on the simulated data with results obtained
using a small real world data set.

1Department of Biometry and Epidemiology, University of Erlangen-Nuremberg, Germany
2SAOT - Graduate School in Advanced Optical Technologies, Erlangen, Germany
3Department of Oral and Maxillofacial Surgery, Erlangen University Hospital, Erlangen,
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4Department of Medical Biometry, Informatics and Epidemiology, University of Bonn,
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What do all those MIRnas do?

Alfred Ultsch1, Christian Pallasch2, Sabine Herda1 and Jörn Lötsch3

Micro-RNAs (miRNA) are attributed to the systems biological role of a regu-
latory mechanism of the expression of protein coding genes. The present work
uses the set of all genes currently known to be directly regulated by miRNAs
to describe the systems biological role of all miRNAs. More than thousand
empirically verified miRNA-gene interactions yield a set of n = 798 miRNA
regulated genes. Knowledge Discovery on a gene ontology over-representation
analysis (ORA) identified that a particular function of a large set of miRNA
regulations is to control the expression of those genes that in turn regulate
the expression of genes. The ORA on a comparative set of genes, where nu-
merical methods predict a miRNA-gene interaction, independently revealed
regulation of genes involved in control of gene expression. As such, we have
identified a novel type of miRNA regulation principle that a↵ects not only
the known translational level in the cytoplasm, but in particular the control
of gene expression by mRNA transcription and processing in the nucleus. In
conclusion, we propose that a fundamental function of miRNAs is exerted
on a superior regulatory level by the control of the expression of genes that
control the expression of genes, i.e., hyper-regulation of gene expression.

1Department of Computer Science and Mathematics, Data Bionics Research Group,
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Learning from imprecise and fuzzy
data

Eyke Hüllermeier

Methods for analyzing and learning from imprecise or ”fuzzy” data have at-
tracted considerable attention in recent years. In many cases, however, exist-
ing methods (for precise, non-fuzzy data) are extended to the imprecise/fuzzy
case in an ad-hoc manner, and without carefully considering the interpreta-
tion of modeling concepts such as intervals or fuzzy sets when being used
for representing data. Distinguishing between an ontic and an epistemic in-
terpretation of (fuzzy) set-valued data, and focusing on the latter, it will be
argued that a generalization of learning algorithms based on an application of
the generic extension principle is not appropriate. In fact, the extension prin-
ciple fails to properly exploit the inductive bias underlying typical machine
learning methods, although this bias, at least in principle, o↵ers a means for
”disambiguating” the imprecise/fuzzy data. Alternatively, a novel method is
proposed which is based on the generalization of loss functions in empirical
risk minimization, and which performs model identification and data disam-
biguation simultaneously.
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Statistical Workflows for Sequencing
Data

Johanna Mazur, Aslihan Gerhold-Ay

Next-generation sequencing (NGS) data, like RNA-Seq or ChIP-Seq, are be-
coming more and more important for medical research. They enable us to
obtain information for the development of gene signatures for prediction
of clinical endpoints like death, combine information from di↵erent molec-
ular genetic levels and select di↵erentially expressed genes between di↵erent
groups.

The tutorial ”Statistical Workflows for Sequencing Data” will combine the-
oretical information about RNA-Seq and ChIP-Seq data, issues concerning
experiment design from the statistical perspective and practical information
for the analysis of RNA-Seq data. With a hands-on example the participants
will be enabled to perform the statistical analysis of RNA-Seq to find di↵er-
entially expressed genes.
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Di-methylation is necessary for a sharp
Notch response

Eric Sträng1, Franz Oswald2, Hans A. Kestler1

The Notch signaling pathway plays a crucial role in development, mainte-
nance and di↵erentiation of cells. The Notch receptor is membrane bound
which upon ligand activation releases the Notch intracellular domain (NICD)
which localizes in the nucleus. NICD then binds to RBPJ to create the core ac-
tivation complex which binds to DNA binding sites to enable transcription of
the target gene. New experimental data suggests that the the di-methylation
status of NICD transactivation domain plays an important role on stability.
This is however not reflected by the transcriptional output of the cells when
measured by Luciferase gene reporter assay. Furthermore embryonic pheno-
types (Xenopus laevis, Dario rerio) show responses which are inconsistent
with the prior findings.

In order to shed some light on this apparent contradiction, we model the
Notch pathway in order to quantify the transcriptional e�ciency of the path-
way. An ODE model of the core component is set up using data from litter-
ature. Simulation suggest that di-methylation of the transactivation domain
plays a crucial role in the Notch response. In particular proper di-methylation
is necessary for a sharp response. Methylation mutant show a lesser peak but
longer response upon NICD induction.

1Core Unit Medical Systems Biology, Institute of Neural Information Processing, Ulm
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Predicting new Phenotypes with a
Boolean Network incorporating
uncertainty

Melanie B. Grieb1, Andre Burkovski1, J. Eric Sträng1, Johann M. Kraus1,
Alexander Groß1, Susanne Kühl2, Günther Palm3, Michael Kühl2, Hans A.
Kestler1

Background

Boolean networks (Kau↵man, 1993) are models for Gene Regulatory Net-
works that allow a gene to be on (1) or o↵ (0). However, the state of a gene can
have multiple values, e.g. due to polyploidy, gene expression measurements
from multiple cells or noise. We created a Boolean Network Extension (BNE)
that allows values in the interval [0, 1]. As the Boolean transition functions
are only defined for Boolean values, we use product-sum fuzzy logic transition
functions for the BNE. The transformation of Boolean network functions to
BNE functions is created in two steps: In the first step, the rules are trans-
formed to canonical DNF. In the second step, the canonical DNF rules are
directly translated with product-sum fuzzy logic.

The BNE only uses the structure of the Boolean network, without any addi-
tional parameters. We apply the BNE to a Boolean network model of cardiac
development (Herrmann et al., 2012). We numerically find the fixed points
of the BNE and map them to the closest Boolean phenotype.

Results

The fixed points obtained by the simulation of the network with the BNE lie
on curves that depend on an external parameter of the network. When the

1Core Unit Medical Systems Biology, Institute of Neural Information Processing, Ulm
University, 89069 Ulm, Germany
2Institute for Biochemistry and Molecular Biology, Ulm University, Ulm, Germany
3Institute of Neural Information Processing, Ulm University, Ulm, Germany
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fixed points are mapped to their closest Boolean phenotype, we obtain the
fixed points found by the original Boolean network model. More importantly
we find additional fixed points that were not found in the Boolean network.
The values of the additional fixed points found by our model are consistent
with biological experiments in Xenopus (Gessert et al., 2009).
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Predicting the dynamic behavior of
Wnt/�-catenin and Wnt/JNK
signaling by a rule based probabilistic
modeling approach

Alexander Groß1, Barbara Kracher2, Johann M. Kraus1, Katrin Luckert3,
Oliver Pötz3, Thomas Joos3, Luc de Raedt4, Michael Kühl2, Hans A.
Kestler1

Recent data indicates that a large number of proteins participate and interact
in intracellular signal transduction forming large signaling networks. Due to
the inherent complexity of such networks prediction of their behavior requires
mathematical models and computational simulations. Here, we show that a
static interaction network can be transformed into a semi-quantitative simu-
lation model, which is able to reproduce the global behavior of the modeled
signaling network. The model is based on the specification of probabilities for
the actual occurence of so-called protein interactions including binding, enzy-
matic activation or phosphorylation. A set of local rules derived from experi-
mental data and literature modifies these interaction probabilities according
to the interdependencies between the di↵erent interactions. This enables the
model to respond to external stimuli. Moreover, the model behavior can be
observed under di↵erent conditions like knockout of network components or
inhibition of specific interactions. The new rule-based probabilistic approach
is able to represent dynamics of common network motifs found in signal
transduction networks. We applied the presented computational method to
Wnt/�-catenin and Wnt/JNK signaling. These signal transduction networks
are involved in various biological processes ranging from development to ag-
ing. Our in-silico observations are in agreement with previously published
findings as well as our own experimental data. These results suggest that
protein-protein interaction maps augmented by local interaction rules can be
a suitable means of predicting the global behavior of complex intracellular
signaling networks under physiological and pathological conditions.
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A critical noise level for the
reconstruction of Boolean functions
from time series data

Markus Maucher, Hans A. Kestler

Boolean networks are well-suited for the modeling and simulation of regula-
tory systems, such as gene regulatory systems. Reconstructing such networks
from time series measurements can reveal the functionality of regulatory sys-
tems based on observations. While general methods for the reconstruction
of Boolean networks have been devised, the modeling of biological systems
brings two major challenges. First, time-resolved gene expression measure-
ments at di↵erent stages of a cell are di�cult and expensive. Therefore all
reconstruction methods are faced with a relatively small number of time
points compared to the number of genes. Second, measurements in biological
systems are subject to noise, which can lead to bit flips after the necessary
binarization.

In this work, we present an analysis of Boolean functions and the possibility
to reconstruct them in the case of noisy data. We introduce the notion of the
critical noise level, a function characteristic which measures the complexity
of the reconstruction of a function from noisy time series data. This measure
constitutes a natural upper bound for the noise probability under which a
function can still be reconstructed, but can also be incorporated into the
reconstruction process to improve reconstruction results. We show how to
e�ciently compute the critical noise level of any given Boolean function and
present experimental data that shows how it can be used to improve the best-
fit extension algorithm for the reconstruction of a Boolean network from noisy
time series data.
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A Mixture of Experts Approach for
the Analysis of SNP Data

Julia Schi↵ner, Holger Schwender

Single nucleotide polymorphism (SNP) data allow to gain insight into the
molecular background of diseases. In order to find sets of SNPs that are asso-
ciated with a disease normally a case-control setting is considered. A common
approach is to regard the case-control status as binary response and apply
a classification method combined with some dimensionality reduction tech-
nique, e.g., partial least squares (PLS). Originally, PLS has been developed
for quantitative responses but can be applied to classification problems by
embedding it into the logistic regression framework (see e.g. Chung and Keles
(2010)). The resulting model is linear in the SNP variables, but often the re-
lationship between SNPs and disease status is assumed to be more complex,
with interactions playing an important role. Moreover, the class of diseased
individuals may be heterogeneous in the sense that quite di↵erent genetic
profiles can lead to an increased disease risk. For these reasons we propose
a mixture of experts approach where the gating as well as all local expert
models are PLS logistic regression models. This mixture model is nonlinear
and takes potential heterogeneity and interactions into account. The perfor-
mance of the proposed approach is assessed on simulated and real-world data
and compared to standard methods.
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Subgroup-specific survival analysis in
high-dimensional datasets

Katrin Madjar, Christian Netzer, Jörg Rahnenführer

Survival analysis is a central aspect in cancer research with the aim of pre-
dicting the survival time of a patient on the basis of his features as precisely
as possible. Often it can be assumed that specific links between covariables
and the survival time not equally exist in the entire cohort but only in a
subset of patients. The aim is to detect subgroup-specific e↵ects by an ap-
propriate model design. A survival model based on all patients might not find
a variable that has a predictive value within one subgroup. On the other hand
fitting separate models for each subgroup without considering the remaining
patient data reduces the sample size. Especially in small subsets it can lead
to instable results with high variance. As an alternative we propose a model
that uses all patients but assigns them individual weights. The weights corre-
spond to the probability of belonging to a certain subgroup. Patients whose
features fit well to one subgroup are given higher weights in the subgroup-
specific model. We define six independent non-small cell lung cancer cohorts
resulting from publicly available datasets as di↵erent subgroups. We apply
and evaluate our model approach using these datasets with some clinical vari-
ables and high-dimensional A↵ymetrix gene expression data and compare it
to a survival model based on all patients as well as separate models for each
subgroup.

Another aspect we investigate is whether the prediction accuracy of a
survival model can be improved by combining clinical and genetic variables.
It is known that some clinical variables like the tumor histology or stage are
important prognostic factors and correlated with the survival time. Therefore
it can be reasonable to take them into account when fitting a survival model
with gene expression data.
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Boosting the concordance index for
survival data

Andreas Mayr1, Matthias Schmid2

Although there exist numerous approaches for the derivation and evalua-
tion of biomarker combinations for time-to-event outcomes, the underlying
methodology often su↵ers from the problem that di↵erent optimization cri-
teria are mixed during the feature selection, estimation and evaluation steps.
For example, the estimation of biomarker combinations is usually based on
Cox regression and is hence carried out via the optimization of a partial likeli-
hood criterion. On the other hand, the resulting combinations are often eval-
uated by using the concordance index (C-index) which is a non-parametric
measure to quantify the discriminatory power of a prediction rule and has
its roots in the receiver operating characteristics (ROC) methodology. This
methodological inconsistency is problematic from a practical point of view,
as the marker combination that optimizes the partial log likelihood criterion
is not necessarily the one that optimizes the C-index.
To address this issue, we propose a unified framework to derive and evaluate
biomarker combinations based on the C-index. Specifically, we propose a
componentwise gradient boosting algorithm that results in linear biomarker
combinations that are optimal with respect to a smoothed version of the
C-index. We investigate the performance of our algorithm in a large-scale
simulation study and in molecular data for the prediction of survival in breast
cancer patients. Our numerical results show that the new approach is not only
methodologically sound but can also lead to a higher discriminatory power
than traditional approaches for the derivation of gene signatures.
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Genomic Biomarkers for Personalised
Medicine Identification and Validation

Axel Benner

A century ago Paul Ehrlich produced the first ”rationally designed” drug.
Since then progress of drug development evolved following his ideas, e.g.
screening chemotherapeutic drugs for e�cacy by assaying cytotoxicity against
cancer cells first in culture, then in animals, and finally in clinical studies.
During the last twenty years the targets for drug development more and more
became products of aberrantly functioning genes that cause cancer. This was
made possible by better knowledge about oncogenes and suppressor genes,
and by the development of new tools for more accurately detecting genomic
abnormalities.

A recent change in therapeutic research is denoted as ”precision medicine”
for better diagnosis and treatment of patients based on genomic data. It is
anticipated that information from more than one molecular source will con-
tribute to individualize treatment, including genetic aberrations, gene expres-
sion, epigenetic changes, immunological interventions and protein expression.

Computational statistics has invaded in a very short time many cutting
edge research areas of molecular biomedicine. New statistical models achieved
improvements with respect to statistical properties and computational e�-
ciency, but unfortunately had more or less no impact on clinical practice. We
expect that the full power of predictive and prognostic profiling will come
only from integrating data from di↵erent levels into prediction models. Thus,
a substantial part of our work need to be on the development of complex
predictors based on data from multiple cellular levels. The availability of
molecular and clinical data would then allow for developing rules for future
treatment recommendations. To combine integrative statistical analysis with
new concepts for marker-guided clinical trial design is strongly required.
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Putting Statistics back into Statistical
Computing

Anthony Rossini

Much recent work in statistical computing has focused on computational,
mathematical, and informatics/data issues. I discuss a few limitations that
exist in the common way that we use tools, and describe some features which
would enable a better understanding for improving our currently ”silo’d”
statistical research. While all of these concepts can be built into R, some
of these features are a fundamental part of the design of a new statistical
system, Common Lisp Statistics, which is currently under development.
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Non-identical Twins: Comparison of
Frequentist and Bayesian Lasso for
Cox Models

Manuela Zucknick, Maral Saadati, Axel Benner

When using high-dimensional genomic data in cancer research, the identifi-
cation of prognostic factors, which can influence clinical parameters such as
therapy response or survival outcome, and the evaluation of their prediction
performance are some of the main issues. In these applications, the number
of genome features p is usually much larger than the number of observations
n (p � n problem). Penalized likelihood methods, for example lasso regres-
sion, are often applied in this context. Frequentist lasso estimates correspond
to Bayesian posterior mode estimates, when the regression parameters have
independent double-exponential priors (Park and Casella, 2008), but while
much attention has been paid to the frequentist lasso, less attention has been
given to the Bayesian alternative. In this talk, we will investigate the lasso
method in the frequentist and Bayesian frameworks in the context of Cox
models through simulation studies and in an application to chronic lympho-
cytic leukemia. For the Bayesian lasso we extend the approach by Lee et
al. (2011); in particular, we impose the lasso penalty only on the genome
features, but not on relevant clinical covariates, to allow the mandatory in-
clusion of important established clinical factors. I will also spend some time to
illustrate some of the computational aspects involved in the implementation
of the Markov chain Monte Carlo sampling algorithm for posterior inference
from this model.
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Inequality-constraint Multi-class
Fuzzy-in Fuzzy-out Support vector
machines

Michael Glodek, Markus Kächele, Friedhelm Schwenker

In machine learning data is often a✏icted with uncertainty arising from an
insu�cient representation of the classes in the data, but also from ambigu-
ous class definitions which leads to deficiently annotated samples. Especially
in real-world problems, it is likely to encounter noise, pattern variety and
a large number of classes. Many approaches have been proposed to address
these challenges. Support vector machines (SVM) embodies one of the most
popular statistical learning algorithms which aims at finding the maximal
margin between the separating hyperplane and the data (Schölkopf & Smola,
2002). Thiel et al. (2007) proposed a fuzzy-in fuzzy-out SVM (F2SVM) for
binary problems, in which fuzzy labels can be utilized in the training pro-
cess. The output of the F2SVM is based on the probabilistic outputs as
proposed by Platt (1999). Weston and Watkins (1998) proposed extensions
for multi-class SVM (MCSVM). Recently, Schwenker et al. combined these
two approaches and introduced a multi-class fuzzy-in fuzzy-out SVM (MC-
F2SVM) (Schwenker et al., 2014).

The present work builds on the ideas of Schwenker et al. and proposes a
novel MC-F2SVM which incorporates the fuzzy labels using the inequality
constraints instead of the objective function. The objective function of the
inequality constraints based MC-F2SVM (IC-MC-F2SVM) is given by

minimize
1

2

X

k

w

T
k wk + C

X

n

X
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(n)
k y

(n)
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where yk denotes the fuzzy label of class k, the data points are indexed by n = 1, . . . , N

and ⇠
(n)
k is the slack variable. The higher the membership of a sample with respect to k,

the higher the penalty of the slack variable. As a result, certain samples are more likely to
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be on the right side of the hyperplane. The inequality constraints capture the relations of
the fuzzy labels
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The data points are given by x

(n) and the hyperplane is described by a weight vector wk

and a bias bk. Due to the di↵erence (y
(n)
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(n)
l ) in Equation 2, no di↵erentiations of cases

are needed. The corresponding dual form is derived by taking the derivatives of the pa-
rameter and setting the outcome equal to zero. With further substituting and rearranging
the dual form is then given by
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The proposed algorithm has been compared to MC-F 2-SVM and standard approaches,
i.e. one-vs-one and one-vs-rest classifiers using SVM and F2-SVM, and outperforms them
in terms of similarity while accuracy remains stable.
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Importance based hierarchical
Lagrange multiplier filtering for the
parallel training of Support Vector
Machines

Markus Kächele, Friedhelm Schwenker

Support Vector Machines (SVM) are one of the most widely used classifica-
tion algorithms due to their beneficial characteristics such as the maximum
margin property. They have been applied to various machine learning tasks
and usually rank among the top performing classifiers for a specific task.
Training an SVM involves solving the convex optimization problem:

max
↵

X

i

↵i �
1

2

X

ij

↵i↵jyiyj hxi, xji (1)

with Lagrange multipliers ↵i under the constraints 0  ↵i  C andP
i ↵iyi = 0. xi,j and yi,j denote data points and labels, respectively. Stan-

dard quadratic programming (QP) methods can be utilized for solving Equa-
tion 1, however their complexity is too high for large datasets. Therefore,
other algorithms have been developed that solve this task iteratively, such
as Platt’s Sequential Minimal Optimization (Platt, 1999) (SMO). Based on
the decomposition scheme by Osuna et al., 1997, the algorithm selects two
Lagrange multipliers, solves the QP subproblem analytically and repeats the
process until convergence is achieved. The algorithm usually converges much
faster than the standard method but has the drawback that there are only
heuristics for the choice of the next pair of Lagrange multipliers to optimize.
This leads to expensive scans through the whole dataset to find a suitable
pair.

In this work, a method is presented to train an SVM based on iterative
filtering by reweighting Lagrange multipliers based on their relative impor-
tance in the optimization function. The key aspects of the algorithm are that
multiple instances of the reweighting schemes can be combined to build a
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filter hierarchy and that all of them can be run in parallel. Inter-layer com-
munication and propagation of weights assure that relevant information is
passed from nodes to nodes in di↵erent layers where the information is used
to compute an optimization step before weight adaptations take place and
the updated information is provided for the other layers. The hierarchy is set
up so that each of the higher layer filters is connected to a group of lower
layer filters and therefore has more information at hand. The final SVM is a
result of the information that is recursively passed to the top most filter.

In various experiments di↵erent hierarchies are analysed and comparisons
with other parallel SVM implementations such as Cascasde SVM (Graf et
al., 2004) or Distributed SVM (Lu et al., 2008) are presented.
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Boolean networks

Christoph Müssel, Ludwig Lausser

Boolean networks are a popular class of models for regulatory processes in
biology. These qualitative models represent genes as simple switches that can
be either active (transcribed) or inactive (not transcribed). Regulatory in-
teractions are encoded as logical statements. Di↵erent subtypes of models
exist, di↵ering in the way the networks are simulated: Classical synchronous
Boolean networks update all genes at the same time, which yields a determin-
istic behaviour that is comparatively easy to analyze and describe. However,
the assumption that all regulatory processes take the same time is unrealistic
and can lead to artifacts in the simulation. Asynchronous networks overcome
this problem by updating one gene at a time, which leads to a complex non-
deterministic dynamic behaviour.

We propose a new model class that provides mechanisms of incorporating
di↵erent time scales, but maintains a deterministic updating scheme. This
is achieved by incorporating time delays and temporal predicates. Further-
more, these models provide syntactic extensions that allow for an intuitive
modeling of frequent motifs, such as semi-quantitative counting statements
or regulations associated with a sustained activation of upstream factors.

Tools for the simulation and analysis of such networks have recently been
implemented in the BoolNet R package. The tutorial will illustrate how such
models can be established and analyzed in BoolNet.
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Algorithm Configuration / Tuning
with R

Bernd Bischl1, Florian Schmid2

In virtually every subdomain of computer science and statistics, the algorith-
mic performance of methods can be drastically influenced by setting so-called
control, strategy or hyper-parameters. Prominent examples are solvers for
hard discrete optimization problems or machine learning models. For max-
imum gain, such a configuration must be chosen on a “per task” or per
“application domain” basis, as di↵erent applications call for di↵erent config-
urations. We are now in an age where the general algorithm configuration
problem can be nearly fully automated, by exploiting and combining e�cient
black-box optimization, machine learning and parallel programming.

Machine learning, and especially classification, is an important application
area for such configuration techniques, although we usually call the under-
lying task “model selection” or “hyper-parameter tuning”. For example, the
number of neighbors in the case of a k-nearest neighbor classifier or the cost
parameter, kernel and kernel parameters of a support vector machine are typ-
ically user-defined and can strongly influence the prognostic performance of
our resulting model. They should not be chosen according to a rule of thumb,
but in a sound, data-dependent way.

We present a tutorial, which gives an introduction in the functionality
of the following R-packages and their usage in single- and multi-objective
parameter tuning scenarios:

The TunePareto[3] package focuses on the multi-objective tuning of al-
gorithms by scanning the parameter space. Optimizing multiple objectives,
which also can be conflicting, seldom results in a single best solution. The
package uses the principle of Pareto optimality to determine a set of best
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parameter configurations. To find these configurations, techniques as Latin
hypercube sampling and quasi-random sequences are applied to achieve a
uniform coverage of the parameter space. For scanning complex spaces an
evolutionary algorithm is available in the package. Furthermore flexible in-
terfaces for user defined classifiers and objective functions are included. The
user is supported by di↵erent visualizations in making a final decision on the
parameter configuration.

The mlr[1] package o↵ers an interface to more than 50 classification, re-
gression and survival analysis models, and most standard resampling and
evaluation procedures. Models can be chained and extended with, e.g., pre-
processing operations and jointly optimized. The package allows for di↵erent
optimization / configuration techniques, from simple random sampling, to it-
erated F-racing and sequential model based optimization. The latter two are
arguably among the most popular and successful approaches for algorithm
configuration nowadays. Single and multi-objective model-based optimiza-
tion is implemented in the mlrMBO[2] package, which learns and exploits the
relation between input parameters and output performance via non-linear re-
gression, resulting in a speedy black-box optimization method for expensive
problems. It is therefore much more general than model-selection or even
algorithm configuration.
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A Web Application for Generating
Benchmarking Data

Rainer Dangl, Friedrich Leisch

Introducing new methods of model validation in unsupervised learning re-
quires a lot of testing. New algorithms need to be thoroughly validated be-
fore they are put to use on real world problems. Hence, benchmarking plays
an important part in the development process. For this purpose, artificial
data is generally used. Usually one would create a data set from scratch that
should illustrate the capabilities of the new method - yet a more practical
approach would be to use data utilized in previous studies (or to share the
newly developed data sets with others) in order to facilitate the comparison
of methods by using the same data for testing.

The talk will focus on the ongoing development of a web application that
o↵ers on the one hand the ability to download data sets that were used in
previous benchmarking experiments and on the other hand the possibility to
upload a newly created experimental setup. It will be possible to choose from
metric scaled data, ordinal data (both of which have been implemented) and
functional data (still in development).

The app uses the server environment provided by R package shiny embed-
ded in a custom HTML interface. shiny has been developed by RStudio and
emulates reactive programming paradigms in R and allows easy implemen-
tations of web applications.
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Subsampling versus bootstrap in
resampling-based model selection for
multivariable regression

Riccardo De Bin1, Silke Janitza1, Willi Sauerbrei2, Anne-Laure Boulesteix1

In statistical practice, the analyst often faces the problem of choosing which
variables should be included in the final model among the numerous poten-
tially important variables collected in the study. Usually, variable selection
procedures such as backward elimination, stepwise regression or all-subset
approaches are used, although it is well known that they have several short-
comings, such as a high instability and a possible bias in the parameter esti-
mates. In this context, with instability we refer to the sensitivity of a model
to small changes in the data, which may modify the set of selected vari-
ables. The selection criterion, usually represented by the significance level
related to a test on the parameters or information criteria such as AIC or
BIC, plays a central role. In order to investigate the model stability and to
provide better insight into the variable selection procedure, methods based
on bootstrap resampling have been presented in the literature. By using the
bootstrap technique it is possible to generate pseudo-samples which can be
seen as perturbed versions of the original data. These pseudo-samples can
be profitably used to identify the instability in the models obtained by a
stepwise selection procedure: for example, Sauerbrei & Schumacher (1992)
perform this analysis using backward elimination. The results, obtained in
terms of frequency of inclusion of the variables in models derived from the
pseudo-samples (inclusion frequency), allow to have a better feeling on the
final model, on the importance of the di↵erent variables and on their in-
terrelationship of being selected. Recent studies, however, have highlighted
some issues related to the use of bootstrap pseudo-samples, in particular the
tendency to select too many variables (see Janitza et al., 2014, for an up-to-
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date literature overview). Alternatives such as subsampling have been taken
into consideration, and profitably applied in the context of model stability
(Meinshausen & Bühlmann, 2006, 2010). The aim of our study is to provide
a detailed comparison between bootstrap and subsampling in the context of
model selection for multivariable regression based on inclusion frequencies, as
first proposed by Gong (1982) and later extended to consider interrelationship
of variable inclusion by Sauerbrei & Schumacher (1992). In particular, the
use of subsampling in this framework has not been extensively investigated
and contrasted with the original bootstrap approach. Here we investigate in
two real data examples how the use of bootstrap and subsampling a↵ects the
model selection procedure in terms of ability of selecting one or few prominent
candidate models, sparsity and prediction ability of the selected models, and
ability of yielding accurate rankings of the variables based on their inclusion
frequencies.
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Semantic clustering

Johann M. Kraus, Ludwig Lausser, Hans A. Kestler

Cluster analysis is an important technique of explorative data mining. It
refers to a collection of statistical methods for learning the structure of data
by solely exploring pairwise distances or similarities in feature space. However
distance information can become useless as dimensionality increases. In this
context, subspace clustering supports the search for meaningful clusters by in-
cluding dimensionality reduction in the clustering process. We present a rapid
way of preparing distance matrices for arbitrary subspaces. This method has
shown to be fast enough to run standard cluster algorithms exhaustively for
all feature combinations of small or medium sized datasets (Kraus et al.,
2014). Using robustness analysis via resampling (Kraus et al., 2011) we are
able to identify a set of stable candidate subspace cluster solutions. Based
on this exhaustive clustering algorithm, we introduce a method from seman-
tic technology to identify possible candidate subspaces that can be used for
construction of new explanatory hypotheses.
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Semantic multi-classifier systems

Ludwig Lausser, Florian Schmid, Johann Kraus, Axel Fürstberger, Hans A.
Kestler

The interpretability of classification models is essential in the process of se-
lecting biomarkers and developing diagnostic models. In high-dimensional
settings, the interpretability of a model is directly related to the construc-
tion of a feature set (signature) a classifier is operating on. This signature
can give hints towards the processes leading to a particular categorisation.
Nevertheless, purely data driven feature selection is often a↵ected by di↵er-
ent forms of uncertainty and the derived signatures do not perfectly fit a
given high-level interpretation. External information about the dependencies
of measurements must be incorporated to increase a signatures interpretabil-
ity.

In our approach, we incorporate meta-information in the training process
of multi-classifier systems. This is done by training base learners on known
signatures that are related to higher-level terms. By fusing these base clas-
sifiers a final prediction is made. The constructed model is interpretable in
a sparse selection of terms. As the number of interpretable signatures is still
high we focus on the sets related directly to the topic of interest. The selec-
tion of terms is performed by using semantic information as available in the
Gene Ontology (Ashburner et al., 2000).
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Fold change classifiers

Ludwig Lausser, Hans A. Kestler

Fitting a classification model to high-dimensional data typically incorporates
the construction of a low dimensional feature set (signature) that reflects the
major characteristics of the di↵erent categories. For many model or concept
classes, this process can be seen as learning an ensemble of low dimensional
base learners.

A frequently used class of base learners is the class of single threshold
classifiers (rays). These base learners classify a sample according to a fixed
threshold on a single feature. Prominent ensemble types that utilize single
threshold classifiers are random forests, boosting ensembles or the set cov-
ering machine. The concept class of single threshold classifiers shows a high
interpretability but it is unable to detect interactions of features. It remains
questionable if it is the optimal choice for all kind of data.

Here, we discuss an alternative concept class of base learners which we
call the concept class of fold change classifiers. The decision criterion of this
concept class is based on a relative comparison of two gene expression lev-
els of a single sample. In comparison to single threshold classifiers, the new
concept class avoids the usage of globally fixed thresholds. This structural
modification makes the concept class invariant to global scaling.
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An Statistical approach for Modelling
of Low Frequency Oscillations in
Electricity Networks

Dirk Surmann, Sebastian Krey, Uwe Ligges, Claus Weihs

Keeping up the service under all conditions is one of the major concerns in
the operation of an electrical system. In a modern highly loaded electricity
network with distributed energy generation from renewable energies this task
is very complex. With increasing loads and frequent changes of the power
feed in the control of low frequency power oscillations will become a critical
aspect of the network operation. These power oscillations are a result of the
network structure and the current operational setting. They can consume a
large part of the network bandwidth. This makes a detailed monitoring of
these oscillations necessary.

In this work we present a method to model low frequency oscillations
in the highest voltage layer of an eletricity network with a system of con-
nected mechanical harmonic oscillators. The resulting system of di↵erential
equations uses only easily measurable data from a small number of selected
network nodes. This allows an easy integration in the monitoring system of
the transmission system operators. We verify our very promising results by
comparison to a well established and much more complex commercial simu-
lation system used at the institute of Energy Systems, Energy E�ciency and
Energy Economics of TU Dortmund University.

For the selection of the measurement nodes we rely on clustering results
of the network graph into regions based on the current network topology and
static information about the electrical characteristics of the network com-
ponents. All these calculations are connected with the Co-Simulator of our
interdisciplinary research group which allows to study the interaction of dif-
ferent protection and control systems under realistic conditions.
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Interactive zoom-able alignment
graphs for pairwise wild base
nucleotide protein alignments

Axel Fürstberger, Hans A. Kestler

Sequence alignment is a widely used tool for the analysis of sequencing data.
The text output of alignment algorithms can be transformed into graphical
representations. We developed a new tool � ZAG ⌧ to generate interactive
zoom-able alignment graphs for pairwise alignment of wild base nucleotide
sequences and protein sequences based on output of the SWAT algorithm
and the dygraphs framework.
With a special focus on wild base nucleotide sequences and protein sequence
alignment, this representation gives a plain and clear overview of the align-
ment and allows a quick summery of the data. It also o↵ers the possibility
to zoom into regions of interest and take a closer look at the aligned subse-
quence and specific positions.
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