
 

Ulmer Informatik Berichte | Universität Ulm | Fakultät für Ingenieurwissenschaften und Informatik  

 
 
 
 

Analyzing the Impact of Process Change 
Operations on Time-Aware Processes 

Andreas Lanz, Manfred Reichert 

 
 
 
 
 

Ulmer Informatik-Berichte 
Nr. 2014-01 

April 2014 
 
 
 
 
 
 



 

 



Analyzing the Impact of Process Change Operations on Time-Aware
Processes

Andreas Lanz∗, Manfred Reichert∗

Institute of Databases and Information Systems, Ulm University, Germany

Abstract

The proper handling of temporal process constraints is crucial in many application domains. Contemporary
process-aware information systems (PAIS), however, lack a sophisticated support of time-aware processes.
As a particular challenge, the enactment of time-aware processes needs to be flexible as time can neither be
slowed down nor stopped. Hence, it should be possible to dynamically adapt time-aware process instances to
cope with unforeseen events. In turn, when applying such dynamic changes, it must be re-ensured that the
resulting process instances are temporally consistent; i.e., they still can be completed without violating any of
their temporal constraints. This paper extends existing process change operations, which ensure soundness
of the resulting processes, with temporal constraints. In particular, it provides pre- and post-conditions for
these operations that guarantee for the temporal consistency of the changed process instances. Further, we
analyze the effects a change has on the temporal properties of a process instance. In this context, we provide
a means to significantly reduce the complexity when applying multiple change operations. The presented
change operations have been prototypically implemented in the AristaFlow BPM Suite.

Keywords: time-aware processes, dynamic process change, process flexibility, process-aware information
system

1. Introduction

Time is a crucial factor regarding the support of various business processes [1]. Moreover, in many
application areas (e.g., patient treatment, automotive engineering), the proper handling of temporal constraints
is vital in order to successfully execute and complete processes [2, 3, 1]. However, contemporary process-aware
information systems (PAIS) lack a more sophisticated support of such time-aware business processes [1]. To
remedy this drawback, the proper integration of temporal constraints with both the design and run-time
components of a PAIS has been identified as a key challenge [2, 3, 4].

As a prerequisite for robust process execution in PAISs, the executable process models must be sound [5].
Moreover, in the context of time-aware process models, i.e., process models enriched with temporal constraints,
the consistency of the temporal constraints must be ensured [6, 3, 4]. Checking consistency of time-aware
process models at design-time has been extensively studied in literature [6, 2, 7]. By contrast, only little
attention has been paid to the proper run-time support of time-aware processes [4]. During run-time, the
temporal consistency of process instances needs to be continuously monitored and re-checked to avoid
constraint violations. Particularly, note that activity durations and deadlines may be specific to the enacted
process instance and solely become known during run-time [4].

As a particular challenge, temporal constraints cannot be considered in isolation, but might interact
with each other. Hence, complex algorithms are required for checking the temporal consistency of a process
model [4, 8]. However, at run-time respective calculations should be reduced to a minimum to ensure
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scalability of the PAIS [4]. Otherwise, a run-time support of time-aware processes will not be possible at the
presence of a large number of process instances.

As another challenge, time can neither be slowed down nor stopped. Accordingly, time-aware processes
need to be flexible to cope with unforeseen events or delays during run-time [9]. For example, it is common
that deadlines are re-scheduled or temporal constraints are dynamically modified in order to successfully
complete a process instance being in trouble. Moreover, in certain scenarios the instances of time-aware
processes must be structurally changed (e.g., by moving, deleting, or inserting activities) to be able to meet
a particular deadline. In the context of such dynamic process changes, we must re-ensure that the resulting
process instances are sound and temporally consistent. While soundness has been extensively studied in
literature [10, 11, 5], this work shows how temporal consistency of a time-aware process instance can be
efficiently ensured in the context of dynamic changes. Furthermore, we analyse the effects, changes have on
the temporal constraints of the respective process instance. In particular, we show how the results of this
analysis can be utilized to significantly reduce the complexity when applying multiple change operations. For
example, the latter becomes crucial in the context of process evolution, where a possibly large set of process
instances needs to be migrated on-the-fly to a changed process model [5].

The remainder of the paper is organized as follows: Section 2 considers existing proposals relevant for
our work. Section 3 provides background information on time-aware processes and defines the notion of
temporal consistency. Section 4 first introduces the set of change operations we consider, followed by an
in-depth discussion on how these change operations work in the context of time-aware processes. Section 5
analyzes the impact a change has on the temporal constraints of a process and proposes useful optimizations.
Section 6 evaluates the proposed approach. Finally, Section 7 concludes with a summary and outlook.

2. Related Work

In literature, there exists considerable work on managing temporal constraints for business processes [6,
2, 7, 4, 12]. The focus of these approaches is on design-time issues like the modeling and verification of
time-aware processes. By contrast, only few approaches consider execution issues of time-aware processes [3, 4].
In particular, none of the latter considers dynamic changes in this context.

Most approaches dealing with the verification of time-aware processes use a specifically tailored time model
to check for the temporal consistency of process models. This becomes necessary since the interdependencies
between the various temporal constraints of a process model can be quite complex and cannot be suitably
captured in the respective process model. A specific conceptual model for temporal constraints is defined
in [12]. In turn, [3, 7] use an extended version of the Critical Path Method (CPM) known from project
planning. Simple Temporal Networks (STN) are used in [6] as basic formalism, whereas [4] suggests using
Conditional Simple Temporal Networks with Uncertainty for checking the controllability of process models,
i.e., a more restrictive form of temporal consistency. This paper relies on Conditional Simple Temporal
Networks (CSTN), an extension of STN that allows for the proper handling of exclusive choices [8].

In [1], we presented 10 empirically evidenced time patterns (TP), that represent temporal constraints
relevant in the context of time-aware processes (cf. Table 1). In particular, time patterns facilitate the
comparison of existing approaches based on a universal set of notions with well-defined semantics [13].
Moreover, [13, 1] elaborated the need for a proper run-time support of the time patterns and time-aware
processes.

Dynamic process changes were extensively studied in the past. Particularly, there exists considerable work
on ensuring structural and behavioural soundness in the context of dynamic process instance changes [10, 11].
Further, [14] presents an overview of frequently used patterns for changing process models whose semantics is
described in [11]. Finally, a comprehensive survey of approaches enabling dynamic changes is provided in [5].
To the best of our knowledge, [9] is the only work considering dynamic changes in the context of time-aware
processes. As opposed to this paper, however, [9] only provides a high level discussion of the different aspects
to be considered when changing time-aware process instances, temporal consistency being one of them.

2



Category I: Durations and Time Lags
TP1 Time Lags between two Activities
TP2 Durations
TP3 Time Lags between Events

Category II: Restricting Execution Times
TP4 Fixed Date Elements
TP5 Schedule Restricted Elements
TP6 Time-based Restrictions
TP7 Validity Period

Category III: Variability
TP8 Time-dependent Variability

Category IV: Recurrent Process Elements
TP9 Cyclic Elements
TP10 Periodicity

Table 1: Process Time Patterns TP1 – TP10 [1]
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Figure 1: Core Concepts of a Time-Aware Process Model

3. Basic Notions

This section provides basic notions. First, it defines a basic set of elements for modeling time-aware
processes. Second, it introduces the concept of temporal consistency for time-ware processes.

3.1. Time-aware Processes
For each business process exhibiting temporal constraints, a time-aware process schema needs to be defined

(cf. Figure 1). In our work, a process schema corresponds to a process model; i.e., a directed graph, that
comprises a set of nodes—representing activities and control connectors (e.g., Start-/End-nodes, XORsplits,
or ANDjoins)—as well as a set of control edges linking these nodes and specifying precedence relations
between them. We assume that process models are well structured [5], e.g., sequences, and branchings (i.e.,
parallel and exclusive choices) are specified in terms of nested blocks with unique start and end nodes of
same type. These blocks—also known as SESE regions [15]—may be arbitrarily nested, but must not overlap;
i.e., their nesting must be regular [16]. Figure 1 depicts an example of a well structured process model with
the grey areas indicating respective blocks. Each process model contains a unique start and end node, and
may be composed of control flow patterns like [17]: sequence, parallel split (ANDsplit), synchronization
(ANDjoin), exclusive choice (XORsplit), and simple merge (XORjoin) (cf. Figure 1). Note that we do not
consider loops in this paper. However, in the context of time-aware processes a loop may be mapped to a set
of nested XOR blocks [4].

In addition, a process model contains data objects as well as data edges linking activities with data objects.
More precisely, a data edge either represents a read or write access of the referenced activity to the referred
data object.

At run-time, process instances may be created and executed according to the defined process model. We
assume that a process instance is logically represented by a clone of the respective process model augmented
with instance-specific information. In turn, activity instances represent executions of single process steps
(i.e., activities) of such a process instance.

If a process model contains XOR-blocks, uncertainty is introduced since not all instances perform exactly
the same set of activities. The concept of execution path allows us to identify which activities and control
connectors are actually performed during one execution of a process instance. Particularly, given a process
model, an execution path denotes a connected maximal subgraph of the process model containing its start
and end node, in which all XORsplit connectors have exactly one branch. An execution path can be also
briefly described by a string containing the activity identifiers of the execution path sorted with respect to
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their execution order and separated by a dash if the order is sequential or by a vertical bar if it is parallel [2].
As example, considering the process model from Figure 1, the string A-((B-D)|(E-F))-G-H represents an example
of an execution path, where A is followed by a parallel execution of two sequential paths (B-D) (i.e., , for the
XORsplit the upper path is selected) and (E-F); then, G and H are sequentially executed. Note that the set
of execution paths may have an exponential cardinality with respect to the number of XOR blocks in the
process model.

We base our work on the 10 time patterns (TP) we presented in [1] (cf. Section 2). To set a focus,
this work specifically considers the patterns being most relevant in practice [1]; i.e., time lags between two
activities (TP1), durations of activities and processes (TP2), and fixed date elements of activities (TP4). In
detail:

An activity durations (TP2) defines the minimum and maximum time span allowed for executing a
particular activity (or node, in general), i.e., the time span between start and completion of the activity [1].
We assume that each activity has an assigned duration. Activity durations are described in terms of minimum
and maximum values [dmin, dmax] where 0 ≤ dmin ≤ dmax. Since control connectors are automatically
performed, one may assume that they have a fixed duration defined by the PAIS (e.g., [0, 1]).

Process durations (TP2) represent the time span allowed for executing an instance of the process
model, i.e., the time span between start and completion of the process instance [1]. Again, a process duration
is described in terms of minimum and maximum values [dmin, dmax] where 0 ≤ dmin ≤ dmax.

Time lags between two activities (TP1) restrict the time span allowed between the starting and/or
ending instants of two arbitrary activities of a process model [1]. Such a time lag may not only be defined
between directly succeeding activities, but between any two activities that may be conjointly executed in the
context of a particular process instance, i.e., the activities must not belong to exclusive branches. In Figure 1,
a time lag is visualized through a dashed edge with a clock symbol between the source and target activity.
The label of the edge specifies the constraint according to the following template: 〈IS〉[tmin, tmax]〈IT 〉;
〈IS〉 ∈ {S,E} and 〈IT 〉 ∈ {S,E} mark the instant (i.e., starting or ending) of the source and target activity
the time lag applies to; e.g., 〈IS〉 = S marks the starting instant of the source activity and 〈IT 〉 = E the
ending instant of the target activity. In turn, [tmin, tmax] (−∞≤ tmin ≤ tmax ≤∞) represents the range
allowed for the time span between instants 〈IS〉 and 〈IT 〉. In particular, time lags may be used to specify
minimum delays and maximum waiting times between succeeding activities. Finally, note that a control edge
implicitly represents an E[0,∞]S time lag between its source and target activity, i.e., the target activity may
only be started after completing the source activity.

Fixed date elements (TP4) refer to activities and allow restricting their execution in relation to a
specific date [1], e.g., a fixed date element may define that the activity must not be started before or must
be completed by a particular date.1 Generally, the value of a fixed date element is specific to a process
instance, i.e., it is not known before creating the process instance or even becomes known only during run
time. Therefore, the respective date of a fixed date element is stored in a data object. When evaluating
the fixed date element during run-time, the current value of the respective data object is retrieved [13].
Figure 1 visualizes a fixed date element through a clock symbol attached to the activity. In this context,
label 〈D〉 ∈ {ES , LS , EE , LE} represents the activity’s earliest start date (ES), latest start date (LS), earliest
completion date (EE), or latest completion date (LE), respectively.

Figure 1 shows an example of a process model exhibiting temporal constraints. Even though we use
the notation defined by BPMN for illustration purpose, the approach described in the following is not
BPMN-specific. Further note that, although some of the symbols used for visualizing the temporal constraints
resemble BPMN timer events, their semantics is quite different and should not be mixed up. As can be
easily verified, in Figure 1 all activities have a corresponding activity duration. The duration of activity A,
for example, expresses that A has a minimum duration of 5 and a maximum duration of 25. Between B and G
there is a time lag described by S[30, 120]S, i.e., between the start of B and the start of G there must be a
minimum delay of 30 time units and a maximum waiting time of 120 time units. Additionally, there is a
time lag between E and F. Next, G has a fixed date element attached to it, whereby label LE indicates that

1Fixed date elements are often referred to as “deadlines”. However, this does not completely meet the intended semantics.
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the latest end date of the activity is restricted by the temporal constraint. In turn, the date of the fixed date
element is provided by activity D through data object d.

3.2. Temporal Consistency of Time-Aware Processes
A time-aware process model is executed by performing its activities and control connectors, thereby

obeying any structural or temporal constraints of the process model. We denote a process model as
temporally consistent if it is possible to perform all execution paths without violating the temporal constraints
involved. Temporal consistency of a time-aware process model (as well as respective process instances)
constitutes a fundamental prerequisite for its robust and error-free execution. In particular, executing a
process instance whose model is not temporally consistent leads to a waste of resources [6, 3]. Therefore, for
any PAIS supporting time-aware processes, a crucial task is to check temporal consistency of the process
model at design-time as well as to monitor and re-check corresponding instance during run-time. This
is particularly challenging since different temporal constraints might interact with each other resulting
in complex interdependcies (e.g., a future deadline might restrict the duration of some or all preceding
activities).

Whether or not a time-aware process model is temporally consistent can be checked by mapping it to a
conditional simple temporal network (CSTN)—a problem known from artificial intelligence [8, 18]. In our
work, we use CSTN since it allows us to exploit and reuse checking algorithms for a well founded model for
representing temporal constraints. Finally, CSTN allows capturing the complex interdependencies between
constraints, which cannot be suitably captured in time-aware process models.

Definition 1 (Conditional Simple Temporal Network). A Conditional Simple Temporal Network (CSTN)
is a 6-tuple 〈T , C, L,OT ,O, P 〉, where:2
• T is a set of real-valued variables, called time-points;
• P is a finite set of propositional letters (or propositions);
• L : T → P ∗ is a function assigning a label to each time-point in T ; a label is any (possibly empty)
conjunction of (positive or negative) letters from P .3
• C is a set of labeled simple temporal constraints (constraint in the following); each constraint cXY ∈ C
has the form cXY = 〈[x, y]XY , β〉, where X,Y ∈ T are any time-points, −∞ ≤ x ≤ y ≤ ∞ are any real
numbers, and β ∈ P ∗ is a label.
• OT ⊆ T is a set of observation time-points;
• O : P → OT is a bijection that associates a unique observation time-point to each propositional letter
from P .

Time-points represent instantaneous events that may be, for example, associated with the start or
end of activities. In turn, observation time-points represent the time point at which relevant information
for the execution of the CSTN is acquired, i.e., it represents the time-point a decision regarding possible
execution paths is made. More formally, when executing observation time-point P , the truth-value of the
associated proposition (i.e., O−1(P )) is determined (observed in CSTN jargon). A constraint cXY = 〈[x,
y]XY , β〉 expresses that the time span between time-points X and Y must be at least x and at most y, i.e.,
Y −X ∈ [x, y]. The label attached to each time-point and constraint, respectively, indicates the different
possible executions of the CSTN, i.e., a particular time-point or constraint will be only considered if the
corresponding label is satisfiable in the respective instance. Figure 2 depicts the CSTN corresponding to the
process model from Figure 1.

The solution to a CSTN can be defined as follows [18]:

Definition 2 (Scenario & Solution). Given a CSTN S = 〈T , C, L,OT ,O, P 〉, a scenario over set P is a
function sP : P → {true, false}, which assigns a truth-value to each proposition in P .

A solution for CSTN S under scenario sP then corresponds to a complete set of assignments to all time-
points X ∈ T with sP (L(X)) = true, which satisfies all constraints 〈[x, y]XY , β〉 ∈ C for which sP (β) = true
holds.

2For a more complete definition and a characterization see [18].
3In the following we use small Greek letters α, β, . . . to denote arbitrary labels. The empty label is denoted by �.
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Figure 2: CSTN Representation of the Process Model from Figure 1

We denote the CSTN corresponding to a time-aware process model as its time model. The required
mapping can roughly be described as follows:4 First, the control flow of the process model is mapped to a
CSTN as illustrated in the left part of Figure 3. Particularly, each control flow element implicitly represents
a temporal constraint, e.g., a control edge is equivalent to an E[0,∞]S time lag (cf. Figure 3). Each activity,
ANDsplit, ANDjoin, and XORjoin ni is represented as a pair of time-points NiS and NiE , corresponding to
the starting and ending instant of the respective node (cf. Figure 3). In turn, for an XORsplit, the ending
instant (i.e., NiE) is represented by an observation time-point (cf. Figure 3). Next, a constraint 〈[dmin,
dmax]NiSNiE ,�〉 is added between NiS and NiE representing the duration [dmin, dmax] of the respective node.
Furthermore, for any control edge between nodes ni and nj , a constraint 〈[0,∞]NiENjS ,�〉 is added between
the time-points representing the ending instant of ni and starting instant of nj (cf. Figure 3). If the source
of the control edge corresponds to an XORsplit, in addition, the label of the constraint is augmented by
proposition p = O−1(P). The latter represents the decision made at the corresponding observation time-point
P, i.e., the label of the constraint 〈[0,∞]NiENjS , β〉 belonging to the “true”-branch is set to βp and the
label of the “false”-branch to β¬p (cf. Figure 3).5 Further, the labels of all constraints and time-points
corresponding to activities, connectors and control edges in the XOR-block are augmented by either p or ¬p
depending on the branch they belong to.

Next, temporal constraints are mapped to the CSTN as depicted in the right part of Figure 3. A time
lag 〈IS〉[tmin, tmax]〈IT 〉 corresponds to a constraint 〈[tmin, tmax]Ni〈IS〉Nj〈IT 〉 , L(Ni〈IS〉)∧L(Nj〈IT 〉)〉 between the
two time-points representing the respective instants of nodes ni and nj (cf. Figure 3). In turn, a fixed
date element is initially represented as a constraint 〈[0,∞]ZN〈D〉 , L(N〈D〉)〉 with Z being a special time-point
representing time “0” (cf. Figure 3). During run-time, value [0,∞] of the constraint will be updated according
to the actual fixed date chosen. Finally, process duration [dmin, dmax] is represented as constraint 〈[dmin,
dmax]N0SNkE ,�〉 between the time-points representing the starting instant N0S of the first and the one
representing the ending instant NkE of the last node of the process.

As example re-consider Figure 2. In particular, note that the labels of the constraints representing
the XOR-block are either set to p or ¬p. Further, note that for the sake of readability, all edges without
annotation are assumed to have bounds 〈[0,∞],�〉.

Based on Definition 2, we formally define the notion of temporal consistency for time-aware process
models.

Definition 3 (Temporal Consistency). A CSTN 〈T , C, L,OT ,O, P 〉 is called weakly consistent iff for each
scenario sP at least one viable solution exists [8].

A time-aware process model is denoted as temporally consistent iff the corresponding time model (i.e., its
CSTN representation) is weakly consistent.

When executing a time-aware process model, temporal consistency of the respective instances needs to
be continuously monitored and re-checked. For this purpose, the minimal network of a CSTN6 must be
determined.

4For further details we refer to [4], where we show how time-aware processes can be transformed to CSTNU—a special kind
of CSTN.

5Note that this can be easily extended to consider more than two branches, but for the sake of simplicity, we only consider
two branches in this paper.

6The minimal network of a CSTN is also called its dispatchable form.
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Figure 3: Process Modeling Elements and their Mapping to CSTN

Definition 4 (Minimal Network). The minimal network of a CSTN S = 〈T , C, L,OT ,O, P 〉 is the unique
CSTN M = 〈T , C′, L,OT ,O, P 〉 having the same set of solutions as S and each value allowed by any
constraint c = 〈[x, y]XY , β〉 ∈ C′ being part of at least one solution of S for every scenario sP for which
sP (β) = true.

For any CSTN S a minimal network exists iff S is weakly consistent. In particular, such a minimal
network provides a restricted set of constraints: As long as the value of each time-point is consistent with all
constraints referring to it whose labels are still satisfiable, we can guarantee that the entire CSTN is weakly
consistent. Besides explicit constraints c ∈ C we obtain when mapping the process model to the CSTN, the
minimal network contains implicit constraints between any pair of time-points that may occur in the same
execution path. Note that these implicit constraints represent the effects the explicit constraints have on the
overall CSTN (i.e., they represent interdependencies between explicit constraints). The implicit constraints
are derived from the explicit ones when determining the minimal network. How to determine the latter is
described in [8]. In the following, we denote the time model resulting from the mapping of the process model
to a CSTN as base time model and its minimal network as minimal time model of the process model.

As example consider Figure 4 which depicts a process model, its base time model and the corresponding
minimal time model. Note that for the sake of readability most implicit constraints of the minimal time
model are only indicated through light grey arrows. Further note, that explicit constraints which are
restricted when minimizing the time model are highlighted in green. The example also illustrates some of
the possible interdependencies between the various temporal constraints of a process model. In particular,
the time lag between the start of activity B and start of C restricts the maximum duration of B to 20; note
the constraint between BS and BE in the minimal time model. Moreover, the time lags between A and C
and B and C introduces an additional interdependency between activities A and B (the respective implicit
temporal constraint is highlighted in red in Figure 4). In particular, although activities A and B are seemingly
temporally unrelated, B may be started the earliest 5 time units after the start of A. Otherwise, some temporal
constraints of the process model cannot be satisfied. As a consequence, B may be started the earliest 5 time
units after completion of the ANDsplit node. Furthermore, B must be started the latest 30 time units after
the start of A. Note that representing all these interdependencies of different temporal constraints as part of
the process model is not feasible as they can be quite numerous. Particularly, this would render the process
model unreadable.
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Figure 4: Basic and Minimal Time Model

When executing a process instance, the two time models created at design-time are cloned. These clones
are then kept up-to-date with the actual temporal state of the process instance (e.g., activity start and
completion times) and used to monitor and re-check temporal consistency of the process instance [4].

4. Change Operations for Time-aware Processes

Standard change patterns adapting process models without temporal constraints have been extensively
studied in literature [5]. This section discusses how respective change operations may be transferred to time-
aware processes. Section 4.1 presents the change operations applicable to time-aware processes. Section 4.2
then provides an in-depth discussion of these change operations and shows how they can be extended to
ensure temporal consistency of a changed process model.

4.1. Basic Change Operations
When changing a process schema or process instance, respectively, or—more generally—when changing a

process model, the soundness of the latter must be ensured. To achieve this, our framework abstracts from
low-level change primitives (e.g., adding an edge or node) to higher-level change operations with well-defined
pre-/post-conditions [5]. When being applied to a sound process model, such a high-level change operation
(e.g., inserting a node in serial between two succeeding nodes) guarantees that the resulting process model
will be structurally and behaviourally sound as well [5]. The upper part of Table 2 gives an overview of the
most important change operations required for structurally modifying a process model. Note that these
change operations may be combined to realize more complex change patterns [14] (e.g., move activity). We
extend the set of structural change operations by a new set of change operations enabling us to modify
the temporal constraints of a process model as well, e.g., inserting a time lag (see the bottom of Table 2).
Altogether, these change operations allow changing a time-aware process model, while guaranteeing structural
and behavioural soundness of the resulting process model.

4.2. Applying Change Operations to Time-aware Processes
When modifying the model of a time-aware process, it must be ensured that the resulting process model is

temporally consistent. This section defines basic criteria ensuring that the application of a change operation
does not result in a temporally inconsistent process model. We further analyze the local impact a particular
change operation has on the temporal properties of the respective process model, i.e., its temporal constraints.

If a change operation is applied to a process instance, additional state-specific pre- and post-conditions
need to be met [5]. These are not considered in the following since they apply to time-aware processes as
well. Further, note that any time-related instance-specific information is captured in the corresponding time
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Operation Description

Control Flow
InsertSerial(n1, n2, nnew, [dmin, dmax]) Inserts node nnew with duration [dmin, dmax] between directly

succeeding nodes n1 and n2.
InsertPar(n1, n2, nnew, [dmin, dmax]) Inserts node nnew with duration [dmin, dmax] as well as an AND

block surrounding the SESE block defined by n1 and n2.
InsertCond(n1, n2, nnew, [dmin, dmax], c) Inserts node nnew with duration [dmin, dmax] and condition c as

well as an XOR block between succeeding nodes n1 and n2.
InsertBranch(g1, g2, c) Inserts an empty branch with condition c between XORsplit g1

and XORjoin g2.
DeleteActivity(n) Deletes activity n.

Temporal Constraints
InsertT imeLag(n1, n2, typetl, [tmin, tmax]) Inserts a time lag [tmin, tmax] between nodes n1 and n2. Thereby,

typetl ∈ {start-start, start-end, end-start, end-end} describes
whether the time lag is inserted between the start of the two
activities, the start of n1 and the end of n2, the end of n1 and
the start of n2, or the end of the two activities.

InsertFDE(n, typefde) Adds a fixed date element of type typefde ∈ {ES , LS , EE , LE}
to node n.

DeleteT imeLag(n1, n2, typetl) Deletes the time lag of type typetl between nodes n1 and n2.
DeleteFDE(n, typefde) Deletes any fixed date element of type typefde from node n.

Table 2: Basic Change Operations

model (cf. Section 3.2). In particular, we will show that it is sufficient to only consider the current minimal
time model of the process instance.

4.2.1. Serial Activity Insertion.
As first change operation we consider InsertSerial(n1, n2, nnew, [dmin, dmax]). It allows inserting a node

nnew with duration [dmin, dmax] between two directly succeeding nodes n1 and n2 (cf. Figure 5). In terms
of change primitives, this can be realized by deleting the control edge between nodes n1 and n2, followed
by adding node nnew with duration [dmin, dmax] to the process model and properly connecting it to n1 and
n2 by adding two new control edges (cf. Figure 5 and Table 3). Regarding the temporal properties of the
resulting process model, one can observe that the insertion of nnew will first and foremost increase the
minimum time distance between n1 and n2 to dmin. By contrast, the maximum distance between the two
nodes is not affected by the change as the newly added control connectors do not constrain it. Accordingly, if
for the minimal time model the minimum duration dmin is compliant with any implicit or explicit constraint
〈[cmin, cmax]N1EN2S , β〉 between the ending instant of n1 and the starting instant of n2 (i.e., dmin ≤ cmax),
the node insertion will not affect temporal consistency of the process model.7 Remember that each value of
each constraint in the minimal time model is part of at least one solution (cf. Definition 4), i.e., one viable
execution of the process model. Consequently, the time-aware process model is still temporally consistent.

After inserting the node into the process model, the mapping of this node and the control edges must be
added to the time models as well (i.e., the base time model and minimal time model). Furthermore, the minimal
time model must be locally adapted in order to properly cover the changes. In particular, the constraint
between the ending instant of n1 and the starting instant of n2 must be updated to [max{cmin, dmin}, cmax]
to consider the new minimum distance between the two nodes (cf. Figure 5), i.e., certain values permitted
by the old constraint might no longer be part of any viable solution. It further becomes evident that the
constraints corresponding to the two control edges must be initialized to [0, cmax − dmin] (cf. Figure 5).
Algorithm 1 defines the pre- and post-conditions for applying change operation InsertSerial to a process
model.

7Note that any implicit constraint 〈[cmin, cmax]N1EN2S , β〉 is always at least as restrictive as any explicit time lag
E[tmin, tmax]S between n1 and n2.
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Figure 5: Change Operation: Insert Serial

Algorithm 1: InsertSerial(n1,n2,nnew, [dmin,dmax])
Pre succ(n1) = n2,

∀〈[cmin, cmax]N1EN2S , β〉 ∈ C : cmax ≥ dmin

Init γ = L(N1E) ∧ L(N2S)
Post // Update process model:

RemoveEdge(n1, n2),
AddNode(nnew, [dmin, dmax], Activity), AddEdge(n1, nnew), AddEdge(nnew, n2)
// Update basic and minimal time model:
AddT imePoint(NnewS , γ), AddT imePoint(NnewE , γ),
AddConstraint(NnewS , NnewE , [dmin, dmax], γ),
AddConstraint(N1E , NnewS , [0,∞], γ), AddConstraint(NnewE , N2S , [0,∞], γ),
// Adapt minimal time model:
∀〈[cmin, cmax]N1EN2S , β〉 ∈ C :

AddConstraint(N1E , NnewS , [0, cmax − dmin], β),
AddConstraint(NnewE , N2S , [0, cmax − dmin], β),
UpdateConstraint(N1E , N2S , [max{cmin, dmin}, cmax)], β)

Table 3: Algorithm 1: InsertSerial

After adding the node to the process model, the mapping of this node and the control edges must be
added to the time models as well (i.e., the base time model and minimal time model). Further, the minimal
time model must be locally adapted to properly cover the changes. In particular, the constraint between
the ending instant of n1 and the starting instant of n2 must be updated to [max{cmin, dmin}, cmax] in order
to consider the new minimum distance between the two nodes (cf. Figure 5), i.e., certain values permitted
by the old constraint might no longer be part of any viable solution. It further becomes evident that the
constraints corresponding to the two control edges must be initialized to [0, cmax − dmin] (cf. Figure 5).
Algorithm 1 defines the pre- and post-conditions for applying change operation InsertSerial to a process
model.

After applying InsertSerial the changes made to the minimal time model need to be propagated to all other
constraints to remove values no longer contributing to any solution. Note that this must be accomplished
before performing any other change or resuming the execution of the process instance. Practically, this
means that the minimality of the changed minimal time model needs to be restored. This may be achieved
by applying the same algorithm initially used for determining the minimal time model (cf. Section 3.2).

4.2.2. Parallel Activity Insertion.
The next change operation considered by us is operation InsertPar(n1, n2, nnew, [dmin, dmax]). It inserts

node nnew together with an ANDsplit- and ANDjoin-gateway surrounding the SESE-region defined by n1
and n2 (cf. Figure 6 and Table 4). This is achieved by serially inserting ANDsplit gs between n1 and its
predecessor and ANDjoin gj between n2 and its successor (cf. InsertSerial-operation). Next, node nnew with
duration [dmin, dmax] is added to the process model and properly connected to gs and gj by adding two new
control edges (cf. Figure 6). Concerning temporal constraints, we again observe that inserting the node
solely increases the minimum time distance between the predecessor np of n1 and the successor ns of n2.
Consequently, if the minimum duration dmin is compliant with any implicit (or explicit) constraint 〈[cmin,
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Figure 6: Update Operation: Insert Parallel

Algorithm 2: InsertPar(n1,n2,nnew, [dmin,dmax])
Pre (n1, n2) is SESE-region,

∀〈[cmin, cmax]NpENsS , β〉 ∈ C : cmax ≥ dmin,
Init np = pred(n1) , ns = succ(n2),

γ = L(N1E) ∧ L(N2S)
Post // Update process model:

AddNode(gs, [0, 1], AND), AddNode(gj , [0, 1], AND),
RemoveEdge(np, n1), AddEdge(np, gs), AddEdge(gs, n1),
RemoveEdge(n2, ns), AddEdge(n2, gj), AddEdge(gj , ns),
AddNode(nnew, [dmin, dmax], Activity), AddEdge(gs, nnew), AddEdge(nnew, gj),
// Update basic and minimal time model:
AddT imePoint(GsS , γ), AddT imePoint(GsE , γ), AddConstraint(GsS , GsE , [0, 1], γ),
AddT imePoint(GjS , γ), AddT imePoint(GjE , γ), AddConstraint(GjS , GjE , [0, 1], γ),
AddConstraint(NpE , GsS , [0,∞], γ), AddConstraint(GsE , N1E , [0,∞], γ),
AddConstraint(N2E , GjS , [0,∞], γ), AddConstraint(GjE , NsS , [0,∞], γ),
AddT imePoint(NnewS , γ), AddT imePoint(NnewE , γ),
AddConstraint(NnewS , NnewE , [dmin, dmax], γ),
AddConstraint(NpE , NnewS , [0,∞], γ), AddConstraint(NnewE , NsS , [0,∞], γ),
AddConstraint(GsE , NnewS , [0,∞], γ), AddConstraint(NnewE , GjS , [0,∞], γ)
// Adapt minimal time model:
∀〈[cmin, cmax]NpENsS , β〉 ∈ C :

AddConstraint(NpE , GsS , [0, cmax − dmin], β),
AddConstraint(GsE , NnewS , [0, cmax − dmin], β),
AddConstraint(NnewE , GjS , [0, cmax − dmin], β),
AddConstraint(GjE , NsS , [0, cmax − dmin], β),
AddConstraint(NpE , NnewS , [0, cmax − dmin], β),
AddConstraint(NnewE , NsS , [0, cmax − dmin], β),
UpdateConstraint(NpE , NsS , [max{cmin, dmin}, cmax], β)

Table 4: Algorithm 2: InsertPar

cmax]NpENsS , β〉 between the respective instants of np and ns, performing the change operation does not
impact consistency of the process model. Note that the added ANDsplit and ANDjoin gateways constitute
silent nodes.

Again, after structurally modifying the process model, the time models needs to be adapted to reflect the
change. Particularly, in the minimal time model the temporal constraint between the ending instant of np
and the starting instant of ns must be updated to [max{cmin, dmin}, cmax] (cf. Figure 6). Moreover, the
constraints representing the newly added control edges must be initialized to [0, cmax − dmin] to reflect the
impact the other constraint have on the time to executed the new activity (cf. Figure 6). Algorithm 2 (cf.
Table 4) formally defines these pre- and post-conditions for performing operation InsertPar.

At last, the changes made to the minimal time model need to be propagated to the other constraints

11



<[max{cmin,dmin}, tmax], β c>

<[cmin, cmax], β ¬c>

<[cmin, cmax], β ¬c>

<[dmin,dmax], β c><[0, cmax-dmin], β c> <[0, cmax-dmin], β c>

AS AE

XS XE

BS BE

GsS GsE GjS GjE<[cmin, cmax], β>

AS AE BS BE

dmin ≤ tmax

A

X
[dmin,dmax]

B

E [tmin, tmax] S

c
¬cGs GjA

X
[dmin,dmax]

B

InsertCond(A, B, X, [dmin,dmax])

E [tmin, tmax] S

Process Model

Time Model

Figure 7: Change Operation: Insert Conditional

Algorithm 3: InsertCond(n1,n2,nnew, [dmin,dmax], c)
Pre succ(n1) = n2,

∀〈[cmin, cmax]N1EN2S , β〉 ∈ C : cmax ≥ dmin

Init γ = L(N1E) ∧ L(N2S)
Post // Update process model:

RemoveEdge(n1, n2),
AddNode(gs, [0, 1], XOR), AddNode(gj , [0, 1], XOR),
AddEdge(n1, gs), AddEdge(gs, gj), AddEdge(gj , n2),
AddNode(nnew, [dmin, dmax], Activity), AddEdge(gs, nnew), AddEdge(nnew, gj),
UpdateCondition(gs, nnew, c), UpdateCondition(gs, gj ,¬c),
// Update basic and minimal time model:
AddT imePoint(GsS , γ), AddObservationT imePoint(GsE , c, γ),
AddConstraint(GsS , GsE , [0, 1], γ),
AddT imePoint(NnewS , γ), AddT imePoint(NnewE , γc),
AddConstraint(NnewS , NnewE , [dmin, dmax], γc),
AddT imePoint(GjS , γ), AddT imePoint(GjE , γ), AddConstraint(GjS , GjE , [0, 1], γ),
AddConstraint(N1E , GsS , [0,∞], γ), AddConstraint(GjE , N2S , [0,∞], γ),
AddConstraint(NnewE , GjS , [0,∞], γc), AddConstraint(GsE , NnewS , [0,∞], γc),
AddConstraint(N1E , NnewS , [0,∞], γc), AddConstraint(NnewE , N2S , [0,∞], γc),
AddConstraint(GsE , GjS , [0,∞], γ¬c),
// Update minimal time model:
∀〈[cmin, cmax]N1EN2S , β〉 ∈ C :

AddConstraint(N1E , GsS , [0, cmax − dmin], β),
AddConstraint(GsE , NnewS , [0, cmax − dmin], βc),
AddConstraint(NnewE , GjS , [0, cmax − dmin], βc),
AddConstraint(GjE , N2S , [0, cmax − dmin], β),
AddConstraint(N1E , NnewS , [0, cmax − dmin], βc),
AddConstraint(NnewE , N2S , [0, cmax − dmin], βc),
AddConstraint(GsE , GjS , [cmin, cmax], β¬c),
UpdateConstraint(N1E , N2S , [cmin, cmax], β¬c),
AddConstraint(N1E , N2S , [max{cmin, dmin}, cmax], βc)

Table 5: Algorithm 3: InsertCond

before performing any other change operation, i.e., the minimality of the modified time model needs to be
restored.

4.2.3. Conditional Activity Insertion.
Change operation InsertCond(n1, n2, nnew, [dmin, dmax], c) inserts node nnew conditionally between suc-

ceeding nodes n1 and n2. This change is accomplished by first inserting XORsplit gs and XORjoin gj
sequentially between n1 and n2 and then inserting nnew conditionally between gs and gj (cf. Figure 7). The
transition condition of the control edge linking gs and nnew is set to c and the one of the control edge linking
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Figure 8: Update Operation: Delete Activity

gs and gj to ¬c. Note that when adding XORsplit gs and condition c / ¬c to the process model, this results
in a set of additional execution paths; i.e., each execution path of the old process model, which contains
n1 and n2, can now be mapped to two execution paths: one path with c = false (i.e., ¬c) representing the
previous execution path and one with c = true representing the new one containing nnew between n1 and n2.
Hence, for any execution path containing nnew, InsertCond has similar effects as InsertSerial. In turn, any
execution path not containing nnew remains unchanged (except for the added XORsplit and XORjoin, that
constitute silent nodes). Altogether, for operation InsertCond similar pre-conditions hold as for InsertSerial
(cf. Table 3).

After changing a process model, the corresponding time model needs to be adapted by adding the
mappings of the inserted elements as shown in Figure 7. In particular, note that this adds a new observation
time-point GsE and proposition c to the time model (cf. Section 3.2). Accordingly, the labels of the temporal
constraints representing nnew and the two control edges connecting it with gs and gj , respectively, must be
set to βc with β being the label of the original constraint between N1E and N2S . In turn, the label of the
constraint corresponding to the control edge between gs and gj must be set to β¬c. Finally, the constraint
between the ending instant of n1 and the starting instant of n2 needs to be updated as follows: The label of
the original constraint must be augmented by proposition ¬c resulting in constraint 〈[cmin, cmax]N1EN2S ,
β¬c〉. Further, another constraint 〈[max{cmin, dmin}, cmax]N1EN2S , βc〉 containing proposition c must be
added between the two time-points. The latter corresponds to the case where nnew is executed between
the two nodes. Algorithm 3 defines the pre- and post-conditions of operation InsertCond. After applying
this operation, again the minimality of the adapted minimal time model has to be restored. This must be
accomplished before performing any other change or resuming the execution of the process instance.

4.2.4. Branch Insertion.
Operation InsertBranch is similar to InsertCond, except that no node is added. Since only a control edge

is added, no specific time-related pre-conditions must be satisfied.

4.2.5. Activity Deletion.
Change operation DeleteActivity allows deleting activities from a process model as depicted in Figure 8.

Particularly, it removes activity n and replaces it by a new control edge between its predecessor and successor.
From a temporal point of view, deleting an activity is always possible as temporal constraints are only
removed from the time model, but no new ones are added. As only pre-condition, we require that the activity
to be removed has no remaining incoming or outgoing explicit temporal constraint (i.e., time lag or fixed date
element). If necessary, these have to be removed in advance using respective change operations (cf. Table 2).

Algorithm 4 (cf. Table 6) defines the respective pre- and post conditions of operation DeleteActivity.
Unfortunately, when deleting an activity from the process schema it is not possible to restore minimality of
the modified minimal time model. In particular, it is not possible to determine which of the values previously
removed from the constraints when establishing minimality of the time model may now be added again.
Instead it is necessary to recalculate the minimal time model from the base time model.
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Algorithm 4: DeleteActivity(n)
Pre n has no incoming or outgoing explicit temporal constraint,
Init np = pred(n), ns = succ(n),

tmin is the minimum distance of the explicit constraint between np and ns if any,
or tmin = 0 if there is no explicit constraint

Post // Update process model:
RemoveEdge(np, n), RemoveEdge(n, ns), RemoveNode(n), AddEdge(np, ns)
// Update basic time model:
RemoveConstraint(NS , NE)
∀t ∈ T \ {NS , NE} : RemoveConstraint(t,NS), RemoveConstraint(t,NE),

RemoveConstraint(NS , t), RemoveConstraint(NE , t)
RemoveT imePoint(NS), RemoveT imePoint(NE),
AddConstraint(np, ns, [0,∞], L(np) ∧ L(ns))
// Recreate minimal time model from updated basic time model.

Table 6: Algorithm 4: Delete Activity
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Figure 9: Change Operation: Insert Time Lag

4.2.6. Time Lag Insertion.
Change operation InsertTimeLag(n1, n2, typetl, [tmin, tmax]) allows adding a time lag between activities

n1 and n2. The instants the time lag refers to (i.e., start vs. end) are specified by parameter typetl.
Adding a time lag is only possible if there exists at least one execution path containing both nodes (i.e.,
L(N1〈IS〉) ∧ L(N2〈IT 〉) is satisfiable; cf. Table 7) [13].

The two time models are then adapted by adding a constraint 〈[tmin, tmax]N1〈IS〉N2〈IT 〉
, β〉 between the

time-points representing the respective instants (start vs. end) of the two nodes. Basically, this updates
each existing implicit constraint 〈[cmin, cmax]N1〈IS〉N2〈IT 〉

, β〉. Note that this is only possible if the resulting
constraint [max{cmin, tmin},min{cmax, tmax}] in the adapted minimal time model still permits at least one
value, i.e., allows for at least one possible solution. Accordingly, for the operation to be applicable, for
any implicit constraint between N1〈IS〉 and N2〈IT 〉 the following must hold: cmin ≤ tmax ∧ tmin ≤ cmax.8
Algorithm 5 defines the respective pre- and post-conditions. After updating the temporal constraints,
minimality of the adapted minimal time model must be restored.

4.2.7. Fixed Date Element Insertion.
Inserting a fixed date element (i.e., operation InsertFDE) is equivalent to adding a time lag between the

special time-point Z (indicating time “0”) and the respective instant of the node (cf. Section 3.2). However,
in some cases the actual date is not known when inserting the fixed date element. Accordingly, in these cases,
no time-specific preconditions have to be observed and no changes to the minimal time model are required
(cf. Figure 10). Note that there already exists an implicit constraint between Z and the respective instant
of the node. Algorithm 6 (cf. Table 8) defines the respective pre- and post-conditions. After updating the
temporal constraints, if the date of the fixed date element is known, minimality of the adapted minimal time
model must be restored.

8Note that tmin ≤ tmax and cmin ≤ cmax is guaranteed by the time lag and the minimal time model, respectively.
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Algorithm 5: InsertTimeLag(n1,n2, typetl, [tmin, tmax])

Pre 〈IS〉 =
{
S typetl = start-*
E typetl = end-* , 〈IT 〉 =

{
S typetl = *-start
E typetl = *-end

(L(N1〈IS〉) ∧ L(N2〈IT 〉)) is satisfiable
∀〈[cmin, cmax]N1〈IS〉N2〈IT 〉

, β〉 ∈ C : cmin ≤ tmax ∧ tmin ≤ cmax

Post // Update process model:
AddT imeLag(n1, n2, 〈IS〉[tmin, tmax]〈IT 〉)
// Update basic and minimal time model:
AddConstraint(N1〈IS〉, N2〈IT 〉, [tmin, tmax], L(N1E) ∧ L(N2S))
// Update minimal time model:
∀〈[cmin, cmax]N1EN2S , β〉 ∈ C :

UpdateConstraint(N1〈IS〉, N2〈IT 〉, [max{cmin, tmin},min{cmax, tmax}], β)

Table 7: Algorithm 5: Insert Time Lag
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Figure 10: Change Operation: Insert Fixed Date Element

4.2.8. Time Lag and Fixed Date Element Deletion.
Deleting a time lag (operation DeleteTimeLag(n1, n2, typetl)) or fixed date element (operation DeleteFDE(n,

typefde)) is always possible as in both cases no structural restriction is violated and temporal constraints
are only removed from the time model. However, as with operation DeleteActivity (cf. Table 6), it is not
possible to restore minimality of the modified minimal time model. Hence, the minimal time model has to be
recalculated from the base time model.

5. Analyzing the Effects of Change Operations on Time-Aware Processes

When changing a time-aware process schema or instance both the corresponding process model and
the time models (i.e., basic and minimal time model) must be updated. In this context the minimality of
the minimal time model must be restored after each change operation. Only then it becomes possible to
ensure that another change within the same transaction may still be applied without violating temporal
consistency of the process model. However, calculating the minimal network of a CSTN is expensive regarding
computation time. To be more precise its complexity is O(n32k) with n being the number of time-points and
k being the number of observation time-points in the time model. Consequently, there might be significant
delays when applying multiple change operations to large time-aware process models. This issue becomes
even more pressing in the context of process schema evolution [5] when a potentially large set of process
instances shall be dynamically migrated to a new process schema version (i.e., process model). Hence, the
maximum effect a particular change has on the minimal time model must be estimated. Based on this, it
becomes possible to decide whether or not another change operation may be applied without need to restore
minimality of the minimal time model first.

Regarding the change operations introduced in Section 4.2, two different types may be distinguished
based on their impact on the time model: 1. Change operations which add a new temporal constraint or
further restrict an existing one (cf. change operations InsertSerial, InsertPar, InsertCond, InsertBranch,
and InsertTimeLag) and 2. change operations which relax some temporal constraints by removing others (cf.
change operations DeleteActivity, DeleteTimeLag, and DeleteFDE).
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Algorithm 6: InsertFDE(n, typefde)

Pre N =
{
NS if typefde ∈ {ES , LS}
NE if typefde ∈ {EE , LE}

Init t = current value of the fixed-date element or undefined

tmin =

0 if t = undefined

t if typefde ∈ {ES , EE}
0 if typefde ∈ {LS , LE}

tmax =

∞ if t = undefined

∞ if typefde ∈ {ES , EE}
t if typefde ∈ {LS , LE}

Post // Update process model:
AddFixedDateElement(n, typefde)
// Update basic and minimal time model:
AddConstraint(Z,N, [0,∞], L(N))
// Update minimal time model:
∀〈[cmin, cmax]ZN , β〉 ∈ C :

UpdateConstraint(Z,N, [max{cmin, tmin},min{cmax, tmax}], β)

Table 8: Algorithm 6: Insert Fixed Date Element

5.1. Changes Adding or Restricting a Temporal Constraint
Regarding changes making an existing constraint more restrictive, Theorem 1 shows how their maximum

effects can be estimated.

Theorem 1 (Restricting a constraint in a minimal network). Let M = 〈T , CM , L,OT ,O, P 〉 be a minimal
CSTN and M∗ = 〈T , CM∗ , L, OT ,O, P 〉 the CSTN derived from M by replacing constraint cAB = 〈[x, y]AB ,
β〉 ∈ CM with the more restrictive constraint c∗AB = 〈[x+σ, y−ρ]AB , β〉; σ, ρ ≥ 0; i.e., C∗M = CM \cAB∪{c∗AB}.

Then: For the minimal network N = 〈T , CN , L,OT ,O, P 〉 of M∗ the following holds: for any constraint
c′XY = 〈[x′, y′]XY , γ〉 ∈ CN the lower bound is increased by at most δ = max{σ, ρ} and the upper bound is
decreased by at most δ compared to the original constraint cXY = 〈[x, y]XY , γ〉 ∈ CM . Formally:

∀〈[x, y]XY , γ〉 ∈ CM , 〈[x′, y′]XY , γ〉 ∈ CN : (x ≤ x′ ≤ x+ δ) ∧ (y ≥ y′ ≥ y − δ)

To proof Theorem 1 we start by showing how a CSTN can be mapped to a more simple kind of temporal
problem, so called simple temporal networks [19]:

Definition 5 (Simple Temporal Network). A Simple Temporal Network (STN) is a pair (T , C), where T is a
set of real-valued variables, called time-points, and C is a set of simple temporal constraints. Each constraint
cXY ∈ C has the form cXY = [x, y]XY , where X and Y are any time-points in T , and −∞ ≤ x ≤ y ≤ ∞ are
any real numbers (compare Definition 1).

A solution to the STN (T , C) is a complete set of assignments to the variables in T that satisfies all of
the constraints in C.

A STN S = (T , C) is called consistent if at least one viable solution exists.

For a STN and respective constraints the following relations can be defined [19]:

Definition 6 (Tighter, Equivalence). A constraint cXY = [xc, yc]XY is tighter than constraint dXY =
[xd, yd]XY , denoted as cXY ⊆ dXY , if every value allowed by cXY is also allowed by dXY , i.e., cXY ⊆ dXY ⇔
xd ≤ xc ≤ yc ≤ yd.

A STN S = (T , CS) is tighter than STN T = (T , CT ), denoted as S ⊆ T , if for all corresponding
constraints cXY ∈ CS and dXY ∈ CT it holds cXY ⊆ dXY . In particular, ⊆ forms a partial order on the set
of STNs over a set of time-points T .

Two STNs S and T are equivalent—denoted as S ≡ T— if they represent the same solution set.

Based on these notions the minimal network of a STN is defined as follows [19]:
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Definition 7 (Minimal Network of a STN). The minimal network of a STN S = (T , C)—denoted as
minimalSTN (S)—is the unique STN M = (T , C′) which represents the same solution set as S and where
each value allowed by any constraint c ∈ C′ is part of at least one viable solution of S. More formally, the
minimal network is the tightest STN M which is equivalent to S, i.e.,

M = minimalSTN (S) ⇐⇒ M ≡ S ∧ (@N = (T , CN ) : N ⊆M ∧N ≡ S)

By definition the minimal network for S exists if and only if S is consistent.

Note the similarity between Definition 7 and the one of the minimal network of a CSTN in Definition 4 [18].
We now come back to CSTN and its relationship with STN as discussed in [18]:

Definition 8 (Scenario Projection). Let S = 〈T , C, L,OT ,O, P 〉 be a CSTN, and sP be a scenario for the
letters in P (cf. Definition 2). The projection of S onto the scenario sP—denoted by scProj(S, sP )—is a
STN Q = (T +

s , C+
s ), where:

• T +
s = {T ∈ T : sP (L(T )) = true}; and

• C+
s = {[x, y]XY | for some β, 〈[x, y]XY , β〉 ∈ C and sP (β) = true}

Based on this we can define the following corollary to Definition 3:

Corollary 1 (Weak Consistency). A CSTN S = 〈T , C, L,OT ,O, P 〉 is weakly consistent iff for each scenario
sP over P the respective scenario projection scProj(S, sP ) is consistent.

Thus, for the minimal network of a CSTN we can define the following lemma based on the minimal
network of STN:

Lemma 1 (Minimal Network). Let minimalCSTN (S) denote the minimal network of CSTN S (cf. Defini-
tion 4) and minimalSTN (T ) the minimal network of STN T (cf. Definition 7). Then, it holds that:

∀sP : scProj(minimalCSTN (S), sP ) ≡ minimalSTN (scProj(S, sP ))

Proof. This follows directly from Definition 4 and Corollary 1. Particularly, according to Definition 4
minimalCSTN (S) must have the same set of solutions as S which, in turn, are given by minimalSTN (scProj(S,
sP )).

We will now show that Theorem 1 holds for STN. But first we need to introduce some additional concepts
and properties of STNs.

Definition 9 (Inverse, Composition, Intersection). For a constraint cXY = [x, y]XY the inverse constraint is

cY X = −cXY = [−y,−x]Y X .

The composition of two constraint cXY = [xc, yc]XY and dY Z = [xd, yd]Y Z is defined as

cXY ⊕ dY Z = [xc + xd, yc + yd]XZ .

The intersection of two constraint cXY = [xc, yc]XY and dXY = [xd, yd]XY is defined as

cXY ∩ dXY =
{

[max{xc, xd},min{yc, yd}]XY if max{xc, xd} ≤ min{yc, yd}
∅ else

.

Table 9 details useful properties of the operations defined by Definition 6 and Definition 9.
A path in an STN is a sequence of time-points which does not contain any subsequent pair of time-points

twice, formally:
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Operator Precedence ⊕ → ∩

Associativity (cXY ∩ dXY ) ∩ eXY = cXY ∩ (dXY ∩ eXY )
(cWX ⊕ dXY )⊕ eY Z = cWX ⊕ (cXY ⊕ eY Z)

Commutativity cXY ∩ dXY = dXY ∩ cXY
Distributivity cXY ⊕ (cY Z ∩ dY Z) = (cXY ⊕ cY Z) ∩ (cXY ⊕ dY Z)
Negation −(−cXY ) = −cY X = cXY

−(cXY ⊕ cY Z) = (−cZY )⊕ (−cY X)

Reflexivity cXY ⊆ cXY
Transitivity (cXY ⊆ dXY ∧ dXY ⊆ eXY )⇒ cXY ⊆ eXY

Table 9: Properties of Composition, Intersection and Tighter

Definition 10 (Path). Let S = (T , C) be a STN. Then for n ≥ 3 a path p from X to Y is a sequence
of time-points p = 〈K1, . . . ,Kn〉 ;K1, . . . ,Kn ∈ T with K1 = X, Kn = Y and ∀i ∈ 1, . . . , n − 1 : @j ∈
1, . . . , n− 1 : (Ki = Kj ∧Ki+1 = Kj+1)∨ (Ki = Kj+1 ∧Ki+1 = Kj), i.e., a path does not contain any cycles.

The constraint cp of path p = 〈K1, . . . ,Kn〉 on constraint set C is given by cp = cK1K2 ⊕ cK2K3 ⊕ . . .⊕
cKn−2Kn−1 ⊕ cKn−1Kn ; cK1K2 . . . cKn−1Kn ∈ C.

Furthermore, PXY ⊆ 2T denotes the set of all paths from X to Y in T .

These definitions enable us to provide a more productive characterization of a minimal STN [19, 20]:

Lemma 2 (Minimal STN). A STN S = (T , C) is minimal iff for each constraint cXY ∈ C it holds that cXY
is tighter than the constraint cp of any path p = 〈X,Z, Y 〉 of length three from X to Y . Formally:

S is minimal⇔ ∀cXY ∈ C,∀Z ∈ T , p = 〈X,Z, Y 〉 ∈ PXY : cXY ⊆ cp = cXZ ⊕ cZY

Proof. See proof of Lemma 5.10 in [19]. In particular, it is easy to verify that if ∃cXY ∈ C,∃Z ∈ T : ∃x ∈
cXY : x /∈ cXZ ⊕ cZY then x cannot be part of any solution of S and thus S cannot be minimal.

This gives rise to the following two corollaries, which show how to calculate the minimal STN M of
STN S:

Corollary 2 (Minimal STN). The minimal STN M = (T , C′) for STN S = (T , C) can be calculated as
follows:

Let N1 = (T , C1) = S and let Nk+1 = (T , Ck+1) with

ck+1
XY = cXY ∩

⋂
Z∈T

ckXZ ⊕ ckZY

where cXY ∈ C, ckXZ , ckZY ∈ Ck and cn+1
XY ∈ Ck+1. Then, either ∃n ≥ 1 such that Nn = Nn+1 = M is the

minimal STN or ∃n ≥ 1 such that ∃cnXY ∈ Cn : cnXY = ∅ in which case STN S is not consistent (i.e., no
minimal network exists).

Proof. This follows directly from the fact that the minimal network of an STN can be derived by enforcing
3-path consistency [19]. Also compare the PC1-Algorithm for calculating the minimal network presented
in [19], which is shown to be correct as well as complete. In particular, if Nn = Nn+1 it is easy to
see that ∀cnXY , cnXZ , cnZY ∈ Cn : cnXY ⊆ cnXZ ⊕ cnZY and hence Nn is minimal. Furthermore, for each
ck+1
XY it holds that ckXY ⊇ ck+1

XY and because in each step k → k + 1 at least one ck+1
XY is modified (i.e.,

ckXY ⊃ ck+1
XY ) for k →∞ it follows that either ∃n ≥ 1 : ∀k ≥ n : ∀ckXY ∈ Ck,∀c

k+1
XY ∈ Ck+1 : ckXY = ck+1

XY or
∃n ≥ 1 : ∃cnXY ∈ Cn : cnXY = ∅, i.e., a fix point exists.
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Corollary 3 (Minimal STN). The minimal STN M = (T , C′) for STN S = (T , C) is given by c′XY ∈ C′
with:

c′XY = cXY ∩
⋂

K1∈T
(cXK1 ⊕ cK1Y ) ∩

⋂
K1,K2∈T

(cXK1 ⊕ cK1K2 ⊕ cK2Y ) ∩ . . .

∩
⋂

K1,...,Kn∈T
(cXK1 ⊕ cK1K2 ⊕ . . .⊕ cKn−1Kn ⊕ cKnY )

= cXY ∩
⋂

p∈PXY

cp

where n = |T | − 2 and cij ∈ C.
In particular, note that without loss of generality we assume that ∀cXY ∈ C : cY X = −cXY ∈ C (cf.

Definition 9).

Proof. Based on Corollary 2 we know that for M = Nn+1 it holds that

cn+1
XY = cXY ∩

⋂
K1∈T

(
cnXK1

⊕ cnK1Y

)
(1)

furthermore we know that for any N i, 2 ≤ i ≤ n

ciXK1
= cXK1 ∩

⋂
K2∈T

(
ci−1
XK2

⊕ ci−1
K2K1

)
(2)

and similarly for ciK1Y
. Applying equation 2 to equation 1 we obtain

cn+1
XY

= cXY ∩
⋂

K1∈T

((
cXK1 ∩

⋂
K2∈T

(
cn−1
XK2

⊕ cn−1
K2K1

))

⊕

(
cK1Y ∩

⋂
K2∈T

(
cn−1
K1K2

⊕ cn−1
K2Y

)))
= cXY ∩

⋂
K1∈T

(cXK1 ⊕ cK1Y ) ∩
⋂

K1,K2∈T

(
cXK1 ⊕ cn−1

K1K2
⊕ cn−1

K2Y

)
∩

⋂
K1,K2∈T

(
cn−1
XK2

⊕ cn−1
K2K1

⊕ cK1Y

)
∩

⋂
K1,K2∈T

(
cn−1
XK2

⊕ cn−1
K2K1

⊕ cn−1
K1K2

⊕ cn−1
K2Y

)
= cXY ∩

⋂
K1∈T

(cXK1 ⊕ cK1Y ) ∩
⋂

K1,K2∈T

(
cXK1 ⊕ cn−1

K1K2
⊕ cn−1

K2Y

)
If we repeat the same steps for cn−1

ij , . . . , c2
ij and note that c1

ij = cij , we obtain

cn+1
XY = cXY ∩

⋂
K1∈T

(cXK1 ⊕ cK1Y ) ∩
⋂

K1,K2∈T
(cXK1 ⊕ cK1K2 ⊕ cK2Y ) ∩ . . .

∩
⋂

K1,...,Kn∈T
(cXK1 ⊕ cK1K2 ⊕ . . .⊕ cKn−1Kn ⊕ cKnY )

which completes the proof.

This finally brings us to Theorem 2 which is the equivalence of Theorem 1 for STN.
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Theorem 2 (Restricting a constraint in a minimal STN). Let M = (T , CM ) be the minimal network for
STN S = (T , CS) (i.e., minimalSTN (S) = M). Further, let M∗ = (T , CM∗) be the STN derived from M
by replacing constraint cAB = [x, y]AB ∈ CM with c∗AB = [x+ σ, y − ρ]AB; σ, ρ ≥ 0 (i.e., c∗AB ⊆ cAB and
C∗M = CM \ cAB ∪ {c∗AB}).

Then for the minimal network N = (T , CN ) = minimalSTN (M∗) of M∗ it holds that for any constraint
c′XY = [x′, y′]XY ∈ CN the lower bound is increased by at most δ = max{ρ, σ} and the upper bound is
decreased by at most δ compare to the corresponding constraint cXY = [x, y]XY ∈ CM . Formally,

∀ [x, y]XY ∈ CM , [x
′, y′]XY ∈ CN :

[x, y]XY ⊇ [x′, y′]XY ⊇ [x+ δ, y − δ]XY
Proof. The first part, i.e., [x, y]XY ⊇ [x′, y′]XY follows directly from the definition of the minimal network
(cf. Definition 7).

For the second part, i.e., [x′, y′]XY ⊇ [x+ δ, y − δ]XY , remember that according to Corollary 3 it holds,
that for any STNM = (T , CM ) the minimal network N = (T , CN ) can be calculated based on the intersection
of all paths between two time-points. Formally:

∀c′XY ∈ CN , cXY ∈ CM : c′XY = cXY ∩
⋂

p∈PXY

cp (3)

where p ∈ PXY is a path p = 〈X,K1, . . . ,Kn, Y 〉 from X to Y , cp is the corresponding constraint in CM , and
c′XY ∈ CN .

Furthermore, for the constraint cp of any path p = 〈K1, . . . ,Kn〉 on constraint set CM with constraints
cK1K2 , . . . , cKn−1Kn ∈ CM it holds that

cp = (cK1K2 ⊕ . . .⊕ cKn−1Kn) =

 ∑
l=2,...,n

xKl−1Kl ,
∑

l=2,...,n
yKl−1Kl


K1Kn

= [xp, yp]K1Kn

(4)

and for
⋂
p∈PXY cp it holds (cf. Definition 9)⋂

p∈PXY

cp =
⋂

p∈PXY

[xp, yp]p =
[

max
p∈PXY

{xp}, min
p∈PXY

{yp}
]
XY

Now, if constraint cAB = [xAB , yAB ]AB ∈ CM is restricted to c∗AB = [xAB + σ, yAB − ρ]AB in CM∗ the
constraint cp of any path p = 〈K1, . . . ,Ki, A,B,Ki+3, . . . ,Kn〉 ∈ PXY containing A,B in equation 3 will be
replaced by c∗p, where according to equation 4 for the constraint c∗p =

[
x∗p, y

∗
p

]
XY

of path p on constraint set
CM∗ the following holds

x∗p =

 ∑
l=2,...,i

xKl−1Kl

+ xKiA + x∗AB + xBKj +

 ∑
l=j+1,...,n

xKl−1Kl


=

 ∑
l=2,...,n

xKl−1Kl

+ σ x∗
AB

= xAB+σ

= xp + σ

and correspondingly

y∗p =

 ∑
l=2,...,i

yKl−1Kl

+ yKiA + y∗AB + yBKj +

 ∑
l=j+1,...,n

yKl−1Kl


= yp − ρ
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Consequently, it holds:
c∗p =

[
x∗p, y

∗
p

]
XY

= [xp + σ, yp − ρ]XY (5)
i.e., the lower bound of the constraint of any path p containing A,B is increased by σ and the upper bound is
decreased by ρ. With similar argument we can show that for any path p = 〈K1, . . . , B,A, . . . ,Kn〉 containing
the inverse cBA of cAB the lower bound of the constraint is increased by ρ and the upper bound is decreased
by σ, i.e.,

[
x∗p, y

∗
p

]
XY

= [xp + ρ, yp − σ]XY . Any path not containing cAB (or cBA) remains unchanged.
Hence for any path p ∈ Pxy we know that

[xp, yp]XY ⊇
[
x∗p, y

∗
p

]
XY
⊇ [xp + max{σ, ρ}, yp −max{σ, ρ}]XY = [xp + δ, yp − δ]XY (6)

with δ = max{σ, ρ}.
Due to M being minimal (cf. Theorem 2) cXY = cXY ∩

⋂
p∈PXY cp must hold for any path in CM

(including the ones containing cAB). Furthermore, c′XY = cXY ∩
⋂
p∈PXY c

∗
p and ∀p ∈ PXY : c∗p ⊆ cp hold for

any path in CM∗ . Hence, with cXY = [xc, yc]XY it follows:

c′XY =cXY ∩
⋂

p∈PXY

c∗p =

cXY ∩ ⋂
p∈PXY

cp

 ∩ ⋂
p∈PXY

c∗p with cXY =cXY ∩
⋂
p∈PXY

cp

=cXY ∩

 ⋂
p∈PXY

cp ∩
⋂

p∈PXY

c∗p


=cXY ∩

[
max

{
max
p∈PXY

{xp}, max
p∈PXY

{x∗p}
}
,

min
{

min
p∈PXY

{yp}, min
p∈PXY

{y∗p}
}]

XY

cf. Definition 9 and cp =
[
xp, yp

]
p
; c∗p =[

x∗p, y
∗
p

]
p

⊇cXY ∩
[

max
p∈PXY

{xp + δ}, min
p∈PXY

{xp − δ}
]
XY

cf. Equation 6

=cXY ∩
[

max
p∈PXY

{xp}+ δ, min
p∈PXY

{xp} − δ
]
XY

⊇cXY ∩ [xc + δ, yc − δ]XY
M minimal, i.e., maxp∈PXY {xp}≤xc
and minp∈PXY {yp}≥yc

= [xc + δ, yc − δ]XY cXY =[xc,yc]XY

which completes the proof.

We know show, that since Theorem 2 holds for STN, Theorem 1 must hold for the minimal network of a
weakly consistent CSTN.

Proof (Theorem 1). Based on the definition of the minimal network for CSTN we know that for the constraints
CN of the minimal network N = minimalCSTN (M∗) of CSTN M∗ it holds that

∀cXY = 〈[x, y]XY , γ〉 ∈ CM∗ , c′XY = 〈[x′, y′]XY , γ〉 ∈ CN :
[x, y] ⊇ [x′, y′]

Let restrictSTN δ(S) = (T , C−) denote the STN derived from STN S = (T , C) where for each constraint
in C the bounds are restricted by δ, i.e., the upper bound is decreased by δ and the lower bound is increased
by δ:

∀ [x, y]XY ∈ C :
[
x−, y−

]
XY
∈ C− ∧ (x− = x− δ) ∧ (y− = y − δ)

Likewise, let restrictCSTN δ(T ) = 〈T , C−, L,OT ,O, P 〉 denote the CSTN derived from CSTN T = 〈T , C, L,
OT ,O, P 〉 where for each constraint in C the bounds are restricted by δ. Then it can be easily verified that
for CSTN T the following holds:

scProj(restrictCSTN δ(T ), sP ) ≡ restrictSTN δ(scProj(T, sP ))
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In particular, from Definition 8 it follows that scProj(·, sP ) does not alter the values of the involved
constraints.

Hence, we can conclude that for each scenario it follows:

∀sP : scProj(N, sP ) ⊇ minimalSTN (scProj(M∗, sP ))
⊇ restrictSTN δ(scProj(M, sP )) (cf. Theorem 2)
= scProj(restrictCSTN δ(M), sP )

As scProj(·, sP ) does not alter the values of the involved constraints (cf. Definition 2) it follows that

N ⊇ restrictSTN δ(M)

and thus it holds:

∀〈[x′, y′]XY , γ〉 ∈ CN ,∀〈[x, y]XY , γ〉 ∈M : 〈[x′, y′]XY , γ〉 ⊇ 〈[x+ δ, y − δ]XY , γ〉

which completes the proof.

Finally, note that with similar argument this can also be shown for other consistency notions of CSTN,
i.e., strong consistency and dynamic consistency (cf. [8]). Particularly, in both cases a corresponding STN
representation exists [8]. But this is out of scope of this paper.

To illustrate Theorem 1, assume that due to a change operation a constraint [x, y]XY in the minimal
time model is restricted to [x∗, y∗]XY = [x+ ρ, y − σ]XY and afterwards minimality of the time model is
restored. Theorem 1 now states that any constraint [u, v]UV in the original minimal time model is restricted
to at most [u′, v′]UV = [u+ δ, v − δ]UV ; δ = max{ρ, σ} in the new minimal time model.

Reconsider change operation InsertSerial (cf. Table 3). Assume that the minimal time model is adapted
as described by Algorithm 1. The next step would be to restore minimality of this time model. First,
note that the constraints introduced by the newly added control edges as well as activity do not affect
the other constraints when restoring minimality. By construction, their effects are already incorporated
in the constraint between time-points N1E and N2S , which is updated in the context of the operation (cf.
Algorithm 1). In particular, the added constraints are nested and consistent with the constraint between N1E
and N2S (see [21] for details). The only change having an effect on the resulting minimal time model is the
one restricting constraint [cmin, cmax] between N1E and N2S to [max{cmin, dmin}, cmax]. Note that if the
constraint is not changed (i.e., dmin ≤ cmin), the existing constraints of the minimal time model also need
not be changed. Otherwise, the lower bound of the constraint is increased by δ = dmin − cmin. Theorem 1
implies that the upper and lower bound of any other constraint in the new minimal time model will be
restricted by at most δ as well. Thus we are able to approximate the maximum difference between the new
minimal time model and the original one.

From this we can conclude that when applying another insert operation, it is sufficient to verify that any
precondition referring to a constraint 〈[x, y]XY , β〉 of the minimal time model is satisfied for the respective
approximated constraint 〈[x+ δ, y− δ]XY , β〉 as well. In this case the insert operation may be applied without
violating the temporal consistency of the process model. In particular, and this is a fundamental advantage
of our work, we need not restore minimality of the adapted minimal time model prior to the application of
the operation. By contrast, if the precondition is not met for the approximated constraint, it might still be
possible to apply the change without violating temporal consistency. However, in this case minimality of the
modified minimal time model must be first restored before deciding whether the change may be applied.

Similar rules apply for all other change operations adding or restricting a temporal constraint. For
change operation InsertPar (cf. Algorithm 2), in particular, the change relevant to the minimal time model
is the one restricting the constraint between time-points NpE and NsS to [max{cmin, dmin}, cmax]NpENsS ,
i.e., its impact is at most δ = max{0, dmin − cmin}. Similar, for InsertCond (cf. Algorithm 3) the change
relevant to the minimal time model is the one restricting the constraint between time-points N1E and N2S to
[max{cmin, dmin}, cmax], i.e., the impact on the other constraints is at most δ = max{0, dmin−cmin}. Finally,
for InsertTimeLag and InsertFDE the maximum impact corresponds to δ = max{0, tmin−cmin, tmax−cmax}
(cf. Algorithm 5 and 6).
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5.2. Changes Relaxing or Removing an Existing Constraint
When removing an existing explicit constraint from the time model this basically results in the possible

relaxation of some implicit constraints. As discussed in Section 4.2 it is not possible to restore minimality of
a modified minimal time model after relaxing one of its constraints. This is due to the fact, that it is not
easily possible to determine which other constraints have to be relaxed and to what extend.

However, relaxing a constraint in the minimal time model only results in the relaxation of other constraints.
Particularly, no existing constraint in the minimal time model is restricted by this change, i.e., the impact is
at most δ = 0 (i.e., δ ≤ 0). Thus, it is not necessary to restore minimality of the minimal time model after
each change operation. Instead it is sufficient to only restore minimality of the minimal time model in case
the precondition of a subsequent change operations cannot be met. Particularly, in such a case it is necessary
to check whether the change operation indeed violates temporal consistency of the process model or whether
the current approximation of the minimal time model is too strict.

5.3. Applying Multiple Change Operations
Based on these observations it becomes possible to apply a sequence of change operations to a process

model within a single transaction (e.g., to insert and/or delete multiple activities) without need to restore
minimality of the minimal time model after each change. Particularly, in case a sequence of change operations
op1, . . . , opn with impacts δ1, . . . , δn shall be applied to a process model, it will be sufficient to consider the
aggregated impacts of the previously applied change operations. Practically, for operation opi approximated
constraint [x+

∑i−1
j=1 δj , y −

∑i−1
j=1 δj ]XY needs to be considered to determine whether the change operation

may be applied. Note that this will significantly reduce complexity when applying multiple change operations.
However, the actual savings depend on the strictness of the constraints of the time-aware process model;
if the latter is “heavily” constrained, only few change operations can be applied without need to restore
minimality of the minimal time model. In turn, if the constraints are “weak” multiple change operations may
be applied at once, without having to restore minimality of the minimal time model between changes.

We illustrate our approach along the example from Figure 11. It depicts a process model and corresponding
minimal time model to which a series of three change operations a©- c© shall be applied. First, X having
duration [4, 9] shall be inserted between A and ANDsplit (Figure 11 a©). This is possible without violating
temporal consistency of the process model since the minimum duration of X is lower than the maximum time
distance between A and ANDsplit (i.e., 4 ≤ 7). After performing the change, the value used for approximating
the minimal time model becomes δ = 4− 0 = 4. Next, Y shall be inserted between B and C (Figure 11 b©).
Again this is possible since the minimum duration is lower than the approximated maximum time distance
(i.e., 9 ≤ 14 − δ = 10). Afterwards δ is increased to δ = 4 + (9 − 7) = 6. Subsequently, inserting Z with
duration [5, 8] between D and ANDjoin (Figure 11 c©) is not possible based on the approximated minimal
time model as the precondition of the respective change operation cannot be met (i.e., 5 6≤ 10−δ = 4). Hence,
minimality of the minimal time model must be restored (Figure 11 d©). Afterwards, inserting Z becomes
possible as for the new minimal time model the precondition of the operation is met. Finally, minimality of
the last minimal time model must be restored (Figure 11 e©).

6. Evaluation

The presented approach was implemented as a proof-of-concept prototype based on the AristaFlow BPM
Suite [5]. This prototype enables users to create time-aware process models and to automatically generate
respective time models based on CSTN (cf. Figure 12). Further, the presented change operations may
be applied to both process models and corresponding instances. Overall, the prototype demonstrates the
applicability of our approach. The screenshot from Figure 12 shows four windows: at the top, a process
model from the healthcare domain comprising several temporal constraints is shown. At the bottom left,
the automatically generate base time model is depicted. At the bottom right, the corresponding minimal
time model is shown. Finally, the right side displays the available set of change operations. Whether a
particular change operation may be applied is decided by checking both structural and temporal preconditions.
When applying the operation to the process model (i.e., schema or instance) all three models are updated
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Figure 11: Applying Multiple Change Operations to a Process Model

simultaneously as described in Section 4.1. Altogether the prototype allows us to efficiently provide the
required flexibility for time-aware processes.

7. Conclusion

Time constitutes a fundamental concept regarding the operational support of business processes in a
PAIS. In business, where missed deadlines and violations of temporal constraints might cause significant
problems, it is crucial for enterprises to be able to efficiently control and monitor these temporal constraints
during run-time. Since process execution does not always stick to the plan in practice, enterprises must be
further able to flexibly react to deviations in a time-aware process without affecting other properties of the
process. This paper considered dynamic process changes in the context of time-aware processes. First, we
defined change operations for time-aware processes. Second, we specified pre- and post-conditions for these
operations, which ensure that changed process models remain temporally consistent. Third, we analyzed
the effects respective change operations have on the temporal constraints of the process model. Fourth, we
approximated the resulting temporal properties of the entire process model. In particular, this allows us to
significantly reduce the complexity of the required time calculations in the context of subsequent changes. In
order to demonstrate the feasibility of the presented approach, a powerful proof-of-concept prototype was
implemented.

We are currently investigating the pre- and post-conditions as well as the impact of more complex change
patterns (e.g., move activity). In future work we will examine how the presented results can be applied to
the evolution of time-aware processes and the migration of a large set of process instances to a new process
model. Finally, we are integrating advanced time-management capabilities into the AristaFlow BPM Suite
to obtain a fully-fledged time- and process-aware information system.
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Figure 12: Screenshot of the Prototype (based on the AristaFlow BPM Suite)

References

[1] A. Lanz, B. Weber, M. Reichert, Time patterns for process-aware information systems, Requirements Engineering(online
first). doi:10.1007/s00766-012-0162-3.

[2] C. Combi, M. Gozzi, R. Posenato, G. Pozzi, Conceptual modeling of flexible temporal workflows, ACM Transactions on
Autonomous and Adaptive Systems 7 (2) (2012) 19:1–19:29. doi:10.1145/2240166.2240169.

[3] J. Eder, P. Euthimios, H. Pozewaunig, M. Rabinovich, Time management in workflow systems, in: Proceedings of the 3rd
International Conference on Business Information Systems (BIS’99), Springer Berlin / Heidelberg, 1999, pp. 265–280.

[4] A. Lanz, R. Posenato, C. Combi, M. Reichert, Controllability of time-aware processes at run time, in: Proceedings of the
21st International Conference on Cooperative Information Systems (CoopIS’13), no. 8185 in Lecture Notes in Computer
Science, Springer, 2013, pp. 39–56. doi:10.1007/978-3-642-41030-7\_4.

[5] M. Reichert, B. Weber, Enabling Flexibility in Process-aware Information Systems: Challenges, Methods, Technologies,
Springer Berlin / Heidelberg, 2012. doi:10.1007/978-3-642-30409-5.

[6] C. Bettini, X. S. Wang, S. Jajodia, Temporal reasoning in workflow systems, Distributed and Parallel Databases 11 (3)
(2002) 269–306. doi:10.1023/A:1014048800604.

[7] J. Eder, W. Gruber, E. Panagos, Temporal modeling of workflows with conditional execution paths, in: M. T. Ibrahim,
J. Küng, N. Revell (Eds.), Proceedings of the 11th International Conference on Database and Expert Systems Applications
(DEXA’00), Vol. 1873 of Lecture Notes in Computer Science, Springer Berlin / Heidelberg, 2000, pp. 243–253.

[8] I. Tsamardinos, T. Vidal, M. Pollack, CTP: A new constraint-based formalism for conditional, temporal planning,
Constraints 8 (4) (2003) 365–388. doi:10.1023/A:1025894003623.

[9] S. W. Sadiq, O. Marjanovic, M. E. Orlowska, Managing change and time in dynamic workflow processes, International
Journal of Cooperative Information Systems 9 (1-2) (2000) 93–116. doi:10.1142/S0218843000000077.

[10] S. Rinderle, M. Reichert, P. Dadam, Correctness criteria for dynamic changes in workflow systems: A survey, Data &
Knowledge Engineering 50 (1) (2004) 9–34.

[11] S. Rinderle-Ma, M. Reichert, B. Weber, On the formal semantics of change patterns in process-aware information systems,
in: Q. Li, S. Spaccapietra, E. Yu, A. Olivé (Eds.), Proceedings of the 27th International Conference on Conceptual
Modeling (ER’08), Vol. 5231 of Lecture Notes in Computer Science, Springer Berlin / Heidelberg, 2008, pp. 279–293.
doi:10.1007/978-3-540-87877-3\_21.

[12] O. Marjanovic, M. E. Orlowska, On modeling and verification of temporal constraints in production workflows, Knowledge
and Information Systems 1 (2) (1999) 157–192.

[13] A. Lanz, M. Reichert, B. Weber, A formal semantics of time patterns for process-aware information systems, Tech. Rep.
UIB-2013-02, University of Ulm (2013).
URL dbis.eprints.uni-ulm.de/894/

25

http://dx.doi.org/10.1007/s00766-012-0162-3
http://dx.doi.org/10.1145/2240166.2240169
http://dx.doi.org/10.1007/978-3-642-41030-7_4
http://dx.doi.org/10.1007/978-3-642-30409-5
http://dx.doi.org/10.1023/A:1014048800604
http://dx.doi.org/10.1023/A:1025894003623
http://dx.doi.org/10.1142/S0218843000000077
http://dx.doi.org/10.1007/978-3-540-87877-3_21
dbis.eprints.uni-ulm.de/894/


[14] B. Weber, M. Reichert, S. Rinderle-Ma, Change patterns and change support features - enhancing flexibility in process-aware
information systems, Data & Knowledge Engineering 66 (3) (2008) 438–466. doi:10.1016/j.datak.2008.05.001.

[15] J. Vanhatalo, H. Völzer, F. Leymann, Faster and more focused control-flow analysis for business process models through
sese decomposition, in: B. Krämer, K.-J. Lin, P. Narasimhan (Eds.), Proceedings of the 5th International Conference on
Service-Oriented Computing (ICSOC’07), Vol. 4749 of Lecture Notes in Computer Science, Springer Berlin / Heidelberg,
2007, pp. 43–55. doi:10.1007/978-3-540-74974-5\_4.

[16] M. Reichert, S. Rinderle, U. Kreher, P. Dadam, Adaptive process management with ADEPT2, in: Proceedings of the
International Conference on Data Engineering (ICDE’05), IEEE Computer Society Press, 2005, pp. 1113–1114.

[17] W. M. P. van der Aalst, A. H. M. ter Hofstede, B. Kiepuszewski, A. P. Barros, Workflow patterns, Distributed and Parallel
Databases 14 (1) (2003) 5–51. doi:10.1023/A:1022883727209.

[18] L. Hunsberger, R. Posenato, C. Combi, The dynamic controllability of conditional STNs with uncertainty, in: Proceedings
of the Planning and Plan Execution for Real-World Systems: Principles and Practices (PlanEx), 2012.

[19] R. Dechter, I. Meiri, J. Pearl, Temporal constraint networks, Artificial Intelligence 49 (1991) 61–95. doi:http://dx.doi.
org/10.1016/0004-3702(91)90006-6.

[20] R. Dechter, Constraint Processing, Morgan Kaufmann, 2003.
[21] J. Chen, Y. Yang, Temporal dependency based checkpoint selection for dynamic verification of temporal constraints in

scientific workflow systems, ACM Transactions on Software Engineering and Methodology 20 (3) (2011) 9:1–9:23.

26

http://dx.doi.org/10.1016/j.datak.2008.05.001
http://dx.doi.org/10.1007/978-3-540-74974-5_4
http://dx.doi.org/10.1023/A:1022883727209
http://dx.doi.org/http://dx.doi.org/10.1016/0004-3702(91)90006-6
http://dx.doi.org/http://dx.doi.org/10.1016/0004-3702(91)90006-6


 

Liste der bisher erschienenen Ulmer Informatik-Berichte 
Einige davon sind per FTP von ftp.informatik.uni-ulm.de erhältlich 

Die mit * markierten Berichte sind vergriffen 

List of technical reports published by the University of Ulm 
Some of them are available by FTP from ftp.informatik.uni-ulm.de 

Reports marked with * are out of print  
  
91-01 Ker-I Ko, P. Orponen, U. Schöning, O. Watanabe  

Instance Complexity  
 

91-02* K. Gladitz, H. Fassbender, H. Vogler  
Compiler-Based Implementation of Syntax-Directed Functional Programming  
 

91-03* Alfons Geser  
Relative Termination  
 

91-04* J. Köbler, U. Schöning, J. Toran  
Graph Isomorphism is low for PP  
 

91-05 Johannes Köbler, Thomas Thierauf  
Complexity Restricted Advice Functions  
 

91-06* Uwe Schöning  
Recent Highlights in Structural Complexity Theory  
 

91-07* F. Green, J. Köbler, J. Toran  
The Power of Middle Bit  
 

91-08*  V.Arvind, Y. Han, L. Hamachandra, J. Köbler, A. Lozano, M. Mundhenk, A. Ogiwara, 
U. Schöning, R. Silvestri, T. Thierauf  
Reductions for Sets of Low Information Content  
 

92-01* Vikraman Arvind, Johannes Köbler, Martin Mundhenk  
On Bounded Truth-Table and Conjunctive Reductions to Sparse and Tally Sets  
 

92-02* Thomas Noll, Heiko Vogler  
Top-down Parsing with Simulataneous Evaluation of Noncircular Attribute Grammars  
 

92-03 Fakultät für Informatik  
17. Workshop über Komplexitätstheorie, effiziente Algorithmen und Datenstrukturen  
 

92-04* V. Arvind, J. Köbler, M. Mundhenk  
Lowness and the Complexity of Sparse and Tally Descriptions  
 

92-05* Johannes Köbler  
Locating P/poly Optimally in the Extended Low Hierarchy  
 

92-06* Armin Kühnemann, Heiko Vogler  
Synthesized and inherited functions -a new computational model for syntax-directed  
semantics  
 

92-07* Heinz Fassbender, Heiko Vogler  
A Universal Unification Algorithm Based on Unification-Driven Leftmost Outermost  
Narrowing  
 



 

92-08* Uwe Schöning  
On Random Reductions from Sparse Sets to Tally Sets  
 

92-09* Hermann von Hasseln, Laura Martignon  
Consistency in Stochastic Network  
 

92-10 Michael Schmitt  
A Slightly Improved Upper Bound on the Size of Weights Sufficient to Represent Any  
Linearly Separable Boolean Function  
 

92-11 Johannes Köbler, Seinosuke Toda  
On the Power of Generalized MOD-Classes  
 

92-12 V. Arvind, J. Köbler, M. Mundhenk  
Reliable Reductions, High Sets and Low Sets  
 

92-13 Alfons Geser  
On a monotonic semantic path ordering  
 

92-14* Joost Engelfriet, Heiko Vogler  
The Translation Power of Top-Down Tree-To-Graph Transducers  
 

93-01 Alfred Lupper, Konrad Froitzheim  
AppleTalk Link Access Protocol basierend auf dem Abstract Personal  
Communications Manager  
 

93-02 M.H. Scholl, C. Laasch, C. Rich, H.-J. Schek, M. Tresch  
The COCOON Object Model  
 

93-03 Thomas Thierauf, Seinosuke Toda, Osamu Watanabe  
On Sets Bounded Truth-Table Reducible to P-selective Sets  
 

93-04 Jin-Yi Cai, Frederic Green, Thomas Thierauf  
On the Correlation of Symmetric Functions  
 

93-05 K.Kuhn, M.Reichert, M. Nathe, T. Beuter, C. Heinlein, P. Dadam  
A Conceptual Approach to an Open Hospital Information System  
 

93-06 Klaus Gaßner  
Rechnerunterstützung für die konzeptuelle Modellierung  
 

93-07 Ullrich Keßler, Peter Dadam  
Towards Customizable, Flexible Storage Structures for Complex Objects  
  

94-01 Michael Schmitt  
On the Complexity of Consistency Problems for Neurons with Binary Weights  
 

94-02 Armin Kühnemann, Heiko Vogler  
A Pumping Lemma for Output Languages of Attributed Tree Transducers  
 

94-03 Harry Buhrman, Jim Kadin, Thomas Thierauf  
On Functions Computable with Nonadaptive Queries to NP  
 

94-04 Heinz Faßbender, Heiko Vogler, Andrea Wedel  
Implementation of a Deterministic Partial E-Unification Algorithm for Macro Tree  
Transducers  
 



 

94-05 V. Arvind, J. Köbler, R. Schuler  
On Helping and Interactive Proof Systems  
 

94-06 Christian Kalus, Peter Dadam  
Incorporating record subtyping into a relational data model  
 

94-07 Markus Tresch, Marc H. Scholl  
A Classification of Multi-Database Languages  
 

94-08 Friedrich von Henke, Harald Rueß  
Arbeitstreffen Typtheorie: Zusammenfassung der Beiträge  
 

94-09 F.W. von Henke, A. Dold, H. Rueß, D. Schwier, M. Strecker  
Construction and Deduction Methods for the Formal Development of Software  
 

94-10 Axel Dold  
Formalisierung schematischer Algorithmen  
 

94-11 Johannes Köbler, Osamu Watanabe  
New Collapse Consequences of NP Having Small Circuits  
 

94-12 Rainer Schuler  
On Average Polynomial Time  
 

94-13 Rainer Schuler, Osamu Watanabe  
Towards Average-Case Complexity Analysis of NP Optimization Problems  
 

94-14 Wolfram Schulte, Ton Vullinghs  
Linking Reactive Software to the X-Window System  
 

94-15 Alfred Lupper  
Namensverwaltung und Adressierung in Distributed Shared Memory-Systemen  
 

94-16 Robert Regn  
Verteilte Unix-Betriebssysteme  
  

94-17 Helmuth Partsch  
Again on Recognition and Parsing of Context-Free Grammars: 
Two Exercises in Transformational Programming  
 

94-18 Helmuth Partsch  
Transformational Development of Data-Parallel Algorithms: an Example  
 

95-01 Oleg Verbitsky  
On the Largest Common Subgraph Problem  
 

95-02 Uwe Schöning  
Complexity of Presburger Arithmetic with Fixed Quantifier Dimension  
 

95-03 Harry Buhrman,Thomas Thierauf  
The Complexity of Generating and Checking Proofs of Membership  
 

95-04 Rainer Schuler, Tomoyuki Yamakami  
Structural Average Case Complexity  
 

95-05 Klaus Achatz, Wolfram Schulte  
Architecture Indepentent Massive Parallelization of Divide-And-Conquer Algorithms  
 



 

95-06 Christoph Karg, Rainer Schuler  
Structure in Average Case Complexity  
 

95-07 P. Dadam, K. Kuhn, M. Reichert, T. Beuter, M. Nathe  
ADEPT: Ein integrierender Ansatz zur Entwicklung flexibler, zuverlässiger  
kooperierender Assistenzsysteme in klinischen Anwendungsumgebungen  
 

95-08 Jürgen Kehrer, Peter Schulthess  
Aufbereitung von gescannten Röntgenbildern zur filmlosen Diagnostik  
 

95-09 Hans-Jörg Burtschick, Wolfgang Lindner  
On Sets Turing Reducible to P-Selective Sets  
 

95-10 Boris Hartmann  
Berücksichtigung lokaler Randbedingung bei globaler Zieloptimierung mit neuronalen  
Netzen am Beispiel Truck Backer-Upper  
 

95-11 Thomas Beuter, Peter Dadam: 
Prinzipien der Replikationskontrolle in verteilten Systemen 
 

95-12 Klaus Achatz, Wolfram Schulte  
Massive Parallelization of Divide-and-Conquer Algorithms over Powerlists  
 

95-13 Andrea Mößle, Heiko Vogler  
Efficient Call-by-value Evaluation Strategy of Primitive Recursive Program Schemes  
 

95-14 Axel Dold, Friedrich W. von Henke, Holger Pfeifer, Harald Rueß  
A Generic Specification for Verifying Peephole Optimizations  
 

96-01 Ercüment Canver, Jan-Tecker Gayen, Adam Moik  
Formale Entwicklung der Steuerungssoftware für eine elektrisch ortsbediente Weiche  
mit VSE  
 

96-02 Bernhard Nebel  
Solving Hard Qualitative Temporal Reasoning Problems: Evaluating the Efficiency of  
Using the ORD-Horn Class  
 

96-03 Ton Vullinghs, Wolfram Schulte, Thilo Schwinn  
An Introduction to TkGofer  
 

96-04 Thomas Beuter, Peter Dadam  
Anwendungsspezifische Anforderungen an Workflow-Mangement-Systeme am  
Beispiel der Domäne Concurrent-Engineering  
 

96-05 Gerhard Schellhorn, Wolfgang Ahrendt  
Verification of a Prolog Compiler - First Steps with KIV  
 

96-06 Manindra Agrawal, Thomas Thierauf  
Satisfiability Problems  
 

96-07 Vikraman Arvind, Jacobo Torán  
A nonadaptive NC Checker for Permutation Group Intersection  
 

96-08 David Cyrluk, Oliver Möller, Harald Rueß  
An Efficient Decision Procedure for a Theory of Fix-Sized Bitvectors with  
Composition and Extraction  
 



 

96-09 Bernd Biechele, Dietmar Ernst, Frank Houdek, Joachim Schmid, Wolfram Schulte  
Erfahrungen bei der Modellierung eingebetteter Systeme mit verschiedenen SA/RT–
Ansätzen  
 

96-10 Falk Bartels, Axel Dold, Friedrich W. von Henke, Holger Pfeifer, Harald Rueß  
Formalizing Fixed-Point Theory in PVS  
 

96-11 Axel Dold, Friedrich W. von Henke, Holger Pfeifer, Harald Rueß  
Mechanized Semantics of Simple Imperative Programming Constructs  
 

96-12 Axel Dold, Friedrich W. von Henke, Holger Pfeifer, Harald Rueß  
Generic Compilation Schemes for Simple Programming Constructs  
 

96-13 Klaus Achatz, Helmuth Partsch  
From Descriptive Specifications to Operational ones: A Powerful Transformation  
Rule, its Applications and Variants  
 

97-01 Jochen Messner  
Pattern Matching in Trace Monoids  
 

97-02 Wolfgang Lindner, Rainer Schuler  
A Small Span Theorem within P  
 

97-03 Thomas Bauer, Peter Dadam  
A Distributed Execution Environment for Large-Scale Workflow Management  
Systems with Subnets and Server Migration  
 

97-04 Christian Heinlein, Peter Dadam  
Interaction Expressions - A Powerful Formalism for Describing Inter-Workflow  
Dependencies  
 

97-05 Vikraman Arvind, Johannes Köbler  
On Pseudorandomness and Resource-Bounded Measure  
 

97-06 Gerhard Partsch  
Punkt-zu-Punkt- und Mehrpunkt-basierende LAN-Integrationsstrategien für den  
digitalen Mobilfunkstandard DECT  
 

97-07 Manfred Reichert, Peter Dadam  
ADEPTflex - Supporting Dynamic Changes of Workflows Without Loosing Control  
 

97-08 Hans Braxmeier, Dietmar Ernst, Andrea Mößle, Heiko Vogler  
The Project NoName - A functional programming language with its development  
environment  
 

97-09 Christian Heinlein  
Grundlagen von Interaktionsausdrücken  
 

97-10 Christian Heinlein  
Graphische Repräsentation von Interaktionsausdrücken  
 

97-11 Christian Heinlein  
Sprachtheoretische Semantik von Interaktionsausdrücken  
 

  



 

97-12 Gerhard Schellhorn, Wolfgang Reif  
Proving Properties of Finite Enumerations: A Problem Set for Automated Theorem  
Provers  

97-13 Dietmar Ernst, Frank Houdek, Wolfram Schulte, Thilo Schwinn  
Experimenteller Vergleich statischer und dynamischer Softwareprüfung für  
eingebettete Systeme  
 

97-14 Wolfgang Reif, Gerhard Schellhorn  
Theorem Proving in Large Theories  
 

97-15 Thomas Wennekers  
Asymptotik rekurrenter neuronaler Netze mit zufälligen Kopplungen  
 

97-16 Peter Dadam, Klaus Kuhn, Manfred Reichert  
Clinical Workflows - The Killer Application for Process-oriented Information  
Systems?  
  

97-17 Mohammad Ali Livani, Jörg Kaiser  
EDF Consensus on CAN Bus Access in Dynamic Real-Time Applications  
 

97-18 Johannes Köbler,Rainer Schuler  
Using Efficient Average-Case Algorithms to Collapse Worst-Case Complexity  
Classes  
 

98-01 Daniela Damm, Lutz Claes, Friedrich W. von Henke, Alexander Seitz, Adelinde  
Uhrmacher, Steffen Wolf  
Ein fallbasiertes System für die Interpretation von Literatur zur Knochenheilung  
 

98-02 Thomas Bauer, Peter Dadam  
Architekturen für skalierbare Workflow-Management-Systeme - Klassifikation und  
Analyse  
 

98-03 Marko Luther, Martin Strecker  
A guided tour through Typelab  
 

98-04 Heiko Neumann, Luiz Pessoa  
Visual Filling-in and Surface Property Reconstruction  
 

98-05 Ercüment Canver  
Formal Verification of a Coordinated Atomic Action Based Design  
 

98-06 Andreas Küchler  
On the Correspondence between Neural Folding Architectures and Tree Automata  
 

98-07 Heiko Neumann, Thorsten Hansen, Luiz Pessoa  
Interaction of ON and OFF Pathways for Visual Contrast Measurement  
 

98-08 Thomas Wennekers  
Synfire Graphs: From Spike Patterns to Automata of Spiking Neurons  
 

98-09 Thomas Bauer, Peter Dadam  
Variable Migration von Workflows in ADEPT  
 

98-10 Heiko Neumann, Wolfgang Sepp  
Recurrent V1 – V2 Interaction in Early Visual Boundary Processing  
 



 

98-11 Frank Houdek, Dietmar Ernst, Thilo Schwinn  
Prüfen von C–Code und Statmate/Matlab–Spezifikationen: Ein Experiment  
 

98-12 Gerhard Schellhorn  
Proving Properties of Directed Graphs: A Problem Set for Automated Theorem  
Provers  
 

98-13 Gerhard Schellhorn, Wolfgang Reif  
Theorems from Compiler Verification: A Problem Set for Automated Theorem  
Provers  
  

98-14 Mohammad Ali Livani  
SHARE: A Transparent Mechanism for Reliable Broadcast Delivery in CAN  
 

98-15 Mohammad Ali Livani, Jörg Kaiser  
Predictable Atomic Multicast in the Controller Area Network (CAN)  
 

99-01 Susanne Boll, Wolfgang Klas, Utz Westermann   
A Comparison of Multimedia Document Models Concerning Advanced Requirements  
 

99-02 Thomas Bauer, Peter Dadam  
Verteilungsmodelle für Workflow-Management-Systeme - Klassifikation und  
Simulation  
 

99-03 Uwe Schöning  
On the Complexity of Constraint Satisfaction  
 

99-04 Ercument Canver  
Model-Checking zur Analyse von Message Sequence Charts über Statecharts  
 

99-05 Johannes Köbler, Wolfgang Lindner, Rainer Schuler  
Derandomizing RP if Boolean Circuits are not Learnable  
 

99-06 Utz Westermann, Wolfgang Klas  
Architecture of a DataBlade Module for the Integrated Management of Multimedia  
Assets  
 

99-07 Peter Dadam, Manfred Reichert  
Enterprise-wide and Cross-enterprise Workflow Management: Concepts, Systems,  
Applications. Paderborn, Germany, October 6, 1999, GI–Workshop Proceedings,  
Informatik ’99  
 

99-08 Vikraman Arvind, Johannes Köbler  
Graph Isomorphism is Low for ZPPNP and other Lowness results  
 

99-09 Thomas Bauer, Peter Dadam  
Efficient Distributed Workflow Management Based on Variable Server Assignments  
 

2000-02 Thomas Bauer, Peter Dadam  
Variable Serverzuordnungen und komplexe Bearbeiterzuordnungen im Workflow- 
Management-System ADEPT  
 

2000-03 Gregory Baratoff, Christian Toepfer, Heiko Neumann  
Combined space-variant maps for optical flow based navigation  
 

  



 

2000-04 Wolfgang Gehring  
Ein Rahmenwerk zur Einführung von Leistungspunktsystemen  
 

2000-05 Susanne Boll, Christian Heinlein, Wolfgang Klas, Jochen Wandel  
Intelligent Prefetching and Buffering for Interactive Streaming of MPEG Videos 
  

2000-06 Wolfgang Reif, Gerhard Schellhorn, Andreas Thums  
Fehlersuche in Formalen Spezifikationen  
 

2000-07 Gerhard Schellhorn, Wolfgang Reif (eds.)  
FM-Tools 2000: The 4th Workshop on Tools for System Design and Verification  
 

2000-08 Thomas Bauer, Manfred Reichert, Peter Dadam  
Effiziente Durchführung von Prozessmigrationen in verteilten Workflow- 
Management-Systemen  
 

2000-09 Thomas Bauer, Peter Dadam  
Vermeidung von Überlastsituationen durch Replikation von Workflow-Servern in  
ADEPT  
 

2000-10 Thomas Bauer, Manfred Reichert, Peter Dadam  
Adaptives und verteiltes Workflow-Management  
 

2000-11 Christian Heinlein  
Workflow and Process Synchronization with Interaction Expressions and Graphs  
 

2001-01 Hubert Hug, Rainer Schuler  
DNA-based parallel computation of simple arithmetic  
 

2001-02 Friedhelm Schwenker, Hans A. Kestler, Günther Palm  
3-D Visual Object Classification with Hierarchical Radial Basis Function Networks  
 

2001-03 Hans A. Kestler, Friedhelm Schwenker, Günther Palm  
RBF network classification of ECGs as a potential marker for sudden cardiac death  
 

2001-04 Christian Dietrich, Friedhelm Schwenker, Klaus Riede, Günther Palm  
Classification of Bioacoustic Time Series Utilizing Pulse Detection, Time and  
Frequency Features and Data Fusion  
 

2002-01 Stefanie Rinderle, Manfred Reichert, Peter Dadam  
Effiziente Verträglichkeitsprüfung und automatische Migration von Workflow- 
Instanzen bei der Evolution von Workflow-Schemata  
 

2002-02 Walter Guttmann  
Deriving an Applicative Heapsort Algorithm  
 

2002-03 Axel Dold, Friedrich W. von Henke, Vincent Vialard, Wolfgang Goerigk  
A Mechanically Verified Compiling Specification for a Realistic Compiler  
 

2003-01 Manfred Reichert, Stefanie Rinderle, Peter Dadam  
A Formal Framework for Workflow Type and Instance Changes Under Correctness  
Checks  
 

2003-02 Stefanie Rinderle, Manfred Reichert, Peter Dadam  
Supporting Workflow Schema Evolution By Efficient Compliance Checks  
  

  



 

2003-03 Christian Heinlein  
Safely Extending Procedure Types to Allow Nested Procedures as Values  
 

2003-04 Stefanie Rinderle, Manfred Reichert, Peter Dadam  
On Dealing With Semantically Conflicting Business Process Changes.  

 
2003-05 Christian Heinlein  

Dynamic Class Methods in Java  
 

2003-06 Christian Heinlein  
Vertical, Horizontal, and Behavioural Extensibility of Software Systems  
 

2003-07 Christian Heinlein  
Safely Extending Procedure Types to Allow Nested Procedures as Values 
(Corrected Version)  
 

2003-08 Changling Liu, Jörg Kaiser   
Survey of Mobile Ad Hoc Network Routing Protocols)  
 

2004-01 Thom Frühwirth, Marc Meister (eds.)  
First Workshop on Constraint Handling Rules  
 

2004-02 Christian Heinlein  
Concept and Implementation of C+++, an Extension of C++ to Support User-Defined  
Operator Symbols and Control Structures  
 

2004-03 Susanne Biundo, Thom Frühwirth, Günther Palm(eds.)  
Poster Proceedings of the 27th Annual German Conference on Artificial Intelligence  
 

2005-01 Armin Wolf, Thom Frühwirth, Marc Meister (eds.)  
19th Workshop on (Constraint) Logic Programming  
 

2005-02 Wolfgang Lindner (Hg.), Universität Ulm , Christopher Wolf (Hg.) KU Leuven  
2. Krypto-Tag – Workshop über Kryptographie, Universität Ulm  
 

2005-03 Walter Guttmann, Markus Maucher  
Constrained Ordering  
 

2006-01 Stefan Sarstedt  
Model-Driven Development with ACTIVECHARTS, Tutorial  
 

2006-02 Alexander Raschke, Ramin Tavakoli Kolagari  
Ein experimenteller Vergleich zwischen einer plan-getriebenen und einer  
leichtgewichtigen Entwicklungsmethode zur Spezifikation von eingebetteten  
Systemen  
 

2006-03 Jens Kohlmeyer, Alexander Raschke, Ramin Tavakoli Kolagari  
Eine qualitative Untersuchung zur Produktlinien-Integration über  
Organisationsgrenzen hinweg  
  

2006-04 Thorsten Liebig  
Reasoning with OWL - System Support and Insights –  
 

2008-01 H.A. Kestler, J. Messner, A. Müller, R. Schuler  
On the complexity of intersecting multiple circles for graphical display  
 



 

2008-02 Manfred Reichert, Peter Dadam, Martin Jurisch,l Ulrich Kreher, Kevin Göser,  
                   Markus Lauer  

  Architectural Design of Flexible Process Management Technology 
 

2008-03 Frank Raiser 
  Semi-Automatic Generation of CHR Solvers from Global Constraint Automata 
 

2008-04 Ramin Tavakoli Kolagari, Alexander Raschke, Matthias Schneiderhan, Ian Alexander 
Entscheidungsdokumentation bei der Entwicklung innovativer Systeme für 
produktlinien-basierte Entwicklungsprozesse 

 
2008-05 Markus Kalb, Claudia Dittrich, Peter Dadam  

  Support of Relationships Among Moving Objects on Networks 
 

2008-06 Matthias Frank, Frank Kargl, Burkhard Stiller (Hg.) 
  WMAN 2008 – KuVS Fachgespräch über Mobile Ad-hoc Netzwerke 
 

2008-07 M. Maucher, U. Schöning, H.A. Kestler 
An empirical assessment of local and population based search methods with different 
degrees of pseudorandomness 
 

2008-08 Henning Wunderlich 
Covers have structure 
 

2008-09 Karl-Heinz Niggl, Henning Wunderlich 
Implicit characterization of FPTIME and NC revisited 
 

2008-10 Henning Wunderlich 
On span-Pсс and related classes in structural communication complexity 
 

2008-11 M. Maucher, U. Schöning, H.A. Kestler 
On the different notions of pseudorandomness 
 

2008-12 Henning Wunderlich 
On Toda’s Theorem in structural communication complexity 
 

2008-13 Manfred Reichert, Peter Dadam 
Realizing Adaptive Process-aware Information Systems with ADEPT2 
 

2009-01 Peter Dadam, Manfred Reichert 
The ADEPT Project: A Decade of Research and Development for Robust and Fexible 
Process Support 
Challenges and Achievements 
 

2009-02 Peter Dadam, Manfred Reichert, Stefanie Rinderle-Ma, Kevin Göser, Ulrich Kreher,      
Martin Jurisch 
Von ADEPT zur AristaFlow® BPM Suite – Eine Vision wird Realität “Correctness by 
Construction” und flexible, robuste Ausführung von Unternehmensprozessen 
  

  



 

2009-03 Alena Hallerbach, Thomas Bauer, Manfred Reichert 
Correct Configuration of Process Variants in Provop 

 
2009-04 Martin Bader 

On Reversal and Transposition Medians 
 

2009-05 Barbara Weber, Andreas Lanz, Manfred Reichert 
Time Patterns for Process-aware Information Systems: A Pattern-based Analysis 
 

2009-06 Stefanie Rinderle-Ma, Manfred Reichert 
Adjustment Strategies for Non-Compliant Process Instances 

 
2009-07 H.A.  Kestler, B. Lausen, H. Binder H.-P. Klenk. F. Leisch, M. Schmid 

Statistical Computing 2009 – Abstracts der 41. Arbeitstagung 
 

2009-08 Ulrich Kreher, Manfred Reichert, Stefanie Rinderle-Ma, Peter Dadam 
Effiziente Repräsentation von Vorlagen- und Instanzdaten in Prozess-Management-
Systemen 
 

2009-09 Dammertz, Holger, Alexander Keller, Hendrik P.A. Lensch 
Progressive Point-Light-Based Global Illumination 
 

2009-10 Dao Zhou, Christoph Müssel, Ludwig Lausser, Martin Hopfensitz, Michael Kühl, 
Hans  A. Kestler 
Boolean networks for modeling and analysis of gene regulation 
 

2009-11 J. Hanika, H.P.A. Lensch, A. Keller 
Two-Level Ray Tracing with Recordering for Highly Complex Scenes 
 

2009-12  Stephan Buchwald, Thomas Bauer, Manfred Reichert 
  Durchgängige Modellierung von Geschäftsprozessen durch Einführung eines 

Abbildungsmodells: Ansätze, Konzepte, Notationen 
 

2010-01 Hariolf Betz, Frank Raiser, Thom Frühwirth 
A Complete and Terminating Execution Model for Constraint Handling Rules 

 
2010-02 Ulrich Kreher, Manfred Reichert 

Speichereffiziente Repräsentation instanzspezifischer 
Änderungen in Prozess-Management-Systemen 

 
2010-03 Patrick Frey 

Case Study: Engine Control Application 
 
2010-04 Matthias Lohrmann und Manfred Reichert  

Basic Considerations on Business Process Quality 
 
2010-05 HA Kestler, H Binder, B Lausen, H-P Klenk, M Schmid, F Leisch (eds): 

Statistical Computing 2010 - Abstracts der 42. Arbeitstagung 
 
2010-06 Vera Künzle, Barbara Weber, Manfred Reichert 

Object-aware Business Processes: Properties, Requirements, Existing Approaches 
 



 

2011-01 Stephan Buchwald, Thomas Bauer, Manfred Reichert 
Flexibilisierung Service-orientierter Architekturen 
 

2011-02 Johannes Hanika, Holger Dammertz, Hendrik Lensch 
Edge-Optimized À-Trous Wavelets for Local Contrast Enhancement with Robust 
Denoising 

 
2011-03 Stefanie Kaiser, Manfred Reichert 

Datenflussvarianten in Prozessmodellen: Szenarien, Herausforderungen, Ansätze 
 
2011-04 Hans A. Kestler, Harald Binder, Matthias Schmid, Friedrich Leisch, Johann M. Kraus 

(eds): 
Statistical Computing 2011 - Abstracts der 43. Arbeitstagung 

 
2011-05 Vera Künzle, Manfred Reichert 

PHILharmonicFlows: Research and Design Methodology 
 
2011-06 David Knuplesch, Manfred Reichert 

Ensuring Business Process Compliance Along the Process Life Cycle 
 
2011-07 Marcel Dausend 

Towards a UML Profile on Formal Semantics for Modeling Multimodal Interactive 
Systems 

 
2011-08 Dominik Gessenharter 

Model-Driven Software Development with ACTIVECHARTS - A Case Study 
 
2012-01 Andreas Steigmiller, Thorsten Liebig, Birte Glimm 

Extended Caching, Backjumping and Merging for Expressive Description Logics 
 
2012-02 Hans A. Kestler, Harald Binder, Matthias Schmid, Johann M. Kraus (eds): 

Statistical Computing 2012 - Abstracts der 44. Arbeitstagung 
 
2012-03 Felix Schüssel, Frank Honold, Michael Weber 

Influencing Factors on Multimodal Interaction at Selection Tasks 
 
2012-04 Jens Kolb, Paul Hübner, Manfred Reichert 

Model-Driven User Interface Generation and Adaption in Process-Aware Information 
Systems 

 
2012-05 Matthias Lohrmann, Manfred Reichert 

Formalizing Concepts for Efficacy-aware Business Process Modeling 
 
2012-06 David Knuplesch, Rüdiger Pryss, Manfred Reichert 

A Formal Framework for Data-Aware Process Interaction Models 
 
2012-07 Clara Ayora, Victoria Torres, Barbara Weber, Manfred Reichert, Vicente Pelechano 

Dealing with Variability in Process-Aware Information Systems: Language 
Requirements, Features, and Existing Proposals 

 
2013-01 Frank Kargl 
 Abstract Proceedings of the 7th Workshop on Wireless and Mobile Ad- 
 Hoc Networks (WMAN 2013) 



 

 
2013-02 Andreas Lanz, Manfred Reichert, Barbara Weber 

A Formal Semantics of Time Patterns for Process-aware Information Systems 
 
2013-03 Matthias Lohrmann, Manfred Reichert 

Demonstrating the Effectiveness of Process Improvement Patterns with Mining 
Results 

 
2013-04 Semra Catalkaya, David Knuplesch, Manfred Reichert 

Bringing More Semantics to XOR-Split Gateways in Business Process Models Based 
on Decision Rules 

 
2013-05 David Knuplesch, Manfred Reichert, Linh Thao Ly, Akhil Kumar,  

Stefanie Rinderle-Ma 
On the Formal Semantics of the Extended Compliance Rule Graph 

 
2013-06 Andreas Steigmiller, Birte Glimm 

Nominal Schema Absorption 
 
2013-07 Hans A. Kestler, Matthias Schmid, Florian Schmid, Dr. Markus Maucher,  
                       Johann M. Kraus (eds) 

Statistical Computing 2013 - Abstracts der 45. Arbeitstagung 
 
2013-08 Daniel Ott, Dr. Alexander Raschke   
                       Evaluating Benefits of Requirement Categorization in Natural Language 
                       Specifications for Review Improvements 
 
2013-09 Philip Geiger, Rüdiger Pryss, Marc Schickler, Manfred Reichert 

Engineering an Advanced Location-Based Augmented Reality Engine for Smart 
Mobile Devices 

 
2014-01 Andreas Lanz, Manfred Reichert 

Analyzing the Impact of Process Change Operations on Time-Aware Processes 
 



 
  



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Ulmer Informatik-Berichte 
ISSN 0939-5091 
 
Herausgeber:  
Universität Ulm 
Fakultät für Ingenieurwissenschaften und Informatik 
89069 Ulm 


	UIB 2014-01_Text-pdf.pdf
	Introduction
	Related Work
	Basic Notions
	Time-aware Processes
	Temporal Consistency of Time-Aware Processes

	Change Operations for Time-aware Processes
	Basic Change Operations
	Applying Change Operations to Time-aware Processes
	Serial Activity Insertion.
	Parallel Activity Insertion.
	Conditional Activity Insertion.
	Branch Insertion.
	Activity Deletion.
	Time Lag Insertion.
	Fixed Date Element Insertion.
	Time Lag and Fixed Date Element Deletion.


	Analyzing the Effects of Change Operations on Time-Aware Processes
	Changes Adding or Restricting a Temporal Constraint
	Changes Relaxing or Removing an Existing Constraint
	Applying Multiple Change Operations

	Evaluation
	Conclusion


