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Preface

Kernels for semigroups generated by elliptic operators play an important role for the study
of parabolic equations. Most important are Gaussian estimates. They have striking
consequences concerning spectral and regularity properties for the parabolic equations
which are important for the study of nonlinear equations. Kernel estimates form an
alternative approach which requires no or little regularity for the coefficients and the
domain, in contrast to classical approaches where all data have to be C∞. In addition,
there are elegant proofs with help of form methods. In the following 15 lectures these
form methods will be presented and kernel estimates will be given with some applications.
The aim is to show the typical ideas without heading for the most generality (which can
be found in the excellent new monograph of Ouhabaz [Ouh05] and in the classical book
by Davies [Dav89]).

The first lecture gives a brief introduction to semigroups with emphasis on some
special features which are important in the sequel. The Spectral Theorem for selfadjoint
operators will be used throughout to visualize the form methods. The following lectures
will talk about the Laplacian for which, at least in the case of Dirichlet boundary con-
ditions, very nice direct proofs can be given. The results are a guideline for the more
general class of elliptic operators which will be treated by the form method.

The author is most grateful to the ISEM-Team of Ulm, Markus Biegert, Enza Galdino
and Delio Mugnolo, for their great enthusiasm and high competence in organizing ISEM1

2005/06.

1ISEM is the logo of the Internetseminar organized each year by the consortium consisting of the
TULKA group (Tübingen-Ulm-Karlsruhe) and the Applied Analysis groups in Darmstadt, Lecce, Parma
and Trento.
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Lecture 1

Unbounded Operators

In this lecture we introduce unbounded operators and put together some properties which
will be frequently used. Moreover, we discuss the Spectral Theorem for selfadjoint oper-
ators which will give us very interesting examples of elliptic operators in the sequel.

1.1 Closed operators

Let X be a Banach space over K = R or C.

Definition 1.1.1. An operator on X is a linear mapping A : D(A) → X, where D(A) is
a subspace of X which we call the domain of A. The operator A is called bounded if

‖A‖ := sup
‖x‖≤1,x∈D(A)

‖Ax‖ <∞.

If ‖A‖ = ∞, then A is said to be unbounded.

The notion of an operator is too general to allow one to do some analysis. The least
thing one needs is to exchange limits and the operation. This is made precise in the
following definition.

Definition 1.1.2. An operator A is closed if for every sequence (xn)n∈N in D(A) such that
lim
n→∞

xn = x and lim
n→∞

Axn = y exist in X one has x ∈ D(A) and Ax = y.

Thus an operator A on X is closed if and only if its graph

G(A) := {(x,Ax) : x ∈ D(A)}
is a closed subspace of X ×X.

If D(A) is a closed subspace of X, then the closed graph theorem asserts that A is
bounded if and only if A is closed. We will be mainly interested in closed operators with
dense domain.

In order to give a first typical example we need the following.
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Remark 1.1.3 (graph norm). Let A be an operator on X. Then

‖x‖A = ‖x‖ + ‖Ax‖

defines a norm on D(A) which we call the graph norm. The operator A is closed if and
only if (D(A), ‖ · ‖A) is a Banach space.

Definition 1.1.4 (extension of operators). Let A,B be two operators on X.

1. We say that B is an extension of A and write A ⊂ B if

D(A) ⊂ D(B) and

Ax = Bx for all x ∈ D(A).

2. Two operators A and B are said to be equal if A ⊂ B and B ⊂ A, i.e., if D(A) =
D(B) and Ax = Bx for all x ∈ D(A).

1.2 The spectrum

Let X be a complex Banach space. Let A be an operator on X. Frequently, even if A
is unbounded, it might have a bounded inverse. In that case, we may use properties and
theorems on bounded operators to study A.

For this, frequently it does not matter if A is replaced by λI −A where λ ∈ C and I
is the identity operator on X. The set

ρ(A) = {λ ∈ C : λI − A : D(A) → X is bijective and (λI −A)−1 ∈ L(X)}

is called the resolvent set of A. Here L(X) is the space of all bounded operators from X
into X. If λI − A : D(A) → X is bijective, then (λI − A)−1 : X → D(A) is linear. But
in the definition we ask in addition that (λI − A)−1 is a bounded operator from X into
X. This is automatic if A is closed.

Proposition 1.2.1 (closed operators and resolvents). Let A be an operator on X.

1. Let λ ∈ C. Then A is closed if and only if (λ− A) is closed.

2. If ρ(A) 6= ∅, then A is closed.

3. Assume that A is closed and (λ−A) : D(A) → X is bijective. Then λ ∈ ρ(A).

We omit the easy proof.
For λ ∈ ρ(A), the operator

R(λ,A) = (λI −A)−1 ∈ L(X)
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is called the resolvent of A in λ.
We frequently write (λ− A) as shorthand for (λI − A). The set σ(A) = C \ ρ(A) is

called the spectrum of A.
If B ∈ L(X), then ρ(B) 6= ∅. In fact, assume that ‖B‖ < 1. Then

(1.1) (I − B)−1 =

∞∑

k=0

Bk (Neumann series).

Replacing B by 1
λ
B one sees that λ ∈ ρ(B) whenever |λ| > ‖B‖.

Unbounded closed operators may have empty resolvent set. Also, it may happen that
an unbounded operator has empty spectrum (which is not true for operators in L(X)).

Proposition 1.2.2 (analyticity of the resolvent). Let A be an operator and λ0 ∈ ρ(A). If
λ ∈ C such that |λ− λ0| < ‖R(λ0, A)‖−1, then λ ∈ ρ(A) and

R(λ,A) =

∞∑

n=0

(λ0 − λ)nR(λ0, A)n+1

which converges in L(X). Consequently, dist(λ0, σ(A)) ≥ ‖R(λ0, A)‖−1.

Proof. One has (λ− A) = (λ− λ0) + (λ0 −A) = (I − (λ0 − λ)R(λ0, A))(λ0 − A).
Since ‖(λ0 − λ)R(λ0, A)‖ < 1, the operator ((I − (λ0 − λ)R(λ0, A)) is invertible and its
inverse is given by

∞∑

n=0

(λ0 − λ)nR(λ0, A)n.

Hence λ ∈ ρ(A) and

R(λ,A) = R(λ0, A)(I − (λ0 − λ)R(λ0, A))−1.

This concludes the proof.

By
σp(A) = {λ ∈ C : ∃x ∈ D(A), x 6= 0, (λ−A)x = 0}

we denote the point spectrum, or the set of all eigenvalues of A. If λ is an eigenvalue,
each x ∈ D(A) \ {0} such that (λ − A)x = 0 is called an eigenvector of A. There is a
natural relation between the spectrum of A and its resolvents.

Proposition 1.2.3 (Spectral Mapping Theorem for resolvents). Let λ0 ∈ ρ(A). Then

1. σ(R(λ0, A)) \ {0} = {(λ0 − λ)−1 : λ ∈ σ(A)},

2. σp(R(λ0, A)) \ {0} = {(λ0 − λ)−1 : λ ∈ σp(A)}.
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Proof. a) 1. If µ ∈ ρ(A), µ 6= λ0, then
(

1

λ0 − µ
− R(λ0, A)

)−1

= (λ0 − µ)(λ0 −A)R(µ,A).

2. ” ⊂ ” Let ν ∈ σ(R(λ0, A)), ν 6= 0. Assume that ν 6∈ {(λ0 − λ)−1 : λ ∈ σ(A)}.
Then λ0 − 1/ν ∈ ρ(A). This implies ν ∈ ρ(R(λ0, A)) by 1.

3. ” ⊃ ” Let µ = (λ0 − λ)−1 where λ 6= λ0. Suppose that µ ∈ ρ(R(λ0, A)). Then one
easily sees that λ ∈ ρ(A) and R(λ,A) = µR(λ0, A)(µ− R(λ0, A))−1.

b) is left to the reader.

We conclude this section by the following crucial identity.

Proposition 1.2.4 (Resolvent Identity).

(1.2) (R(λ,A) − R(µ,A))/(µ− λ) = R(λ,A)R(µ,A)

for all λ, µ ∈ ρ(A), λ 6= µ.

Proof. One has

R(λ,A) − R(µ,A) = R(λ,A)[I − (λ− A)R(µ,A)]

= R(λ,A)[(µ−A) − (λ− A)]R(µ,A)

= (µ− λ)R(λ,A)R(µ,A).

The resolvent identity shows in particular that resolvents commute.

It is convention to define the spectrum always with respect to complex spaces. There
are good reasons for this. For instance, the well-known fact that bounded operators on a
complex Banach space have non-empty spectrum is no longer valid for real spaces (even
in dimension 2). More important, for our purposes, spectral theory allows one to deduce
asymptotic properties of orbits from spectral properties of the operators. For this it is
important that the underlying field is C.

If an operator A is given on a real Banach space X, then it has a unique C-linear
extension AC to the complexification XC = X ⊕ iX of X. Then XC is a Banach space for
the norm

‖z‖EC := sup
|λ|≤1

‖Re(λz)‖ ,

where z = x + iy ∈ XC, Re(z) = x, Im(z) = y. In many cases, there is a more natural
equivalent norm. For example, if X is the real space Lp(Ω), where (Ω,Σ, µ) is a measure
space, then XC is the complex space Lp(Ω) and

‖f‖Lp(Ω,C) = (

∫

Ω

|f |pdµ)
1
p
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is the natural norm. Now the domain D(AC) = D(A) ⊕ iD(A) is the complexfication
of the domain. Then AC : D(AC) → XC is defined by AC(x + iy) := Ax + iAy where
x, y ∈ D(A).

Definition 1.2.5. Let A be an operator on a real Banach space X. Then we define σ(A) :=
σ(AC), ρ(A) := ρ(AC).

Note that this definition is consistent in the following two points. If λ ∈ ρ(A) ∩ R,
then R(λ,A) leaves invariant the real space X and R(λ,A)|X is the inverse for λ − A
on X. If λ ∈ ρ(A) ∩ R we will frequently use the notation R(λ,A) = (λ − A)−1 for the
operator restricted to X instead of writing R(λ,A)|X . Moreover,

σp(A) ∩ R = {λ ∈ R : ∃u ∈ D(A), u 6= 0, Au = λu},
i.e., σp(A) ∩ R consists of the eigenvalues of the operator A on X.

1.3 Operators with compact resolvent

Let X be a Banach space over K = R or C. By K(X) we denote the space of all compact
operators on X. The following facts are well-known.
K(X) is a closed subspace of L(X). It is even an ideal, i.e., K ∈ K(X) implies SK, KS ∈
K(X) for all S ∈ L(X).

Compact operators have very particular spectral properties. Let K ∈ K(X). Then
the spectrum consists only of eigenvalues with 0 as possible exception, i.e.,

(1.3) σ(K) \ {0} = σp(K) \ {0} .
Moreover, σ(K) is countable with 0 as only possible accumulation point, i.e., either σ(K)
is finite or there exists a sequence (λn)n∈N ⊂ K such that lim

n→∞
λn = 0 and

σ(K) = {λn : n ∈ N} ∪ {0}.
Finally, for each λ ∈ σp(K) \ {0}, the eigenspace ker(λ−K) is finite dimensional.

The purpose of this section is to find out what all these properties mean for an
unbounded operator if its resolvent is compact.

Definition 1.3.1. An operator A on X has compact resolvent if ρ(A) 6= ∅ and R(λ,A) is
compact for all λ ∈ ρ(A).

From the resolvent identity and the ideal property, it follows that A has compact
resolvent whenever R(λ,A) ∈ K(X) for some λ ∈ ρ(A).

If dimX = ∞ then operators with compact resolvent are necessarily unbounded
(otherwise, for λ ∈ ρ(A) we have R(λ,A) ∈ K(X) and (λ − A) ∈ L(X). Thus I =
(λ− A)R(λ,A) is compact by the ideal property).

The following spectral properties follow easily from those of compact operators with
help of the Spectral Mapping Theorem for resolvents (Propositon 1.2.3).
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Proposition 1.3.2 (spectral properties of operators with compact resolvent). Let A be an
operator with compact resolvent. Then

1. σ(A) = σp(A);

2. either σ(A) is finite or there exists a sequence (λn)n∈N ⊂ C such that lim
n→∞

|λn| = ∞
and σ(A) = {λn : n ∈ N};

3. dim ker(λ− A) <∞ for all λ ∈ C where ker(λ− A) := {x ∈ D(A) : Ax = λx}.

The most simple examples of unbounded operators are diagonal operators. In the
next section we will see that selfadjoint operators with compact resolvent are equivalent
to such simple operators. We let

ℓ2 := {(xn)n∈N ⊂ K :
∞∑

n=1

|xn|2 <∞}

where as usual K = R or C. Then ℓ2 is a separable Hilbert space over K with respect to
the scalar product

(x | y) =

∞∑

n=1

xnȳn

(where ȳn is the complex conjugate of yn).

Definition 1.3.3 (diagonal operator). Let α = (αn)n∈N be a sequence in K. The operator
Mα on ℓ2 given by

D(Mα) = {x ∈ ℓ2 : (αnxn)n∈N ∈ ℓ2}
Mαx = (αnxn)n∈N

is called the diagonal operator associated with α and is denoted by Mα.

We define the sequence spaces

ℓ∞ = {α = (αn)n∈N ⊂ K : sup
n∈N |αn| <∞},

c0 = {α = (αn)n∈N ⊂ K : lim
n→∞

|αn| = 0}.

Note that ℓ∞ is a Banach space for the norm

‖α‖∞ = sup
n∈N |αn|

and c0 is a closed subspace.
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Proposition 1.3.4 (properties of diagonal operators). Let α = (αn)n∈N. Then

1. the operator Mα is closed;

2. the operator Mα is bounded if and only if α ∈ ℓ∞;

3. σ(Mα) = {αn : n ∈ N};
4. the operator Mα is compact if and only if α ∈ c0;

5. the operator Mα has compact resolvent if and only if limn→∞ |αn| = ∞.

We leave the proof as exercise.
Given an operator A, it is easy to define by similarity a new operator that has the

same properties as A.

Proposition 1.3.5 (similarity). Let A be an operator on X and let V : X → Y be an
isomorphism where Y is a Banach space. Define the operator B on Y by

D(B) = {y ∈ Y : V −1y ∈ D(A)}
By = V AV −1y.

Then

1. A is closed if and only if B is closed;

2. ρ(B) = ρ(A) and R(λ,B) = V R(λ,A)V −1 for all λ ∈ ρ(B);

3. B has compact resolvent if and only if A has compact resolvent.

Notation: V AV −1 := B. The easy proof is left as exercise.

1.4 Selfadjoint operators with compact resolvent

Here we consider unbounded operators on a Hilbert space. The main result is the Spectral
Theorem which shows that every selfadjoint operator with compact resolvent can be
represented as a diagonal operator.
We treat the cases K = R and C simultaneously. Whereas some spectral theoretical
theorems need complex Banach spaces, the Spectral Theorem below is true on real and
on complex Hilbert space. Throughout this section H is an infinite dimensional Hilbert
space over K = R or C.

Definition 1.4.1. An operator A on H is called dissipative if

Re(Ax|x) ≤ 0 for all x ∈ D(A).
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The following proposition shows a remarkable spectral property of dissipative opera-
tors.

Proposition 1.4.2. Let A be a dissipative operator on H. Assume that there exists λ ∈K,Reλ > 0 such that (λ− A) is surjective. Then µ ∈ ρ(A) and ‖R(µ,A)‖ ≤ 1/Reµ for
all µ ∈ K such that Reµ > 0.

Proof. Let µ ∈M := {µ ∈ ρ(A) : Reµ > 0}. Let x ∈ D(A), µx− Ax = y. Then

Reµ‖x‖2 = Re(µx|x) = Re(y + Ax|x)
= Re(x|y) + Re(Ax|x)
≤ Re(x|y) ≤ ‖x‖ ‖y‖

by dissipativity and the Cauchy–Schwartz inequality. Thus (Reµ)‖x‖ ≤ ‖y‖. It follows
that

(1.4) ‖R(µ,A)‖ ≤ 1

Reµ

whenever µ ∈M . Since ρ(A) is open, also M is open. Observe now that, as a consequence
of Proposition 1.2.2, if λn ∈ ρ(A) and λ = lim

n→∞
λn such that

sup
n∈N ‖R(λn, A)‖ <∞,

then λ ∈ ρ(A). This and (1.4) imply thatM is closed in the right open half-plane (half-line
if K = R), which is connected. Since the right half-plane M is connected and non-empty,
it follows that M is the entire open half-plane (the open right half-line if K = R).

Definition 1.4.3. An operator A on H is called m-dissipative if A is dissipative and (I−A)
is surjective.

From Proposition 1.4.2 we know that the spectrum of an m-dissipative operator A is
contained in the left half-plane, and ‖R(λ,A)‖ ≤ 1/Reλ (Reλ > 0).

Now we consider the more special class of m-dissipative symmetric operators.

Definition 1.4.4. An operator A on H is called symmetric if

(Ax|y) = (x|Ay) for all x, y ∈ D(A).

If A is bounded, then A is symmetric if and only if A = A∗, i.e., if A is selfadjoint.
The class of m-dissipative symmetric operators is important in the sequel. These are
exactly the generators of contractive C0-semigroups of selfadjoint operators as we will see
later. Because of their importance we recollect the properties in the following definition.
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Definition 1.4.5. An operator A on H is m-dissipative and symmetric if

1. (Ax | y) = (x | Ay) (x, y ∈ D(A)) (symmetry),

2. (Ax | x) ≤ 0 (x ∈ D(A)) (form-negativity),

3. ∀y ∈ H ∃ x ∈ D(A) such that x− Ax = y (range condition).

Anm-dissipative, symmetric operator is also called a dissipative selfadjoint operator.
Observe that (Ax | x) ∈ R by a). It follows from Proposition 1.4.2 that (0,∞) ⊂ ρ(A)
and that R(λ,A) is symmetric for all λ > 0 whenever A is dissipative and selfadjoint. We
will apply the Spectral Theorem for bounded selfadjoint operators to R(λ,A) in order to
characterize these operators as diagonal or as multiplication operators.

Example 1.4.6 (m-dissipative symmetric diagonal operators). Let λ := (λn)n∈N be a real
sequence such that λn ≤ 0 for all n ∈ N and lim

n→∞
λn = −∞. Then the diagonal operator

Mλ on ℓ2 given by

Mλx := (λnxn)n∈N
D(Mλ) := {x ∈ ℓ2 : (λnxn)n∈N ∈ ℓ2}

is m-dissipative, symmetric and has compact resolvent.

We recall the Spectral Theorem for compact symmetric operators.

Proposition 1.4.7. Let B be a compact, symmetric operator on a separable Hilbert space
H over K = R or C. Then H has an orthonormal basis which consists of eigenvectors of
B.

This result is contained in all standard texts on Functional Analysis (see e.g. [RS72, p.
203]).

For our purpose the following version for unbounded operators is important.

Theorem 1.4.8 (Spectral Theorem: diagonal form). Let A be an m-dissipative, symmetric
operator with compact resolvent on a separable Hilbert space H over K = R or C. Assume
that dimH = ∞. Then there exist an orthonormal basis {en : n ∈ N} of H, λn ∈ R, λn ≤
0, such that en ∈ D(A), Aen = λnen and lim

n→∞
λn = −∞. Moreover, A is given by

D(A) = {x ∈ H : (λn(x|en))n∈N ∈ ℓ2}

Ax =

∞∑

n=1

λn(x|en)en.
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Proof. Since A has compact resolvent, by Proposition 1.3.2 there exists µ ∈ (0,∞)∩ρ(A).
Then R(µ,A) is a compact and symmetric operator (as is easy to see). By Proposi-
tion 1.4.7 there exists an orthonormal basis {en : n ∈ N} of H and αn ∈ R such that
R(µ,A)en = αnen. Since R(µ,A) is injective one has αn 6= 0 (n ∈ N). Hence en ∈ D(A)
and en = αn(µ − A)en. It follows that Aen = λnen where λn = (µ − 1

αn
). Moreover,

λn = (Aen | en) ≤ 0 since A is dissipative. Since lim
n→∞

|αn| = 0, one has lim
n→∞

λn = −∞.

Let x ∈ D(A). Then (λn(x|en))n∈N = ((x|Aen))n∈N ∈ ℓ2 and Ax =
∞∑
n=1

(Ax|en)en =

∞∑
n=1

λn(x|en)en. Conversely, assume that x ∈ H such that (λn(x|en))n∈N ∈ ℓ2. Let

xm =
m∑
n=1

(x|en)en, ym =
m∑
n=1

λn(x|en)en. Then limm→∞ xm = x and ym converges as

m → ∞. Observe that xm ∈ D(A) and Axm = ym. Since A is closed, it follows that
x ∈ D(A).

There is another way to present the Spectral Theorem. Denote by U : H → ℓ2 the
unitary operator given by Ux = ((x|en))n∈N. Then it follows directly from Theorem 1.4.8
that

(1.5) UAU−1 = Mλ

(see Proposition 1.6 for the notation). We have obtained the following result.

Corollary 1.4.9 (diagonalization). Let A be an operator on H. Suppose that
dimH = ∞. The following assertions are equivalent.

(i) A is m-dissipative, symmetric and has compact resolvent;

(ii) there exists a unitary operator U : H → ℓ2 and a sequence (λn)n∈N ⊂ R such that
λn ≤ 0, lim

n→∞
λn = −∞ and

UAU−1 = Mλ .

We express (ii) by saying that A and Mλ are unitarily equivalent.

The Spectral Theorem establishes a surprising metamorphoses. Frequently the oper-
ator A will be given as a differential operator. But identifying H with ℓ2 via the unitary
operator U , the operator A is transformed into the diagonal operator Mλ. This will be
most convenient to prove properties of A.

Remark 1.4.10 (complexification of real Hilbert spaces). Let H be a separable real Hilbert
space. On HC we consider the scalar product

(x1 + iy1 | x2 + iy2)HC = (x1 | x2) + (y1 | y2) + i(y1 | x2) − i(x1 | y2).

Then the following assertions hold.
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1. Let (en)n∈N be an orthonormal basis which allows us to identify H and the real space
ℓ2. Then HC can be identified with the complex space ℓ2.

2. Let A be a dissipative operator on H. Then AC is dissipative.

1.5 The Spectral Theorem

In this section we give a representation of m-dissipative symmetric operators which do not
necessarily have a compact resolvent. Indeed, a simple example of a selfadjoint operator
is obtained if we consider multiplication by a function in L2 instead of a sequence in ℓ2.
We make this more precise.

Proposition 1.5.1 (multiplication operators). Let (Y,Σ, µ) be a σ-finite measure space and
let m : Y → (−∞, 0] be a measurable function. Define the operator Am on L2(Y,Σ, µ) by

D(Am) = {f ∈ L2(Y,Σ, µ) : mf ∈ L2(Y,Σ, µ)}
Amf = mf .

Then Am is m-dissipative and symmetric.

This is not difficult to see. Here L2(Y,Σ, µ) may be the real or complex space.
Of course multiplication operators contain diagonal operators as special case: It suffi-

cies to take Y = N and µ the counting measure. But they are more general. In fact, each
diagonal operator has eigenvalues whereas a multiplication operator does not, in general
(see Exercise 1.7.4). And indeed, multiplication operators are the most general selfadjoint
operators as the following theorem shows (see also Theorem 1.8.4 in the comments).

Theorem 1.5.2 (Spectral Theorem: multiplication form). Let A be an m-dissipative sym-
metric operator on a separable Hilbert space over K = R or C. Then there exist a fi-
nite measure space (Y,Σ, µ), a measurable function m : Y → R and a unitary operator
U : H → L2(Y,Σ, µ) such that

(1.6) UAU−1 = Am .

We refer to Proposition 1.3.5 for the notation used in (1.6). For the proof of Theo-
rem 1.5.2 we refer to [RS72, Theorem VIII.4, p. 260].

1.6 Hilbert–Schmidt operators

Here we discuss briefly a classical class of kernel operators. Let Ω ⊂ Rn be an open
set and H = L2(Ω) with respect to the Lebesgue measure. Throughout this section the
underlying field may be K = R or C.
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Theorem 1.6.1. Let T be a linear operator on H. Let {en : n ∈ N} be an orthonormal
basis of H. Then the following are equivalent:

1. there exists k ∈ L2(Ω × Ω) such that

Tf(x) =

∫

Ω

k(x, y)f(y)dy for a.e. x ∈ Ω,

for all f ∈ L2(Ω);

2.
∑∞

n=1 ‖Ten‖2
H <∞.

In that case T is compact and one has

‖T‖L(H) ≤ ‖k‖2
L2(Ω×Ω) =

∞∑

n=1

‖Ten‖2
H .

We refer to [RS72, Thm. VI.6] for the proof.
The theorem shows in particular that condition b) is independent of the choice of

the orthonormal basis. An operator T on H is called Hilbert–Schmidt if it satisfies the
equivalent conditions of Theorem 1.6.1. The function k ∈ L2(Ω × Ω) of condition b)
is uniquely determined by T : we call it the kernel of T . The adjoint T ∗ of a Hilbert–
Schmidt operator is Hilbert–Schmidt again and its kernel k∗ is given by k∗(x, y) = k(y, x).
In particular, T is self-adjoint if and only if k(x, y) = k(y, x) a.e. on Ω × Ω.

If T is a compact selfadjoint operator, then H has an orthonormal basis {en : n ∈ N}
of eigenvectors.Then T is Hilbert–Schmidt if and only if

∑∞
n=1 |λn|2 < ∞, where Ten =

λnen.
Our main point in this section is the following useful criterion.

Theorem 1.6.2. Assume Ω to have finite Lebesgue measure. Let T ∈ L
(
L2(Ω)

)
such that

TL2(Ω) ⊂ L∞(Ω).

Then T is a Hilbert–Schmidt operator.

For the proof we need the following special case of the Gelfand–Naimark Theorem
(see [RS72, Thm. VII.1] or [Rud91, Thm. VII.1]). See the comments for another more
direct proof.

Theorem 1.6.3. There exists a compact space K and a bijective linear mapping Φ :
L∞(Ω) → C(K) such that

1. Φ(f · g) = Φ(f)Φ(g),

2. Φ(1Ω) = 1K,
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3. Φ(f) = Φ(f), and

4. f ≥ 0 a.e. if and only if Φ(f) ≥ 0.

5. ‖Φ(f)‖C(K) = ‖f‖L∞(Ω) for all f ∈ L∞(Ω).

Proof of Theorem 1.6.2. We consider T as a linear operator from L2(Ω) in L∞(Ω). It
follows from the Closed Graph Theorem that T is continuous. By Riesz’s Theorem we
find a finite Borel measure ν on K such that

∫

K

g(y)dν(y) =

∫

Ω

(Φ−1g)(x)dx

for all g ∈ C(K). Let

T̃ := Φ ◦ T : L2(Ω, µ) → C(K).

For y ∈ K denote by δy the Dirac measure. Then T̃ ′δy := δy ◦T̃ ∈ L2(Ω). Let {en : n ∈ N}
be an orthonormal basis of L2(Ω). If f ∈ L2(Ω), then by Parseval’s identity

‖f‖2
L2(Ω) =

∥∥f
∥∥2

L2(Ω)
=

∞∑

n=1

∣∣∣∣
∫

Ω

en(x)f(x)dx

∣∣∣∣
2

.

Using this for f = T̃ ′δy one obtains

∞∑

n=1

‖Ten‖2
L2(Ω) =

∞∑

n=1

∫

K

∣∣∣(T̃ en)(y)
∣∣∣
2

dν(y)

=

∫

K

∞∑

n=1

∣∣∣∣
∫

Ω

en(x)(T̃
′δy)(x)dx

∣∣∣∣
2

dν(y)

=

∫

K

‖T̃ ′δy‖2
L2(Ω)dν(y)

≤ ‖T̃ ′‖2ν(K).

This concludes the proof.

1.7 Exercises

Exercise 1.7.1 (criterion for compact resolvent). Let A be an operator on a Banach space X with non-
empty resolvent set. Then A has compact resolvent if and only if the canonical injection (D(A), ‖·‖A) →֒ X
is compact.

Notice: if K = R, then D(A) →֒ X is compact if and only if D(AC) →֒ XC is compact.
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Exercise 1.7.2 (automatic density of the domain). Let A be an m-dissipative operator on a Hilbert space
H. Show that D(A) is dense.

Hint: By Hilbert space theory it suffices to show that D(A)⊥ := {y ∈ H : (x|y) = 0 for all
x ∈ D(A)} = 0.

Exercise 1.7.3 (dissipativity again). Let A be an operator on a Hilbert space H. Show that A is dissipative
if and only if

(1.7) ‖x − tAx‖ ≥ ‖x‖

for all x ∈ D(A), t > 0.

Exercise 1.7.4 (no eigenvalues). Let Y = R with Lebesgue measure, m(y) = y (y ∈ R), H = L2(R).
Then σp(Am) = ∅. Deduce from this that Am is not unitarily equivalent to a diagonal operator.

Let A be a densely defined operator on a Hilbert space H . We define the adjoint A∗ of A by

D(A∗) := {x ∈ H : ∃z ∈ H such that (Au | x)H = (u | z)H ∀u ∈ D(A)}
A∗x := z.

Exercise 1.7.5 (adjoint of m-dissipative operator). Let A be an operator on a Hilbert space H. Show the
following.

1. A is m-dissipative if and only if (0,∞) ⊂ ρ(A) and ‖λR(λ, A)‖ ≤ 1 (λ > 0).

2. If A is m-dissipative, then A∗ is m-dissipative and R(λ, A)∗ = R(λ, A∗).

3. If A is m-dissipative and symmetric, then A = A∗.

Exercise 1.7.6 (spectrum and essential image). Let Am be a multiplication operator on L2(Y, Σ, µ) (see
Proposition 1.5.1). Show that

σ(Am) = ess image (m)

where the essential image of m is defined by

ess image (m) := {λ ∈ C : ∀ ε > 0 µ({x : |m(x) − λ| ≤ ε}) > 0}.

1.8 Comments

In these comments we give some additional information on the material of each lecture. They are not
needed in the sequel but frequently illuminating. Here we will explain in particular how the the special
class of m-dissipative symmetric operators is related to the general class of all selfadjoint operators.

1.8.1 m-dissipative operators

Let A be a dissipative operator on a Hilbert space. Then A is called maximal dissipative if the following
holds: If A ⊂ B where B is a dissipative operator, then A = B. It turns out that m-dissipativity
(i.e., dissipativity and range condition) is the same as maximal dissipativity. Moreover, each dissipative
operator has an m-dissipative extension. These are properties which merely hold on Hilbert spaces and
not on Banach spaces (where dissipativity may be defined by (1.7)).
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1.8.2 General selfadjoint operators

In this comment we define general selfadjoint operators which are not necessarly dissipative. Let H be
a complex Hilbert space and A an operator on H . If A is symmetric, then (Ax|x) = (x|Ax) = (Ax|x).
Hence (Ax|x) ∈ R for all x ∈ D(A). Also the converse is true. This follows from the Polarisation Identity.

(1.8)
(x|y) = 1

4{(x + y, x + y) − (x − y|x − y)+
i(x + iy|x + iy) − i(x − iy|x − iy)}

(x, y ∈ H), which is an immediate consequence of the properties of the scalar product. In fact, considering
y = Ax in (1.8) one sees the following.

Proposition 1.8.1. Let A be an operator on a complex Hilbert space H. The following assertions are
equivalent:

(i) A is symmetric;

(ii) (Ax|x) ∈ R for all x ∈ D(A);

(iii) ±iA is dissipative.

Note that (iii) is just a reformulation of (ii). But now Proposition 1.4.2 applied to iA shows us the
following.

Proposition 1.8.2. Let A be a symmetric operator on a complex Hilbert space. Assume that (λ − A) is
surjective for some λ ∈ C such that Imλ > 0. Then λ ∈ ρ(A) for all λ with Imλ > 0. Similarly, if (λ−A)
is surjective for some λ ∈ C such that Imλ < 0, then {λ ∈ C : Imλ < 0} ⊂ ρ(A).

Thus for a symmetric operator A, there are four possibilities:

1. σ(A) = {λ ∈ C : Imλ ≥ 0},

2. σ(A) = {λ ∈ C : Imλ ≤ 0},

3. σ(A) = C, or

4. σ(A) ⊂ R.

The cases (a)–(c) are not of interest for our purposes and we refer to the literature for further
investigation (e.g. [RS72]). We are rather interested in the last case (d) which leads to the following
definition.

Definition 1.8.3. An operator A on a complex Hilbert space is called selfadjoint if A is symmetric and if
(i − A) and (−i − A) are surjective.

By our discussion, a selfadjoint operator has real spectrum. Whereas every bounded symmetric
operator is selfadjoint, for unbounded operators, this is not true, and the range condition ((±i − A) to
be surjective) is a severe restriction.
An operator A is symmetric if and only if A ⊂ A∗ and A is selfadjoint if and only if A = A∗.
The Spectral Theorem also holds without the assumption of dissipativity which we made in the lecture
having in mind the application to evolution equations. The general theorem looks as follows.
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Theorem 1.8.4 (Spectral Theorem (general form)). Let A be a selfadjoint operator on a separable Hilbert
space H. Then there exist a finite measure space (Y, Σ, µ), a unitary operator U : H → L2(Y, Σ, µ) and
a measurable function m : Y → R such that

UAU−1 = Am

where

Amf = mf

D(Am) = {f ∈ L2(Y, Σ, µ) : mf ∈ L2(X, Σ, µ)}.

Conversely, every Am and so every operator A = U−1AmU is selfadjoint.

The operator A is dissipative if and only if σ(A) ⊂ (−∞, 0]. In fact, σ(A) = σ(Am) = ess image (m)
by Exercise 1.7.6.

1.8.3 Quantum Theory

In Quantum Theory an observable is modelised by a selfadjoint operator A (the Hamiltonian). So we
may assume that A = Am on H = L2(Ω, Σ, µ) where m : Ω → R is measurable and (Ω, Σ, µ) a finite
measure space. The states of the observable A are given by unit vectors u ∈ H . If the observable A is in
the state u, and if [α, β] ⊂ R is an interval, then

P =

∫

m−1([α,β])

|u|2dx

is the probability that a measurement takes its values in [α, β]. If u is an eigenvector for the eigenvalue
λ, then m−1({λ}) has positive measure and u is 0 on Ω \ m−1({λ}). So the probability P is 1. We
refer to the treatise of Reed–Simon [RS72] and the classical book of von Neumann [vNe55] for further
information.

1.8.4 T (L2(Ω)) ⊂ L∞(Ω) implies Hilbert-Schmidt

The following more direct proof of Theorem 1.6.2 was suggested to us by M. Haase. Assume that Ω ⊂ Rn is
open with finite Lebesgue measure |Ω|. Let T ∈ L(L2(Ω), L∞(Ω)) and let {ej : j ∈ N} be an orthonormal
basis of L2(Ω). Then

(1.9)

∞∑

j=1

‖Tej‖2
L2(Ω) ≤ |Ω| ‖T ‖2

.

This implies that j ◦ T is Hilbert-Schmidt where j : L∞(Ω) → L2(Ω) is the natural injection.

Proof of (1.9): Let d ∈ N, U =
{

λ = (λj)j=1,...,d :
∑d

j=1 λ2
j ≤ 1

}
be the unit ball of (Rd, ‖·‖2) and

let U0 be a countable dense subset of U . For each λ ∈ U0 one has

∣∣∣∣∣∣


T

d∑

j=1

λjej


 (x)

∣∣∣∣∣∣
≤ ‖T ‖ a.e.



1.8. Comments 17

Hence there exists a null set M ⊂ Ω such that
∣∣∣∣∣∣

d∑

j=1

λj(Tej)(x)

∣∣∣∣∣∣
=

∣∣∣∣∣∣



T

d∑

j=1

λjej



 (x)

∣∣∣∣∣∣
≤ ‖T ‖

for all λ ∈ U0 whenever x ∈ Ω \ M . Observe that for y ∈ Rd,
√∑d

j=1 y2
j = supλ∈U0

∑d
j=1 yjλj .

Consequently
d∑

j=1

|Tej(x)|2 ≤ ‖T ‖2

whenever x ∈ Ω \ M . Integrating over Ω implies that

d∑

j=1

‖Tej‖2
L2(Ω) ≤ |Ω| ‖T ‖2

.
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Lecture 2

Semigroups

In this chapter we give a short introduction to semigroups. We start with a preliminary
technical section.

2.1 The vector-valued Riemann integral

Let X be a Banach space over K = R or C, −∞ < a < b <∞. By C([a, b], X) we denote
the space of all continuous functions on [a, b] with values in X. Let u ∈ C([a, b], X). Let
π be a partition a = t0 < t1 < . . . < tn = b of [a, b] with intermediate points si ∈ [ti−1, ti].
By |π| = max

i=1,...n
(ti − ti−1) we denote the norm of π and by

S(π, u) =

n∑

i=1

u(si)(ti − ti−1)

the Riemann sum of u with respect to π. One shows as in the scalar case that

(2.1)

∫ b

a

u(s)ds := lim
|π|→0

S(π, u)

exists. If Y is another Banach space and B ∈ L(X, Y ), then BS(π, u) = S(π,Bu) where
Bu = B ◦ u ∈ C([a, b], Y ). It follows that

(2.2) B

∫ b

a

u(s)ds =

∫ b

a

Bu(s)ds .

In particular,

(2.3) 〈x′,
∫ b

a

u(s)ds〉 =

∫ b

a

〈x′, u(s)〉ds .

19
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Now the Hahn-Banach theorem allows us to carry over the usual properties of scalar
Riemann integral to the vector-valued case. For example, the mapping u 7→

∫ b
a
u(t)dt

from C([a, b], X) into X is linear. We also note that

(2.4) ‖
∫ b

a

u(s)ds‖ ≤
∫ b

a

‖u(s)‖ds

as is easy to see.

Let A be a closed operator on X. Let u ∈ C([a, b], D(A)), where D(A) is considered
as a Banach space with the graph norm; i.e. u ∈ C([a, b], X) such that u(t) ∈ D(A) for
all t ∈ [a, b] and Au ∈ C([a, b];X). Since A ∈ L(D(A), X), (2.2) implies that

(2.5) A

∫ b

a

u(s)ds =

∫ b

a

Au(s)ds .

2.2 Semigroups

In this section we introduce semigroups and their generators. Let X be a Banach space
over K = R or C.

Definition 2.2.1. A C0-semigroup is a mapping T : R+ → L(X) such that

1. T (·)x : R+ → X continuous for all x ∈ X;

2. T (t+ s) = T (t)T (s) (s, t ∈ R+);

3. T (0) = I.

It follows immediately from the definition that

(2.6) T (t)T (s) = T (s)T (t) for all t, s ≥ 0 .

Let T : R+ → L(X) be a C0-semigroup. We now define the generator of T .

Definition 2.2.2. The generator A of T is the operator A on X given by

D(A) = {x : lim
h↓0

1

h
(T (h)x− x) exists in X}

Ax = lim
h↓0

1

h
(T (h)x− x) .

We now investigate relations between the semigroup T and its generator A. One has

(2.7) T (t)x ∈ D(A) and AT (t)x = T (t)Ax

for all x ∈ D(A), t ≥ 0. In fact, 1
h
(T (h)T (t)x − T (t)x) = T (t)[ 1

h
(T (h)x − x)] → T (t)Ax

(h ↓ 0). This shows in particular that the right derivate of T (t)x is T (t)Ax if x ∈ D(A).
More is true.
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Proposition 2.2.3. Let x ∈ D(A). Then u(t) = T (t)x is the unique solution of the initial
value problem

(2.8)






u ∈ C1(R+, X) , u(t) ∈ D(A) (t ≥ 0) ;
u̇(t) = Au(t) (t ≥ 0)
u(0) = x ;

Proof. Let t > 0. It follows from the uniform boundedness principle that T is bounded
on [0, t]. Then

1

−h(T (t− h)x− T (t)x) = T (t− h)[
T (h)x− x

h
] = T (t− h)[

T (h)x− x

h
− Ax]

+ T (t− h)Ax→ T (t)Ax (h ↓ 0) .

This shows that u is also left differentiable and indeed a solution of the problem (2.8).
Conversely, let v be another solution. Let t > 0, w(s) = T (t− s)v(s). Then

d

ds
w(s) = −A(T (t− s)v(s)) + T (t− s)v̇(s)

= −T (t− s)Av(s) + T (t− s)Av(s) = 0 .

It follows that w is constant. Hence T (t)x = w(0) = w(t) = v(t).

Proposition 2.2.3 shows why generators of C0-semigroups are interesting. The initial
value problem (2.8) has a unique solution for initial values x in the domain of the generator.
Moreover, the orbit T (·)x is the solution. There is another way to describe the generator
A.

Proposition 2.2.4. Let x, y ∈ X. Then x ∈ D(A) and Ax = y if and only if

(2.9)

∫ t

0

T (s)yds = T (t)x− x (t ≥ 0) .

Proof. Assume (2.9). Then lim
t↓0

T (t)x−x
t

= lim
t↓0

1
t

∫ t
0
T (s)yds = y. Conversely, let x ∈ D(A),

then T (·)x is the solution of (2.8). By the fundamental theorem of calculus, T (t)x− x =∫ t
0
d
dt
T (s)xds =

∫ t
0
T (s)Axds.

Corollary 2.2.5. The operator A is closed.

Proof. Let xn ∈ D(A), xn → x, yn := Axn → y (n→ ∞). Then by (2.9),

∫ t

0

T (s)ynds = T (t)xn − xn .

Letting n→ ∞ shows that (2.9) holds.
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Let x ∈ D(A). Since A is closed it follows from (2.9) and (2.5) that
∫ t
0
T (s)xds ∈

D(A) and

A

∫ t

0

T (s)xds =

∫ t

0

AT (s)xds =

∫ t

0

T (s)Axds

= T (t)x− x

for all t ≥ 0. This identity remains valid for all x ∈ X.

Proposition 2.2.6. Let x ∈ X, t ≥ 0. Then
∫ t
0
T (s)xds ∈ D(A) and

(2.10) A

∫ t

0

T (s)xds = T (t)x− x.

Proof. In fact,

1

h
{T (h)

∫ t

0

T (s)xds −
∫ t

0

T (s)xds}

=
1

h
(

∫ t

0

T (s+ h)xds −
∫ t

0

T (s)xds)

=
1

h
(

∫ t+h

h

T (s)xds −
∫ t

0

T (s)xds)

=
1

h
(

∫ t+h

t

T (s)xds −
∫ h

0

T (s)xds) → T (t)x− x as h ↓ 0 .

Corollary 2.2.7. The domain of A is dense in X.

Proof. Let x ∈ X. Then 1
t

∫ t
0
T (s)xds ∈ D(A) and lim

t↓0

1
t

∫ t
0
T (s)xds = x.

Since A is closed, the space D(A) is a Banach space with the graph norm. The
properties shown above imply that

T (·)x ∈ C(R+, D(A)) ∩ C1(R+, X)

for all x ∈ D(A). If x ∈ X, then there exist xn ∈ D(A) such that xn → x (n → ∞).
Then T (t)xn converges to T (t)x as n→ ∞. Since T (·)xn is a solution of the initial value
problem (2.8) with initial value xn we may consider u(t) = T (t)x as a “mild solution” of
the abstract Cauchy problem

(ACP )

{
u̇(t) = Au(t) (t ≥ 0)
u(0) = x .
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2.3 Selfadjoint semigroups

Symmetric, m-dissipative operators can be transformed into diagonal operators or mul-
tiplication operators by the spectral theorem. After this transformation one can write
down explicitly the corresponding semigroup. We obtain the most simple C0-semigroups
with unbounded generator. Still we will see in the next two chapters that many concrete
examples are of this form. We first consider the case where A has compact resolvent. In
fact, in that case, the spectral theorem is particularly easy to prove and the operator is
transformed into a diagonal operator. In addition, our prototype example is of this type,
namely the Laplacian with Dirichlet boundary conditions on a bounded open set. So the
functional analytic tools needed for this important example are particularly simple.

Let H be a complex, separable Hilbert space and let A be a symmetric, m-dissipative
operator on H . Assume first that A has compact resolvent. Then, up to unitary equiva-
lence, we can assume that

H = ℓ2 , Ax = −(λnxn)n∈N
where λn ∈ R+, lim

n→∞
λn = ∞ and

D(A) = {x ∈ ℓ2 : (λnxn)n∈N ∈ ℓ2} .

Define T (t) ∈ L(ℓ2) by

(2.11) T (t)x = (e−λntxn)n∈N .
Then T (t) is a compact, selfadjoint operator and ‖T (t)‖ ≤ 1. It is easy to see that
T = (T (t))t≥0 is a C0-semigroup and A its generator.

In the general case, if the resolvent is not necessarily compact, then after a unitary
transformation we can assume that

H = L2(X,Σ, µ)

Af = −mf
D(A) = {f ∈ H : m · f ∈ H}

where (X,Σ, µ) is a finite measure space and m : X → R+ a measurable function. Now
it is easy to see that

(2.12) T (t)f = e−tmf

defines a C0-semigroup of selfadjoint operators. Moreover, ‖T (t)‖ ≤ 1. We have proved
the following result.
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Theorem 2.3.1. Let A be a symmetric, m-dissipative operator. Then A generates a C0-
semigroup T of contractive, selfadjoint operators. If A has compact resolvent, then T (t)
is compact for all t > 0.

Applying Theorem 2.3.1 it is frequently useful to have the concrete representation
(2.11) or (2.12) in mind which is valid after a unitary transformation in virtue of the
Spectral Theorem. It shows for example the following simple result on the asymptotic
behaviour of the semigroup.

Corollary 2.3.2. Let A be a symmetric, m-dissipative operator with compact resolvent.
Assume that kerA = {0}. Then there exists ε > 0 such that

(2.13) ‖T (t)‖ ≤ e−εt (t ≥ 0) .

2.4 The Hille–Yosida Theorem

Given an operator A it is desirable to find criteria which imply that A is the generator
of a C0-semigroup Most characterizations are based on conditions on the resolvent of the
operator. In fact, since a C0-semigroup is always exponentially bounded, the Laplace
transform always exists and it turns out to be the resolvent of the operator. In this
section we characterize generators of contraction semigroups (Hille-Yosida Theorem). It
is a real characterization in the sense that the resolvent is supposed to exist on the right
half-line. We start proving exponential boundedness.

Let X be a Banach space over R or C. Assume that A generates a C0-semigroup T .
Then there exist M ≥ 0, ω ∈ R such that

(2.14) ‖T (t)‖ ≤Meωt (t ≥ 0) .

Proof of (2.14). Let M := sup
0≤t≤1

‖T (t)‖. Then M < ∞ by the uniform boundedness

principle. Let ω = logM . Let t ≥ 0. Take n ∈ N0 and s ∈ [0, 1) such that t = n + s.
Then ‖T (t)‖ = ‖T (s)T (1)n‖ ≤MMn = Meωn ≤ Meωt.

We denote by

ω(A) := inf{ω ∈ R : ∃M ≥ 0 such that (2.14) holds}

the growth bound of T .

Proposition 2.4.1. If λ > ω(A) (resp. Reλ > ω(A) if K = C), then λ ∈ ̺(A) and

R(λ,A)x =

∞∫

0

e−λtT (t)xdt (x ∈ X) .



2.5. Holomorphic Semigroups 25

Proof. The operator A − λ generates the semigroup (e−λtT (t))t≥0 (see Exercise 2.6.2).

Thus by (2.10) we get (A− λ)
t∫

0

e−λsT (s)x ds = e−λtT (t)x− x. Since A is closed, letting

t → ∞, it follows that Rx ∈ D(A) and (A − λ)Rx = −x where Rx :=
∞∫
0

e−λtT (t)x dt,

x ∈ X. If x ∈ D(A), then

R(λ− A)x = − lim
b→∞

b∫

0

e−λtT (t)(A− λ)x dt = − lim
b→∞

(e−λbT (b)x− x) = x.

We have shown that R is the inverse of (λ− A).

Thus, if A generates a C0-semigroup, then the half-plane {Reλ > ω(A)} is in the
resolvent set (if K = C).

A contraction C0-semigroup is a C0-semigroup T satisfying

‖T (t)‖ ≤ 1 (t ≥ 0).

Theorem 2.4.2 (Hille–Yosida). Let A be a densely defined operator on X. The following
assertions are equivalent:

(i) A generates a contraction C0-semigroup T .

(ii) (0,∞) ⊂ ̺(A) and ‖λR(λ,A)‖ ≤ 1 (λ > 0).

In that case

(2.15) T (t)x = lim
n→∞

(I − t

n
A)−nx (x ∈ X)

(2.15) is called Euler’s Formula.

2.5 Holomorphic Semigroups

Next we introduce holomorphic semigroups. We use a definition which is valid for K = R
or C.

Definition 2.5.1. Let T be a C0-semigroup with generator A. We say that T is holomorphic
if there exists a constant c > 0 such that

(2.16) ‖tAT (t)x‖ ≤ c‖x‖ (0 < t ≤ 1)

for all x ∈ D(A).
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Since D(A) is dense in X, it follows from (2.16) that T (t)X ⊂ D(A) for 0 < t ≤ 1
and (2.16) is valid for all x ∈ X.

If K = R, then it is obvious that A generates a holomorphic C0-semigroup on X
if and only if the complexification AC of A generates holomorphic C0-semigroup on the
complexification XC of X.

If K = C, then (2.16) can be used to extend T analytically to a sector. We make this
precise in the following result. For 0 < θ < π we denote by

Σθ := {reiα : r > 0, |α| < θ}

the sector of angle θ.

Theorem 2.5.2. Let T be a C0-semigroup with generator A on a complex Banach space.
Then T is holomorphic if and only if T has a holomorphic extension T̃ : Σθ → L(X) for
some θ ∈ (0, π) which is bounded on Σθ ∩ {z ∈ C : |z| ≤ 1}.

The following characterization is important. It is a complex characterization: we
assume the resolvent to exist on a half-plane. In contrast to the Hille-Yosida Theorem no
contractivity hypothesis is imposed.

Theorem 2.5.3 (complex characterisation of generators of holomorphic semigroups). Let
A be a densely defined operator on a complex Banach space. The following assertions are
equivalent:

1. A generates a holomorphic C0-semigroup T ,

2. there exists ω ∈ R and M ≥ 0 such that λ ∈ ̺(A) and ‖λR(λ,A)‖ ≤ M whenever
Reλ ≥ ω.

In that case ‖T (t)‖ ≤M ′eωt (t ≥ 0) for some M ′ ≥ 0.

If we already know that A generates a C0-semigroup T , then in (2) it suffices to
consider one vertical line. In fact, replacing A by A − ω1 for ω1 large enough, we may
assume that ‖T (t)‖ ≤Me−ωt(t ≥ 0) for some ω > 0 (cf. Exercise 2.6.2). Then

R(λ,A) =

∞∫

0

e−λtT (t)dt (Reλ ≥ 0).

Hence

‖λR(λ,A)‖ ≤ |λ|
∫ ∞

0

e−Re(λ)tdt M =
|λ|

Re(λ)
M.

Thus λR(λ,A) is bounded on each sector Σα of angle α < π
2
.
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Corollary 2.5.4. Let A be the generator of a C0-semigroup T on a complex Banach space
E. Then T is holomorphic if and only if there exists ω > ω(A) such that

sup
s∈R ‖sR(is+ ω,A)‖ <∞ .

Proof. We show that the condition is sufficient. Considering A instead of A− ω we may
assume that ω(A) < 0 and ω = 0. Now expanding R(is, A) analytically according to
Proposition 1.2.2 one sees that λ ∈ ̺(A) and ‖λR(λ,A)‖ ≤ M for all λ ∈ iΣθ for some
θ ∈ (0, π/2). Since λR(λ,A) is bounded on Σπ/2−ε for all ε > 0, it follows that λR(λ,A)
is bounded on Σπ/2+θ.

There is still another most interesting criterion for holomorphy in terms of the asymp-
totic behaviour of T (t) as t ↓ 0.

Theorem 2.5.5 (Kato–Neuberger). Let T be a semigroup on a Banach space E over K = R
or C. If

lim
t↓0

‖T (t) − I‖ < 2 ,

then T is holomorphic.

Proof. Considering A − ω instead of A we may assume that ω(A) < 0 and ‖T (t)‖ ≤
M (t ≥ 0). By assumption, there exist ε > 0, t0 > 0 such that ‖T (t) − I‖ ≤ 2 − ε for
0 < t ≤ t0. Hence for x ∈ X, 0 < t ≤ t0,

‖x+ T (t)x‖ = ‖2x− (x− T (t)x)‖
≥ 2‖x‖ − ‖x− T (t)x‖
≥ ε‖x‖ .

Let α ∈ R, |α| ≥ π
t0

. We show that |α|‖R(iα, A)‖ ≤ M . Let t = π/|α| ≤ t0. Then for
x ∈ X,

ε‖x‖ ≤ ‖T (t)x+ x‖
= ‖e±iαtT (t)x− x‖

= ‖
t∫

0

e±iαsT (s)(A± iα)xds‖

≤ tM‖(A± iα)x‖
=

π

|α|M‖(A± iα)x‖ .

This implies that

|α|‖R(iα, A)‖ ≤ 1

ε
Mπ .

This concludes the proof by Corollary 2.5.4. Observe that above we applied (2.9) to the
operator A± iα, which generates the semigroup (e±iαtT (t))t≥0.
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The converse of Theorem 2.5.5 holds for contraction semigroups on uniformly convex
spaces, in particular on Hilbert spaces.

Theorem 2.5.6. Let T be a contraction C0-semigroup on a uniformly convex space. If T
is holomorphic then

lim
t↓0

‖T (t) − I‖ < 2 .

We conclude this section by the following characterization of compactness. Note
that each holomorphic semigroup T is immediately norm-continuous , i.e., continuous on
(0,∞) with values in L(X).

Proposition 2.5.7. Let T be a C0-semigroup. The following assertions are equivalent.

(i) T (t) is compact for all t > 0;

(ii) T is immediately norm continuous and its generator A has compact resolvent.

Proof. Replacing A by A− ω we may assume that A is invertible. Let S(t) =
t∫

0

T (s)ds.

Then by Proposition 2.2.6

(2.17) S(t) = T (t)A−1 − A−1

(i) ⇒ (ii) a) Since T (t) → I as t ↓ 0 strongly, lim
t↓0

T (t)x = x uniformly in x ∈ K, if

K ⊂ X is compact. Let t0 > 0. Then T (t0)B is relatively compact, where B denotes the
closed unit ball. Hence lim

t↓0
T (t+ t0)x = lim

t↓0
T (t)T (t0)x uniformly for x ∈ B. This shows

that T is right norm-continuous. Since

T (t0 − t) − T (t0) = T (
t0
2
− t)[T (

t0
2

) − T (
t0
2

+ t)] ,

T is also left-continuous in t0 > 0.
b) Since S(t) is the limit in the operator norm of compact Riemann sums, it follows that
S(t) is compact. It follows from (2.17) that A−1 is compact.
(ii) ⇒ (i) Assume that A−1 is compact. Then S(t) is compact by (2.17). If T is im-
mediately norm-continuous, then also T (t) = lim

h→0

1
h
(S(t + h) − S(t)) is compact for all

t > 0.

2.6 Exercises

In the first two exercises we establish some standard properties of semigroup. At first we show that strong
continuity in 0 implies strong continuity.
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Exercise 2.6.1 (C0-semigroup). Let T : R+ → L(X) be a mapping such that

1. lim
t↓0

T (t)x = x for all x ∈ X;

2. T (t + s) = T (t)T (s) (t, s ≥ 0).

Show that T is a C0-semigroup.

The following rescaling property is used very frequently. For many purposes it allows us to consider
the case where ω(A) < ∞ just by replasing A by A − ω.

Exercise 2.6.2 (Rescaling). 1. Let ω ∈ C, S(t) = e−ωtT (t). Show that S is a C0-semigroup and A−ωI
its generator.

2. Let α > 0, S(t) = T (αt). Show that S is a C0-semigroup and αA its generator.

Hint: for continuity from the left: Use the uniform boundedness principle to show that T is bounded
on some interval [0, τ ]. Deduce an estimate (2.14). Let A be the generator of a C0-semigroup T .

In the next exercise we verify the diverse criteria for holomorphy in the special case of self-adjoint
operators.

Exercise 2.6.3 (holomorphy of selfadjoint semigroups). Let T be the C0-semigroup generated by a sym-
metric, m-dissipative operator A on a separable Hilbert space H. Use the Spectral Theorem to show
that

(a) ‖tAT (t)‖ ≤ c (0 < t ≤ 1) for some c ≥ 0, i.e. T is holomorphic,

(b) lim
t↓0

‖T (t) − I‖ ≤ 1 < 2,

(c) T has a holomorphic bounded extension to Σπ/2 with values in L(H).

If A ∈ L(X), then A generates the C0-semigroup etA =
∞∑

n=0

tn

n! A
n and ‖etA − I‖L(X) → 0 as t ↓ 0.

The next two exercises show the converse property.

Exercise 2.6.4 (norm-continuous semigroup). Let T be a C0-semigroup with generator A. If lim
t↓0

‖T (t) −
I‖ = 0, then A is bounded.

Hint: Use Proposition 2.4.1 to show that lim
λ→∞

‖λR(λ, A) − I‖L(X) = 0. Deduce that D(A) = X .

Exercise 2.6.5 (the algebraic trick). Let T : (0,∞) → L(X) be a function such that

T (s + t) = T (t)T (s) t, s ≥ 0 .

Let L := lim
t↓0

‖T (t)− I‖.

a) Show L ≥ 1 or L = 0.
Hint: 2(T (t) − I) = T (2t) − I − (T (t) − I)2.

b) Assume that L < 1. Show that T is a C0-semigroup with bounded generator.
Hint: Use Exercise 2.6.5.
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2.7 Comments

Most of the material presented here can be found in all books on semigroups, e.g. [EN00], [Gol85],
[Paz83]. A particularly short and elegant introduction is given in Kato’s monograph [Kat66]. The
monograph [ABHN01] treats semigroups systematically by Laplace transform methods and describes
in particular asymptotic behaviour via Tauberian theorems. The monograph [Lun95] is devoted to
holomorphic semigroups as was the Internet Seminar 2004/05.
The proof of Theorem 2.5.6 can be found in Pazy’s book [Paz83, Chapter 2, Corollary 5.8].
Concerning vector-valued holomorphic functions as used in the statement of Theorem 2.5.2 we refer
to [ABHN01, Appendix B].

The solution of Exercise 2.6.5 indicated by the hint is due to Th. Coulhon (cf. [Nag86, A.II.3]) by
a result of Lotz (and Coulhon in a special case) each generator of a C0-semigroup on a space is bounded
(see [ABHN01, Corollary 4.3.19]).



Lecture 3

The Laplacian on open sets in Rn

In this lecture we present the Laplacian on L2(Ω), where Ω ⊂ Rn is an open set, with
Dirichlet and Neumann boundary conditions. There are two selfadjoint realisations of the
Laplacian on L2(Ω). The semigroups generated by these operators govern the solution
of the heat equation with these two different boundary conditions. We merely need the
definition of the Sobolev space H1(Ω) in order to prove selfadjointness. And in fact,
the Dirichlet Laplacian is the prototype example which shows the power of Hilbert space
methods in the Theory of Partial Differential Equations. The simple Riesz-Fréchet Lemma
representing functionals on Hilbert spaces allows us to solve the elliptic equation we need
to solve in order to fulfill the range condition. We also establish some order properties
of H1(Ω). They allow us to prove that the semigroups are positive. In this lecture we
assume that K = R throughout.

3.1 The Dirichlet and Neumann Laplacian on open sets inRn

We start introducing the first order Sobolev space on an open set of Rn. Not much
more than the definition is needed to show that the Laplacian with Dirichlet or Neumann
boundary conditions generates a C0-semigroup.

First we introduce some notation. Let Ω ⊂ Rn be an open set. The space Lp(Ω),
1 ≤ p ≤ ∞, is understood with respect to Lebesgue measure. We define

L1
loc(Ω) = {f : Ω → R measurable :

∫

K

|f(x) | dx <∞ for all compact K ⊂ Ω} ,

C(Ω) := {f : Ω → R continuous} ,
C(Ω̄) := {f : Ω̄ → R continuous} ,
Ck(Ω) := {f : Ω → R : k-times continuously differentiable} ,

31
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where k ∈ N. For f ∈ C1(Ω) we let Djf = ∂f
∂xj

(j = 1, . . . , n). By Cc(Ω) we de-

note the space of all continuous functions f : Ω → R such that the support suppf =
{x ∈ Ω : f(x) 6= 0} is a compact subset of Ω. We let

Ck
c (Ω) := Ck(Ω) ∩ Cc(Ω) ,

C∞(Ω) :=
⋂

k∈NCk(Ω) ; and by

D(Ω) := C∞(Ω) ∩ Cc(Ω)

we denote the space of all test functions. Let f ∈ C1(Ω), ϕ ∈ C1
c (Ω). Then

(3.1) −
∫

Ω

fDjϕdx =

∫

Ω

Djfϕdx .

We use this relation (3.1) to define weak derivatives.

Definition 3.1.1. Let f ∈ L1
loc(Ω). Let j ∈ {1, . . . , n}. A function g ∈ L1

loc(Ω) is called the
weak j-th partial derivative of f (in Ω) if

−
∫

Ω

fDjϕdx =

∫

Ω

gϕdx

for all ϕ ∈ D(Ω). Then we set Djf := g.

Note that the weak j-th partial derivative is unique. Here we identify functions in
L1

loc(Ω) which coincide almost everywhere. We let

W 1(Ω) = {f ∈ L1
loc(Ω) : the weak derivative Djf ∈ L1

loc(Ω) exists for all j = 1, . . . , n} .

Another notation for W 1(Ω) is W 1,1
loc (Ω). Note that Lp(Ω) ⊂ L1

loc(Ω) for all 1 ≤ p ≤ ∞.
Now we define the first Sobolev space H1(Ω) by

H1(Ω) := {f ∈ L2(Ω) ∩W 1(Ω) : Djf ∈ L2(Ω) ∀j = 1, . . . , n} .

Proposition 3.1.2. The space H1(Ω) is a separable Hilbert space for the scalar product

(f | g)H1(Ω) =

∫

Ω

fgdx+

n∑

j=1

∫

Ω

DjfDjgdx .

Proof. Consider the separable Hilbert space H = L2(Ω)n+1 with norm

‖(u0, u1, . . . , un)‖2
H =

n∑

j=0

∫

Ω

|uj|2dx .
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Then Φ : H1(Ω) → H , f 7→ (f,D1f, . . . , Dnf) is isometric and linear. Thus it suffices to
show that the image of Φ is closed. Let fk ∈ H1(Ω) such that lim

k→∞
Φ(fk) = (f, g1, . . . , gn)

in H . Then lim
k→∞

fk = f and lim
k→∞

Djfk = gj in L2(Ω) (j = 1, . . . , n). Let ϕ ∈ C1
c (Ω).

Then by the Dominated Convergence Theorem

−
∫

Ω

Djϕfdx = lim
k→∞

(−
∫

Ω

Djϕfkdx)

= lim
k→∞

∫

Ω

ϕDjfkdx

=

∫

Ω

ϕgjdx .

Thus gj is the weak j-th partial derivative of f and Φ(f) = (f, g1, . . . , gn).

Next we talk about Dirichlet boundary conditions. If n ≥ 2, then H1(Ω) is no longer a
subspace of C(Ω̄). Thus the elements of H1(Ω) are merely equivalence classes; we identify
functions which coincide almost everywhere. In fact, in general ∂Ω will be of measure 0,
so it does not make sense to talk about the restriction to ∂Ω for functions in H1(Ω). This
leads us to the following definition: The elements of the space

H1
0 (Ω) = D(Ω)

H1(Ω)
,

i.e., the closure of D(Ω) in H1(Ω), are considered as those functions in H1(Ω) which
satisfy Dirichlet boundary conditions in a weak form.

Later we will investigate further properties of H1
0 (Ω).

Now we want to introduce the Dirichlet Laplacian. For f ∈ C2(Ω) we define the
Laplacian ∆f by

∆f :=
n∑

j=1

D2
j f .

Similarly as for the first order derivatives, we define the weak Laplacian as follows. Let
f ∈ L1

loc(Ω), g ∈ L1
loc(Ω). We say that ∆f = g weakly, if

(3.2)

∫

Ω

∆ϕfdx =

∫

Ω

ϕgdx

for all ϕ ∈ D(Ω). In that case we write

∆f = g weakly (on Ω) or in D(Ω)′ .
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Remark 3.1.3. a) Again g is unique up to a set of measure 0.
b) In the language of distributions, (3.2) just means that the distribution ∆f equals g.

For f ∈ W 1(Ω) we denote by gradf(x) = ∇f(x) = (D1f(x), . . . , Dnf(x)) the gradi-

ent of f . For x, y ∈ Rn we denote by xy =
n∑
j=1

xjyj the scalar product in Rn. Similarly,

for f, g ∈W 1(Ω) we let ∇f∇g =
n∑
j=1

DjfDjg.

Theorem 3.1.4 (the Dirichlet Laplacian). Define the operator A on L2(Ω) by

D(A) = {f ∈ H1
0 (Ω) : ∃g ∈ L2(Ω) such that ∆f = g weakly},

Af = ∆f .

Then A is a selfadjoint, dissipative operator. We denote A by ∆D
Ω and call A the Laplacian

with Dirichlet boundary conditions or simply the Dirichlet Laplacian.

Proof. Let u ∈ D(A). Since u ∈ H1
0 (Ω), it follows that for v ∈ C∞

c (Ω),

(Au | v)L2 = (u | ∆v)L2

= −
∫

Ω

∇u∇v .

By density, we deduce that

(Au | v)L2 = −
∫

Ω

∇u∇v for all v ∈ H1
0 (Ω) .

Hence A is dissipative and symmetric. It remains to prove the range condition. Let
f ∈ L2(Ω). Then φ(v) =

∫
Ω

fv defines a continuous linear form φ on H1
0 (Ω). By the

Riesz-Fréchet Lemma there exists a unique u ∈ H1
0(Ω) such that

∫

Ω

fv = (u | v)H1 =

∫

Ω

uv +

∫

Ω

∇u∇v

for all v ∈ H1
0 (Ω). For v ∈ C∞

c (Ω) we obtain
∫
Ω

fv =
∫
Ω

uv −
∫
Ω

u∆v, i.e., f = u − ∆u

weakly.

Thus the operator ∆D
Ω generates a contractive C0-semigroup T of selfadjoint operators

on L2(Ω). We frequently use the symbolic notation

et∆
D
Ω := T (t) (t ≥ 0) .
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This semigroup governs the heat equation with Dirichlet boundary conditions. Indeed, if
f ∈ L2(Ω), then u(t) = et∆

D
Ω f is the unique solution of






u ∈ C∞((0,∞);L2(Ω)) ∩ C([0,∞);L2(Ω)) ,

u(t) ∈ H1
0 (Ω) (t > 0) ,

u̇(t) = ∆u(t) weakly (t > 0) ,

u(0) = f .

This can be easily shown by transforming ∆D
Ω into a multiplication operator with the help

of the Spectral Theorem.
Next we consider Neumann boundary conditions. It is remarkable that they can be

defined for arbitrary open sets.

Theorem 3.1.5 (the Neumann Laplacian). Let Ω ⊂ Rn be open. Define the operator A on
L2(Ω) by

D(A) = {f ∈ H1(Ω) : there exists g ∈ L2(Ω) such that

−
∫

Ω

∇f∇ϕ =

∫

Ω

gϕ for all ϕ ∈ H1(Ω)}

Af = g .

Then A is selfadjoint and dissipative. We call A the Laplacian with Neumann boundary
conditions or simply the Neumann Laplacian. We denote the operator by ∆N

Ω .

The proof is similar and can be omitted.
Remark that

∆N
Ω f = ∆f weakly

for all f ∈ D(∆N
Ω ). This follows clearly from the definition.

Remark 3.1.6 (comparison of classical and weak Neumann boundary conditions). Assume
that Ω ⊂ Rn is open, bounded with boundary of class C1. Recall Green’s Formula

(3.3)

∫

Ω

∆fgdx =

∫

∂Ω

∂f

∂ν
g dσ −

∫

Ω

∇f∇gdx

(f ∈ C2(Ω̄), g ∈ C1(Ω̄)), where σ denotes the surface measure on ∂Ω. By ν(x) we denote
the exterior normal in each x ∈ ∂Ω; and for f ∈ C1(Ω̄), ∂f

∂ν
(x) = ∇f(x) · ν(x) is the

normal derivative of f in x ∈ ∂Ω. Now define the operator B on L2(Ω) by

D(B) = {f ∈ C2(Ω̄) :
∂f

∂ν |∂Ω

= 0} ,
Bf = ∆f .



36 3. The Laplacian on open sets in Rn

Then (a) B ⊂ ∆N
Ω and

(b) C2(Ω̄) ∩D(∆N
Ω ) ⊂ D(B) .

Proof. a) Let f ∈ D(B). Then by (3.3), −(∆f |ϕ)L2 =
∫
Ω

∇f∇ϕdx for all ϕ ∈ C1(Ω̄).

Since Ω is of class C1, the space C1(Ω̄) is dense in H1(Ω) (see [Bre83, Corollaire IX.8, p.
162]). Hence, going to the limit yields

−(∆f |ϕ)L2 =

∫

Ω

∇f∇ϕ

for all ϕ ∈ H1(Ω). Hence f ∈ D(∆N
Ω ) and ∆N

Ω f = ∆f .
b) Let f ∈ C2(Ω̄) ∩D(∆N

Ω ). Then
∫

Ω

∆fϕ = −
∫

Ω

∇f∇ϕ

for all ϕ ∈ C1(Ω̄). Comparison with (3.3) shows that
∫
∂Ω

∂f
∂ν
ϕdσ = 0 for all ϕ ∈ C1(Ω̄).

This implies ∂f
∂ν

= 0 on ∂Ω.

The operator ∆N
Ω generates a C0-semigroup T on L2(Ω). We frequently use the

notation
et∆

N
Ω := T (t) (t > 0) .

This semigroup governs the heat equation with Neumann boundary conditions.

A natural question occurs: If Ω = Rn, then there is no boundary. So one expects
that the Dirichlet and Neumann Laplacian coincide in this case. This is true indeed.
One has H1

0(Rn) = H1(Rn) which is proved by the standard method of truncation and
regularisation. And as one expects the semigroup generated by the Laplacian on L2(Rn)
is the Gaussian semigroup which is the prototype example for this course. It is given
explicitely by the familiar Gaussian kernel

(4πt)−n/2e−|x−y|2/4t .

Now, the Dirichlet Laplacian on L2(Rn) is just the operator ∆2 := ∆DRn given by

D(∆2) = {u ∈ H1(Rn) : ∆u ∈ L2(Rn)}
= H2(Rn) ,

∆2u = ∆u .

We call ∆2 the Laplacian on L2(Rn).
Theorem 3.1.7. The operator ∆2 generates the C0-semigroup G on L2(Rn) given by

(G(t)f)(x) = (4πt)−n/2
∫Rn

e−|x−y|2/4tf(y)dy .

G is called the Gaussian semigroup.
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3.2 Order properties of H1(Ω)

In this section we establish some order properties of weak derivatives. Let Ω ⊂ Rn
be an open set and let f : Ω → R be measurable. We define f+, f−, |f | : Ω → R
by f+(x) = max{f(x), 0}, f− = (−f)+, |f |(x) = max{f(x),−f(x)}. Observe that
f = f+ − f− and |f | = f+ + f−. Moreover, we define signf : Ω → R by

signf(x) =






1 if f(x) > 0
0 if f(x) = 0
−1 if f(x) < 0 .

Thus |f | = (signf) · f . Finally, we define {f > k} := {x ∈ Ω : f(x) > k} and similarly
{f < k}, {f ≥ k} and {f ≤ k} where k ∈ R. Thus signf = 1{f≥0} − 1{f≤0}.

Proposition 3.2.1. Let f ∈W 1(Ω). Then f+, f−, |f | ∈W 1(Ω) and

Djf
+ = 1{f>0}Djf ,(3.4)

Djf
− = −1{f<0}Djf ,(3.5)

Dj |f | = (signf)Djf .(3.6)

(j = 1, . . . , n). In particular, (f − k)+ ∈ W 1(Ω) and Dj(f − k)+ = 1{f>k}Djf for all
k ∈ R.

We refer to [GT98, p. 152] for the proof.
Note that the identities in Proposition 3.2.1 have to be understood in W 1(Ω), i.e.,

almost everywhere on Ω. The first is equivalent to
∫

Ω

f+(x)Djϕ(x)dx =

∫

{f>0}

Djf(x)ϕ(x)dx

for all ϕ ∈ D(Ω).

We note the following corollary:

Corollary 3.2.2 (Stampacchia’s Lemma). Let f ∈ W 1(Ω), k ∈ R. Then

Djf(x) = 0 for almost all x ∈ {y ∈ Ω : f(y) = k} .
Proof. Replacing f by f − k we can assume that k = 0. Since f = f+ − f− we have
Djf = Djf

+ −Djf
− = 1{f>0}Djf − 1{f<0}Djf .

Corollary 3.2.3. Let f ∈ H1(Ω). Then |f |, f+, f− ∈ H1(Ω). Moreover, if k > 0, then
(f∧k)(x) := min{f(x), k}, (f∨k)(x) := max{f(x), k} define functions f∧k, f∨k ∈ H1(Ω)
and

Dj(f ∧ k) = 1{f<k}Djf ,

Dj(f ∨ k) = 1{f>k}Djf .
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Proof. It follows from Proposition 3.2.1 that Dj |f | = signfDjf , Djf
+ = 1{f>0}Djf

and Djf
− = 1{f<0}Djf ∈ L2(Ω) (j = 1, . . . n). This implies that |f |, f+, f− ∈ H1(Ω).

Moreover, since f ∨ k = f + (k − f)+, one has

Dj(f ∨ k) = Djf + 1{k−f>0}Dj(k − f)

= Djf + 1{f<k}(−Djf)

= 1{f≥k}Djf

= 1{f>k}Djf

by Corollary 3.2.2. Hence Dj(f ∨ k) ∈ L2(Ω) (j = 1, . . . , n) and so f ∨ k ∈ H1(Ω).

It follows from Proposition 3.2.1 that

(3.7) ‖f‖H1(Ω) = ‖ |f | ‖H1(Ω)

for all f ∈ H1(Ω).

Remark 3.2.4. However, H1(Ω) is not a Banach lattice, since 0 ≤ f ≤ g does not imply
‖f‖H1 ≤ ‖g‖H1.

Proposition 3.2.5. The mappings f 7→ |f |, f 7→ f+ and f 7→ f− are continuous from
H1(Ω) into H1(Ω).

For the proof we need the following well-known lemma on weak convergence.

Lemma 3.2.6. Let H be a Hilbert space. Let x, xk ∈ H such that xk ⇀ x and lim
k→∞

‖xk‖ ≤
‖x‖. Then xk → x.

Here xk ⇀ x means weak convergence , i.e., (xk | y) → (x | y) for all y ∈ H .

Proof. lim
k→∞

‖x−xk‖2 = lim
k→∞

{(x−xk | x)−(x | xk)+‖xk‖2} = −‖x‖2 + lim
k→∞

‖xk‖2 = 0.

Proof of Proposition 3.2.5. Let uk → u in H1. We want to show that |uk| → |u|. For this,
it suffices to show that |ukℓ

| → |u| for some subsequence (since then each subsequence
has a subsequence converging to |u|). Since H1 is reflexive, taking a subsequence, we may
assume that |uk|⇀ v in H1. Since |uk| → |u| in L2(Ω), it follows that v = |u|. Moreover,
by (3.7), lim

k→∞
‖|uk|‖H1 = lim

k→∞
‖uk‖H1 = ‖u‖H1 = ‖|u|‖H1. Now the claim follows from

Lemma 3.2.6. Since u+ = 1
2
(u + |u|) and u− = (−u)+, the continuity of all the three

mappings is proved.

Corollary 3.2.7. Let f ∈ H1
0 (Ω). Then f+, f−, |f | ∈ H1

0 (Ω).
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Proof. a) Let ϕ ∈ D(Ω). Then ϕ+ ∈ H1(Ω) by Proposition 3.2.1. Since ϕ+ has compact
support, it follows from Proposition 3.2.8 below that ϕ+ ∈ H1

0 (Ω).
b) Let f ∈ H1

0 (Ω). Let fm ∈ D(Ω) such that fm → f in H1(Ω) as m → ∞. Then
f+
m ∈ H1

0 (Ω) by a) and lim
m→∞

f+
m → f+ in H1(Ω) by Proposition 3.2.5. Thus f+ ∈ H1

0 (Ω).

Hence also f− = (−f)+ and |f | = f+ + f− ∈ H1
0 (Ω).

The elements of H1
0 (Ω) are considered as those functions in H1(Ω) which vanish at

the boundary in a weak sense. In the next proposition we compare the weak and the
strong sense. If Ω ⊂ Rn is open and bounded we let C0(Ω) := {f ∈ C(Ω̄) : f(z) = 0 for
all z ∈ ∂Ω}, where ∂Ω denotes the boundary of Ω.

Proposition 3.2.8. a) If u ∈ H1(Ω) vanishes outside a compact set K ⊂ Ω, then u ∈
H1

0 (Ω).
b) If Ω is bounded, then C0(Ω) ∩H1(Ω) ⊂ H1

0 (Ω).

Proof. a) Denote by (̺k)k∈N a mollifier, i.e. 0 ≤ ̺k ∈ D(Rn), ∫ ̺k = 1, supp̺k ⊂
B(0, 1/k). Then u ∗ ̺k ∈ D(Ω) for k large enough and u ∗ ̺k → u in L2(Ω) and
Dj(u ∗ ̺k) = Dju ∗ ̺k → Dju in L2(Ω) as k → ∞.
b) Let u ∈ C0(Ω) ∩H1(Ω). For k ∈ N let uk = (u − 1

k
)+. Then uk ∈ H1(Ω) by Proposi-

tion 3.2.1. Since uk vanishes outside of a compact set, it follows that uk ∈ H1
0 (Ω) by a).

Moreover, uk → u+ in L2(Ω) and Djuk = 1{u> 1
k
}Dju → Dju a.e. since by Stampacchia’s

Lemma Dju = 0 a.e. on {u = 0}. The Dominated Convergence Theorem implies that
Djuk → Dju in L2(Ω) as k → ∞.

3.3 Positivity

The aim of this section is to show that the semigroups generated by the Dirichlet and
Neumann Laplacian are positive.

Let Ω ⊂ Rn be an open set and 1 ≤ p ≤ ∞. By Lp(Ω)+ = {f ∈ Lp(Ω) : f ≥ 0} we
denote the positive cone in Lp(Ω) (where f ≥ 0 means that f(x) ∈ R+ a.e.). A bounded
operator B on Lp(Ω) is called positive (we write B ≥ 0) if BLp(Ω)+ ⊂ Lp(Ω)+. Finally,
a C0-semigroup T on Lp(Ω) is called positive if T (t) ≥ 0 for all t ≥ 0.

Now we consider the C0-semigroups (et∆
D
Ω )t≥0 and (et∆

N
Ω )t≥0 on L2(Ω) generated by

the Dirichlet Laplacian ∆D
Ω and the Neumann Laplacian ∆N

Ω , respectively.

Theorem 3.3.1. The semigroups (et∆
D
Ω )t≥0 and (et∆

N
Ω )t≥0 on L2(Ω) are positive.

Proof. Let A = ∆D
Ω or ∆N

Ω , T (t) = etA. Since by Euler’s formula,

etA = lim
n→∞

(I − t

n
A)−n
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strongly, it suffices to show that R(λ,A) ≥ 0 for λ > 0. Let A = ∆D
Ω or A = ∆N

Ω . Let
0 ≥ f ∈ L2(Ω), u = R(λ,A)f . We have to show that u ≤ 0. One has

λ‖u+‖2
L2 = (λu | u+)

= (λu−Au | u+) + (Au | u+)
= (f | u+) + (Au | u+)
≤ (Au | u+) (since f ≤ 0)

= −
n∑
j=1

∫
Ω
DjuDju

+dx (by the definition of A)

= −
n∑
j=1

∫
Ω
(Dju

+)2dx (by (3.4))

≤ 0 .

Hence u+ = 0; i.e., u ≤ 0.

3.4 The Poincaré Inequality and exponential stability

Let Ω be an open set in Rn. We say that Ω lies in a strip of width d if there exists
j0 ∈ {1, . . . , n} such that |xj0| ≤ d for all x = (x1, . . . , xn) ∈ Ω.

Theorem 3.4.1 (Poincaré’s Inequality). Let Ω ⊂ Rn be open and assume that it lies in a
strip of width d. Then for all u ∈ H1

0 (Ω),

‖u‖L2(Ω) ≤ 2d

(∫

Ω

|∇u|2
) 1

2

.

Proof. By density, it suffices to show the inequality for u ∈ D(Ω). Let us without loss of
generality assume that j0 = 1, i.e., |x1| ≤ d for all x = (x1, . . . xn) ∈ Ω.

a) Let h ∈ C1[−d, d], h(0) = 0. Then by the Cauchy–Schwarz inequality

∫ d

−d

|h(x)|2dx =

∫ d

−d

∣∣∣∣
∫ x

−d

h′(y)dy

∣∣∣∣
2

dx

≤
∫ d

−d

(∫ x

−d

|h′(y)|2dy
)

(x+ d)dx

≤ 2d

∫ d

−d

∫ x

−d

|h′(y)|2dydx

= (2d)2

∫ d

−d

|h′(y)|2dy.
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b) Let now u ∈ D(Ω). Then by a) one has

∫

Ω

|u|2 ≤ (2d)2

∫R . . .∫R ∫ d

−d

|D1u(x1, . . . , xn)|2dx1 . . . dxn

≤ (2d)2

∫

Ω

|∇u|2.

This concludes the proof.

Poincaré’s inequality implies that

[u | v] :=

∫

Ω

∇u∇v

defines an equivalent scalar product on H1
0 (Ω) if Ω lies in a strip.

Now we want to reformulate Poincaré’s inequality in terms of the asymptotic be-
haviour of the semigroup (et∆

D
Ω )t≥0 on L2(Ω).

Proposition 3.4.2. Let A be a selfadjoint operator on a Hilbert space H such that

ω := sup{(Au | u)H : u ∈ D(A), ‖u‖H = 1} <∞.

Then A generates a C0-semigroup and

‖etA‖L(H) ≤ etω.

Proof. Let ω1 ∈ R such that ω1 ≥ ω. Then A− ω1 is dissipative, hence

‖e−tω1etA‖L(H) = ‖et(A−ω1)‖L(H) ≤ 1.

Theorem 3.4.3. Let Ω ⊂ Rn be open. If Ω lies in a strip, then there exists ǫ > 0 such that

‖et∆D
Ω ‖L(H) ≤ e−ǫt (t ≥ 0).

Proof. By Poincaré’s inequality there exists a constant ω > 0 such that ω‖u‖2
L2(Ω) ≤∫

Ω
|∇u|2. Hence

(∆D
Ωu | u)L2(Ω) = −

∫

Ω

|∇u|2 ≤ −ω‖u‖2
L2(Ω)

for all u ∈ D(∆D
Ω ) ⊂ H1

0(Ω).
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3.5 Exercises

A closed subspace J of H1(Ω) is called an ideal if
a) 0 ≤ u ≤ v, v ∈ J, u ∈ H1(Ω) implies u ∈ J and
b) u ∈ J implies |u| ∈ J .

In the first exercise we show that H1
0 (Ω) is an ideal of H1(Ω).

Exercise 3.5.1 (ideal property of H1
0 (Ω)). Let Ω ⊂ Rn be open.

a) Let u, v ∈ H1(Ω), 0 ≤ u ≤ v. Assume that v ∈ H1
0 (Ω). Show that also u ∈ H1

0 (Ω).
b) Show by an example that the order interval [0, v] := {u ∈ H1(Ω) : 0 ≤ u ≤ v} is not norm bounded.
c) Let u ∈ H1

0 (Ω), k > 0. Show that u ∧ k and (u − k)+ ∈ H1
0 (Ω).

Exercise 3.5.2 (points do no matter in dimension n ≥ 3). a) Let u ∈ C∞
c (Rn), n ≥ 3. Let η : R → R

be infinitely differentiable such that 0 ≤ η ≤ 1, η(x) = 0 if |x| ≤ 1 and η(x) = 1 if |x| ≥ 2. Let
uk(x) = η(k|x|)u(x). Show that uk → u (k → ∞) in H1(Rn).
b) Let Ω̃ = {x ∈ R3 : |x| < 1}, Ω = {x ∈ R3 : 0 < |x| < 1}. Show that D(Ω̃) ⊂ H1

0 (Ω).

For the next exercise we need a more precise description of the Sobolev space in dimension 1. Let
−∞ < a < b < ∞. We say that u ∈ L2(a, b) is continuous if there exists ũ ∈ C[a, b] such that u = ũ. a.e.
Such ũ is then unique and we identify u and ũ. We have the following result.

Theorem 3.5.3 (Sobolev space in 1 dimension). For u ∈ L2(a, b) the following are equivalent.

(i) u ∈ H1(a, b);

(ii) u is continuous and there exists u′ ∈ L2(a, b) such that

u(t) = u(a) +

t∫

a

u′(s)ds .

In that case u′ is the weak derivative of u.

From this we obtain the following formula for integration by parts as an application of Fubini’s
Theorem.

Exercise 3.5.4 (integration by parts and the Neumann Laplacian). a) Show that

b∫

a

u′(t)v(t)dt = [u(t)v(t)]ba −
b∫

a

u(t)v′(t)dt

for all u, v ∈ H1(a, b).
b) Let ∆N

Ω be the Neumann Laplacian on L2(a, b). Show that ∆N
Ω u = u′′ and

D(∆N
Ω ) = {u ∈ H2(a, b) : u′(a) = u′(b) = 0} .

Hint: Observe first that H2(a, b) ⊂ C1[a, b].

Exercise 3.5.5. Let Ω be an open set and u ∈ H1
0 (Ω). Define

ũ(x) :=

{
u(x) if x ∈ Ω ,
0 if x ∈ Rn \ Ω .

Show that ũ ∈ H1(Rn) and Dj ũ = (Dju)∼, j = 1, · · ·n.
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3.6 Comments

More information on the Dirichlet Laplacian can be found in the ISEM-Manuscript 1999 [ISEM 99/00].
The proof of Theorem 3.1.5 is given in [ISEM 99/00, Theorem 4.2.5].

Exercise 3.5.2 b) shows that in general for bounded open sets it is not true that H1
0 (Ω) ∩ C(Ω̄)

is included in C0(Ω). However it is true if Ω satisfies mild boundary conditions, for instance if Ω has
Lipschitz boundary. In fact, recently M. Biegert and M. Warma [BW02] proved the following.

Theorem 3.6.1. Let Ω ⊂ Rn be open and bounded. The following are equivalent.

(i) C(Ω̄) ∩ H1
0 (Ω) ⊂ C0(Ω);

(ii) Ω is regular in capacity, i.e., cap(B(z, r) \ Ω) > 0 for all z ∈ ∂Ω, r > 0.

Here B(z, r) = {x ∈ Rn : |x − z| < r} denotes the ball of centre z and radius r > 0. Moreover,

cap(A) := inf{ ‖u‖H1(Rn) : u ∈ H1(Rn) ,
u ≥ 1 in a neighborhood of A}

denotes the capacity of a subset A of Rn. This is an outer measure which allows one to describe fine

properties of the Laplacian.



44 3. The Laplacian on open sets in Rn



Lecture 4

Domination, Kernels and Extrapolation

In this lecture we first establish the Dunford–Pettis criterion for kernels. We apply it
to the Dirichlet Laplacian. For that we will show that the semigroup generated by the
Dirichlet Laplacian on L2(Ω) is monotone as a function of the domain Ω ⊂ Rn. This is
the first instance of a Gaussian estimate which will be studied more in detail later. These
estimates allow us to extrapolate the semigroups to Lp-spaces and we investigate which
properties on L2 extrapolate to Lp.

Throughout this lecture we consider real spaces.

4.1 Kernels

In this section we establish the important Dunford–Pettis criterion for kernels. Let Ω ⊂ Rn
be an open set and k ∈ L∞(Ω × Ω). Then

(4.1) (Bkf)(x) :=

∫

Ω

k(x, y)f(y)dy

defines a bounded operator Bk ∈ L(L1(Ω), L∞(Ω)) and

‖Bk‖L(L1(Ω),L∞(Ω)) ≤ ‖k‖L∞(Ω×Ω) .

If E ⊂ Rn is a Borel set we denote by |E| the Lebesgue measure of E.

Theorem 4.1.1 (Dunford–Pettis). The mapping k 7→ Bk is an isometric isomorphism from
L∞(Ω × Ω) onto L(L1(Ω), L∞(Ω)). Moreover

(4.2) Bk ≥ 0 if and only if k ≥ 0

for all k ∈ L∞(Ω × Ω).

45
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Proof. For f, g ∈ L1(Ω) we define f ⊗ g ∈ L1(Ω × Ω) by (f ⊗ g)(x, y) := f(x)g(y). Then
‖f ⊗ g‖L1(Ω×Ω) = ‖f‖L1(Ω) · ‖g‖L1(Ω). It follows from the construction of the product
measure that the space

F :=

{
n∑

i=1

ci1Ei
⊗ 1Fi

: n ∈ N , ci ∈ R , Ei, Fi ⊂ Ω measurable of finite measure

}

is dense in L1(Ω × Ω). Let B ∈ L(L1(Ω), L∞(Ω)). Define φ : F → R by

φ(u) =

m∑

i=1

ci

∫

Ω

(B1Ei
)(y) · 1Fi

(y)dy

where u =
m∑
i=1

ci1Ei
⊗ 1Fi

. It is easy to see that this definition is independent of the

representation of u (Exercise 4.5.2). Hence φ : F → R is a linear mapping. We show that

|φ(u)| ≤ ‖B‖L(L1(Ω),L∞(Ω)) · ‖u‖L1(Ω×Ω) .

For that we can assume that (Ei × Fi) ∩ (Ej × Fj) = ∅ for i 6= j. This implies that

‖u‖L1(Ω×Ω) =
m∑

i=1

|ci| · |Ei| · |Fi| .

Hence |φ(u)| ≤
m∑

i=1

|ci| ‖B1Ei
‖L∞(Ω) ‖1Fi

‖L1(Ω)

≤
m∑

i=1

|ci| ‖B‖L(L1(Ω),L∞(Ω)) ‖1Ei
‖L1(Ω) ‖1Fi

‖L1(Ω)

= ‖B‖L(L1(Ω),L∞(Ω)) ‖u‖L1(Ω×Ω) .

Since (L1(Ω × Ω))′ = L∞(Ω × Ω), there exists a function k ∈ L∞(Ω × Ω) such that
‖k‖L∞(Ω×Ω) ≤ ‖B‖L(L1(Ω),L∞(Ω)) and

φ(u) =

∫

Ω

∫

Ω

u(y, x)k(x, y)dydx

for all u ∈ F . In particular, for simple functions f, g ∈ L1(Ω) we have
∫

Ω

(Bf)(x)g(x)dx = φ(f ⊗ g) =

∫

Ω

∫

Ω

k(x, y)f(y)dyg(x)dx

=

∫

Ω

(Bkf)(x)g(x)dx .
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It follows that Bf = Bkf for all simple functions f in L1(Ω). Hence B = Bk. We have
shown that the mapping k 7→ Bk : L∞(Ω × Ω) → L(L1(Ω), L∞(Ω)) is surjective and
isometric. Finally, since functions of the type

u =
m∑

j=1

fj ⊗ gj with fj , gj ∈ L1(Ω)+

are dense in L1(Ω × Ω)+ it follows that Bk ≥ 0 if and only if
∫
Ω×Ω

uk ≥ 0 for all

u ∈ L1(Ω × Ω)+; i.e., if and only if k ≥ 0 a.e. .

Let B ∈ L(Lp(Ω)) where 1 ≤ p <∞. We define

‖B‖L(L1(Ω),L∞(Ω)) := sup
{
‖Bf‖L∞(Ω) : f ∈ L1(Ω) ∩ Lp(Ω), ‖f‖L1(Ω) ≤ 1

}
.

Observe that L1(Ω) ∩ Lp(Ω) is dense in Lp(Ω). To say that ‖B‖L(L1(Ω),L∞(Ω)) < ∞
means that there exists a unique operator B̃ ∈ L(L1(Ω), L∞(Ω)) such that

B̃f = Bf for all f ∈ Lp(Ω).

Hence by the Dunford-Pettis Theorem there exists a unique k ∈ L∞(Ω × Ω) such that
B̃ = Bk. We have shown the following.

Corollary 4.1.2. Let 1 ≤ p <∞, B ∈ L(Lp(Ω)) such that

(4.3) ‖B‖L(L1(Ω),L∞(Ω)) <∞.

Then there exists a function k ∈ L∞(Ω × Ω) such that

(4.4) (Bf)(x) =

∫

Ω

k(x, y)f(y)dy a.e.

for all f ∈ L1(Ω) ∩ Lp(Ω). In that case B ≥ 0 if and only if k ≥ 0.

We call k the kernel of B. It is worth to state explicitly the following (obvious)
domination property.

Corollary 4.1.3. Let 1 ≤ p <∞, B1, B2 ∈ L(Lp(Ω)) such that 0 ≤ B1 ≤ B2. Assume that
B2 has a bounded kernel k2. Then B1 has a bounded kernel k1 ∈ L∞(Ω × Ω) and

0 ≤ k1(x, y) ≤ k2(x, y) a.e. .
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4.2 Monotonicity

Our next aim is to show that the semigroups generated by the Dirichlet-Laplacian ∆D
Ω

and the Neumann Laplacian ∆N
Ω possess a kernel and that the kernels of the Dirichlet

Laplacian are monotonic with respect to Ω.

For an open set Ω ⊂ Rn we consider Lp(Ω) as a subspace of Lp(Rn) identifying a
function f ∈ Lp(Ω) with its extension by zero f̃ ∈ Lp(Rn). If B is a bounded operator on
Lp(Ω) we may extend B to Lp(Rn) by defining

Bf := B(f1Ω)̃ (f ∈ Lp(Rn)).
In that way L(Lp(Ω)) becomes a subspace of L(Lp(Rn)) such that B ≥ 0 in L(Lp(Ω)) if
and only if B ≥ 0 in L(Lp(Rn)).

If T is a semigroup on Lp(Ω), considering T (t) as operator on Lp(Rn), the semigroup
property

T (t+ s) = T (t)T (s) (t, s ≥ 0)

still holds. But T (0) is the projection onto Lp(Ω) given by T (0)f = 1Ωf . Moreover, the
mapping t 7→ T (t) : R+ → L(Lp(Rn)) is strongly continuous.

If B1, B2 are bounded operators on L2(Rn) we write B1 ≤ B2 if B2 − B1 ≥ 0. Our
aim is to prove the following comparison result.

Theorem 4.2.1.

1. One has always

(4.5) 0 ≤ et∆
D
Ω ≤ et∆

N
Ω .

2. If Ω1,Ω2 ⊂ Rn are open such that Ω1 ⊂ Ω2, then

(4.6) 0 ≤ et∆
D
Ω1 ≤ et∆

D
Ω2 .

For the proof we use the notion of positive distributions. By D(Ω)′ we denote the
space of all distributions. For u ∈ D(Ω)′ we write

u ≥ 0 if u(ϕ) ≥ 0 for all ϕ ∈ D(Ω)+ .

Here D(Ω)+ := {ϕ ∈ D(Ω) : ϕ ≥ 0}. We identify L1
loc(Ω) with a subspace of D(Ω)′ by

defining uf ∈ D(Ω)′ by

uf(ϕ) :=

∫

Ω

fϕdx (ϕ ∈ D(Ω))
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whenever f ∈ L1
loc(Ω). Then

uf ≥ 0 if and only if f ≥ 0.

If u ∈ D(Ω)′ the Laplacian ∆u ∈ D(Ω)′ is defined by

(∆u)(ϕ) := u(∆ϕ) (ϕ ∈ D(Ω)) .

For u, v ∈ D(Ω)′ we write

u ≤ v if and only if u(ϕ) ≤ v(ϕ) for all ϕ ∈ D(Ω)+ .

Moreover, we let H1(Ω)+ := L2(Ω)+ ∩H1(Ω) and H1
0 (Ω)+ := L2(Ω)+ ∩H1

0 (Ω).

Lemma 4.2.2. The cone D(Ω)+ is dense in H1
0 (Ω)+.

Proof. Let f ∈ H1
0 (Ω)+. There exist ϕk ∈ D(Ω) such that ϕk → f in H1(Ω) as k → ∞.

Hence ϕ+
k → f in H1(Ω) by Proposition 3.2.5. Since ϕ+

k vanishes outside a compact set
it can be approximated by positive test functions. This is done by convolving with a
mollifier as in Proposition 3.2.8.

Lemma 4.2.3. Let λ > 0, u ∈ H1
0 (Ω), 0 ≤ v ∈ H1(Ω) such that

λu− ∆u ≤ λv − ∆v in D(Ω)′.

Then u ≤ v.

Proof. Let 0 ≤ ϕ ∈ D(Ω). Then

(4.7)

∫

Ω

λuϕdx+

∫

Ω

∇u∇ϕdx ≤ λ

∫

Ω

vϕdx+

∫

Ω

∇v∇ϕdx

for all 0 ≤ ϕ ∈ D(Ω). It follows by density that (4.7) remains true for all ϕ ∈ H1
0 (Ω)+

(see Lemma 4.2.2). Note that (u− v)+ ∈ H1
0 (Ω). In fact, let uk ∈ D(Ω) such that uk → u

in H1(Ω) as k → ∞. Then (uk − v)+ has compact support, hence (uk − v)+ ∈ H1
0 (Ω) by

Proposition 3.2.8. It follows that (u − v)+ = limk→∞(uk − v)+ ∈ H1
0 (Ω). Now it follows

from (4.7) applied to ϕ := (u− v)+ that
∫

Ω

λu(u− v)+dx+

∫

Ω

∇u∇(u− v)+dx ≤ λ

∫

Ω

v(u− v)+dx+

∫

Ω

∇v∇(u− v)+dx .

Hence ∫

Ω

λ(u− v)+2dx =

∫

Ω

λ(u− v)(u− v)+dx

≤
∫

Ω

∇(v − u)∇(u− v)+

= −
∫

Ω

|∇(u− v)+|2dx (by (3.4))

≤ 0 .

It follows that (u− v)+ ≤ 0; i.e., u ≤ v.
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Proof of Theorem 4.2.1.

1. Since etA = lim
n→∞

(I − t
n
A)−n strongly, where A = ∆D

Ω or A = ∆N
Ω , it suffices to show

that
R(λ,∆D

Ω ) ≤ R(λ,∆N
Ω ) (λ > 0).

Let 0 < λ, u := R(λ,∆D
Ω )f ∈ H1

0 (Ω)+ and v := R(λ,∆N
Ω )f ∈ H1(Ω)+ where

f ∈ L2(Ω)+. Then
λu− ∆u = f = λv − ∆v in D(Ω)′.

It follows from Lemma 4.2.3 that u ≤ v.

2. Let λ > 0, 0 ≤ f ∈ L2(Ω1). We have to show that

u := R(λ,∆D
Ω1

)f ≤ R(λ,∆D
Ω2

)f =: v.

One has u ∈ H1
0 (Ω1)+, v|Ω1

∈ H1(Ω1) and λu − ∆u = f = λv − ∆v weakly. It
follows from Lemma 4.2.3 that u ≤ v.

It follows from Theorem 4.2.1 that

(4.8) 0 ≤ et∆
D
Ω ≤ G(t) (t ≥ 0)

where G denotes the Gaussian semigroup on L2(Rn). From this we can deduce that et∆
D
Ω

is a kernel operator by the the Dunford–Pettis Theorem.

We apply the preceding results to the semigroup generated by the Dirichlet Laplacian.
Indeed we have the following

Theorem 4.2.4. Let Ω ⊂ Rn be open. Then et∆
D
Ω has a bounded kernel kt satisfying

0 ≤ kt(x, y) ≤ (4πt)−n/2e−|x−y|2/4t a.e.

for all t > 0.

Proof. It follows from Theorem 4.2.1 that 0 ≤ et∆
D
Ω ≤ G(t). The operator G(t) has the

bounded kernel (4πt)−n/2e−|x−y|2/4t. So the claim follows from Corollary 4.1.3.

Theorem 4.2.4 is a remarkable result. It is impossible to describe the semigroup et∆
D
Ω

(unless Ω is of very special nature). Nonetheless we know that the semigroup has a kernel
which is dominated by the Gaussian kernel. Later we will see that a quite similar result
is true for a very general class of elliptic operators.

Corollary 4.2.5. Let Ω ⊂ Rn be open of finite measure. Then the operator et∆
D
Ω is compact

for every t > 0. Consequently, ∆D
Ω has compact resolvent.

Proof. Since et∆
D
Ω has a bounded kernel kt ∈ L∞(Ω × Ω) ⊂ L2(Ω × Ω), it is a Hilbert-

Schmidt operator (Theorem 1.6.1). Thus et∆
D
Ω is compact for t > 0. Consequently,

R(λ,∆D
Ω ) is compact for λ > 0 (see Proposition 2.5.7).
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4.3 Submarkovian Operators

Let (Ω,Σ, µ) be a σ-finite measure space, 1 ≤ p ≤ ∞, and let S : Lp(Ω) → Lp(Ω) be
linear. We say that S is submarkovian if f ≤ 1 implies Sf ≤ 1 for all f ∈ Lp(Ω). Here
we use the notation f ≤ g :⇐⇒ f(x) ≤ g(x) a.e. .

Proposition 4.3.1. Each submarkovian mapping is positive and hence continuous.

Proof. Let f ≤ 0. Then kf ≤ 1 for all k ∈ N. Hence kSf = S(kf) ≤ 1 for all k ∈ N. This
implies that Sf ≤ 0. We have shown that S is positive. See the notes 4.6.8 for automatic
continuity of positive linear mappings.

Recall that

(4.9) L1(Ω) ∩ L∞(Ω) ⊂ Lp(Ω) ⊂ L1(Ω) + L∞(Ω)

for all 1 ≤ p ≤ ∞.

Lemma 4.3.2. Let S : L1(Ω)∩L∞(Ω) → L1(Ω)+L∞(Ω) be positive and linear, 1 < p <∞
and let 1/p+ 1/p′ = 1. Then for 0 ≤ f, g ∈ L1(Ω) ∩ L∞(Ω),

(4.10) S(f · g) ≤ (Sf p)1/p · (Sgp′)1/p′.

Proof. For a, b > 0 one has

(4.11) a · b = inf
t>0

{
tp
ap

p
+ t−p

′ bp
′

p′

}
.

Hence

(4.12) f · g ≤ tp

p
f p +

t−p
′

p′
gp

′

a.e.

and so

S(f · g) ≤ tp

p
S(f p) +

t−p
′

p′
S(gp

′

) a.e.

for all t > 0. Taking the infinum over t > 0 and applying (4.11) one deduces (4.10).

Let 1 ≤ p ≤ ∞, D ⊂ Lp(Ω). For a linear mapping S : D → L1(Ω) + L∞(Ω) we let

‖S‖L(Lp(Ω)) := sup
{
‖Sf‖Lp(Ω) : f ∈ D, ‖f‖Lp(Ω) ≤ 1

}
.

To say that an operator S ∈ L(Lp(Ω)) is submarkovian means ‖S‖L(L∞(Ω)) ≤ 1 and S ≥ 0.
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Theorem 4.3.3. Let S ∈ L(L1(Ω)) be positive such that ‖S‖L(L1(Ω)) , ‖S‖L(L∞(Ω)) ≤ M .
Then there exists a unique family of consistent operators Sp ∈ L(Lp(Ω)), 1 ≤ p ≤ ∞,
such that

1. S = S1

2. S∞ is an adjoint operator.

To say that the family is consistent means

Spf = Sqf for all f ∈ Lp(Ω) ∩ Lq(Ω) and all 1 ≤ p, q ≤ ∞.

To say that S∞ is an adjoint operator means that there exists an operator T ∈ L(L1(Ω))
such that S∞ = T ′.

Proof.

(a) We have to show that there exists a unique operator T ∈ L(L1(Ω)) such that
T ′f = Sf for all f ∈ L1(Ω) ∩ L∞(Ω). Then we let S∞ := T ′. Uniqueness of T is
easy to see. In order to prove existence we note that the hypothesis implies that
S(L1(Ω)∩L∞(Ω)) ⊂ L1(Ω)∩L∞(Ω) and ‖Sf‖Lp(Ω) ≤M ‖f‖Lp(Ω) for p = 1,∞ and

for all f ∈ L1(Ω)∩L∞(Ω). Observe that a function g ∈ L∞(Ω) is in L1(Ω)∩L∞(Ω)
and ‖g‖L1(Ω) ≤M if and only if

∣∣∣∣
∫

Ω

g(x)ϕ(x) dx

∣∣∣∣ ≤M ‖ϕ‖L∞(Ω)

for all ϕ ∈ L1(Ω) ∩ L∞(Ω). This shows that the adjoint S ′ ∈ L(L∞(Ω)) of S leaves
L1(Ω) ∩ L∞(Ω) invariant and ‖S ′f‖L1(Ω) ≤ M ‖f‖L1(Ω) for all f ∈ L1(Ω) ∩ L∞(Ω).

By density of L1(Ω)∩L∞(Ω) in L1(Ω), there exists a unique operator T ∈ L(L1(Ω))
such that Tf = S ′f for all f ∈ L1(Ω) ∩ L∞(Ω). This implies that T ′g = Sg for all
g ∈ L1(Ω) ∩ L∞(Ω).

(b) By (a) there exists a linear, positive extension S̃ : L1(Ω)+L∞(Ω) → L1(Ω)+L∞(Ω)

of S such that ‖S̃f‖L∞(Ω) ≤M ‖f‖L∞(Ω) for all f ∈ L∞(Ω). In particular, S̃1 ≤ M .

(c) It follows from Lemma 4.3.2 that

S(f) ≤ (S̃f p)
1
p (S̃1)

1
p′ ≤ (S̃f p)

1
pM

1
p′

whenever 0 ≤ f ∈ L1(Ω) ∩ L∞(Ω).
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(d) By assumption ‖S‖L(L1(Ω)) ≤M . Let 0 ≤ f ∈ L1(Ω) ∩ L∞(Ω). Then by (c)

‖Sf‖Lp(Ω) =

(∫

Ω

(Sf)p
)1/p

≤
(∫

Ω

S̃f p
)1/p

M
1
p′ ≤ M

1
p‖f‖LpM

1
p′ = M‖f‖p

where 1 < p <∞. Since L1(Ω)∩L∞(Ω) is dense in Lp(Ω), the operator S|L1(Ω)∩L∞(Ω)

has a continuous extension Sp ∈ L(Lp(Ω)).

We add the interpolation inequality whose proof is also based on Lemma 4.3.2.

Theorem 4.3.4 (Interpolation Inequality). Let S : L1(Ω) ∩ L∞(Ω) → L1(Ω) + L∞(Ω) be
positive and linear. Let

1 < p, q <∞, 0 < θ < 1,
1

r
=

1 − θ

p
+
θ

q
.

Then

(4.13) ‖S‖L(Lr(Ω)) ≤ ‖S‖1−θ
L(Lp(Ω)) · ‖S‖

θ
L(Lq(Ω)) .

Proof. Since |Sf | ≤ S |f |, we may assume that f ≥ 0. Let s = p
(1−θ)r

, s′ = q
θr

. Then

1 < s <∞ and 1
s

+ 1
s′

= 1. Since f = f r(1−θ)/p · f rθ/q it follows from Lemma 4.3.2 that

Sf ≤ (Sf r/p)1−θ(Sf r/q)θ.

Hence by Hölder’s inequality,

∫

Ω

(Sf)r ≤
(∫

Ω

(Sf r/p)(1−θ)rs

)1/s(∫

Ω

(Sf r/q)θrs
′

)1/s′

=
∥∥Sf r/p

∥∥p/s
Lp(Ω)

·
∥∥Sf r/q

∥∥q/s′
Lq(Ω)

≤ ‖S‖p/sL(Lp(Ω))

∥∥f r/p
∥∥p/s
Lp(Ω)

· ‖S‖q/s′L(Lq(Ω))

∥∥f r/q
∥∥q/s′
Lq(Ω)

= ‖S‖(1−θ)r
L(Lp(Ω)) ‖f‖r/sLr(Ω) · ‖S‖

θr
L(Lq(Ω)) ‖f‖r/s′Lr(Ω) .

Hence
‖Sf‖Lr(Ω) ≤ ‖S‖1−θ

L(Lp(Ω)) ‖S‖
θ
L(Lq(Ω)) ‖f‖Lr(Ω) .

Remark 4.3.5 (Riesz-Thorin Theorem). Theorem 4.3.4 remains true if the assumption that
S be positive is omitted. This is precisely what the Riesz-Thorin Interpolation Theorem
says.
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4.4 Extrapolation of semigroups

In this section we investigate how a submarkovian semigroup defined on L2(Ω) can be
extrapolated to Lp(Ω) and how properties of the given semigroup are inherited by the ex-
tended semigroup. We restrict ourselves to positive semigroups since most of our examples
will be positive. In the comments we state more general results.

Let T be a positive C0-semigroup on L2(Ω) with generator A, where (Ω,Σ, µ) is a
σ-finite measure space. Assume that for 0 ≤ t ≤ 1,

(4.14) ‖T (t)‖L(L1(Ω)) ≤M and ‖T (t)‖L(L∞(Ω)) ≤M.

Then by (2.14) there exists ω ∈ R such that

‖T (t)‖L(Lp(Ω)) ≤ Meωt (t ≥ 0)

for p = 1,∞. By Theorem 4.3.3 there exists a consistent family of operators Tp(t) ∈
L(Lp(Ω)) such that ‖Tp(t)‖L(Lp(Ω)) ≤ Meωt, where T∞(t) is σ(L∞(Ω), L1(Ω))-continuous,

and T2(t) = T (t), the given semigroup. It is obvious from consistency that

Tp(t)Tp(s) = Tp(t+ s) (t, s ≥ 0)

for all 1 ≤ p ≤ ∞.

Theorem 4.4.1. The function Tp is a C0-semigroup for 1 ≤ p < ∞, i.e., Tp is strongly
continuous on R+.

Proof.

1. Let 1 < p < 2 and 0 < θ < 1 be such that 1
p

= 1−θ
1

+ θ
2
. Then by Hölder’s inequality

‖(Tp(t) − Tp(t0))f‖Lp(Ω) ≤ ‖(T2(t) − T2(t0))f‖θL2(Ω) · ‖(T1(t) − T1(t0))f‖1−θ
L1(Ω) .

Since T2(·)f is continuous, also Tp(·)f is continuous.
If 2 < p <∞ we write 1/p = (1 − θ)/∞ + θ/2 and argue similarly.

2. p = 1. The proof is given in several steps.

(a) T1(t)f ∧ f → f as t → 0+ for each 0 ≤ f ∈ L1(Ω). In fact, consider first
0 ≤ f ∈ L1(Ω) ∩ L2(Ω). Let tn ↓ 0. Considering a subsequence, if necessary,
such that T2(tn)f → f a.e. . Hence T1(tn)f∧f → f in L1(Ω) by the Dominated
Convergence Theorem. Since L1

+(Ω)∩L2(Ω) is dense in L1
+(Ω) the claim follows.
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(b) Let f ∈ L1(Ω). We show that the set {T1(t)f : 0 < t ≤ 1} is weakly compact
in L1(Ω). We may assume that f ≥ 0. Since L1

+(Ω)∩L2(Ω) is dense in L2
+(Ω)

we may also assume that f ∈ L1
+(Ω) ∩ L2(Ω). Recall that for u ∈ L1

+(Ω) the
order interval [0, u] := {g ∈ L1(Ω) : 0 ≤ g ≤ u} is weakly compact [Sch74].

For fn := n

1/n∫

0

(T2(s)f ∧ f)ds we get that T1(t)fn ≤ n

2∫

0

T2(s)f ds =: u.

Since ‖T2(s)f‖L1(Ω) ≤M ‖f‖L1(Ω) it follows that

|< u, ϕ >| ≤ n2M ‖f‖L1(Ω) ‖ϕ‖L∞(Ω)

for all ϕ ∈ L2(Ω) ∩ L∞(Ω). Hence u ∈ L1(Ω) (observe that u is the limit in
L2(Ω) of Riemann sums). Then {T1(t)fn : 0 < t ≤ 1} is contained in an order
interval and hence is weakly compact. Since fn → f in L1(Ω) by (2a), it follows
that also {T1(t)f : 0 < t ≤ 1} is weakly compact.

(c) Since L1(Ω) is separable, there is a dense sequence {fi : i ∈ N} in L1(Ω). Let
tn ↓ 0. By (2b) and by a diagonal sequence argument, we find a subsequence
such that T (tnl

)fi converges weakly as l → ∞ for all i ∈ N. Hence Pf :=
liml→∞ T (tnl

)f converges weakly for all f ∈ L1(Ω). Then P ∈ L(L1(Ω)) and
Pf = f for all f ∈ L1(Ω)∩L2(Ω). Consequently, Pf = f for all f ∈ L1(Ω). We
have shown that T (t)f converges weakly to f as t ↓ 0. By a general result on
semigroups [Dav80, Proposition 1.2.3], this implies that T is a C0-semigroup.

Next we want to discuss the semigroup T∞. We will introduce the notion of a dual
semigroup. Let T be a C0-semigroup on a Banach space X, then (T ′(t))t≥0 is a family of
operators on X ′ satisfying

T ′(t+ s) = T ′(t)T ′(s) s, t ≥ 0.

But T ′(·)x′ is merely continuous for the σ(X ′, X)-topology. We call T ′ a dual semigroup
and the adjoint A′ of A the generator of T ′.
If X is reflexive, then T ′ is a C0-semigroup (see [ABHN01, Corollary 3.3.9]). Coming back
to the semigroups Tp, 1 ≤ p ≤ ∞, introduced before, it is easy to see that T∞ is a dual
semigroup. In fact, S = T ′ is a C0-semigroup on L2(Ω), since L2 is reflexive. Thus S1 is
a C0-semigroup by Theorem 4.4.1. It is clear that T∞(t) = S1(t)

′.

We call the family (Tp(t))t≥0, 1 ≤ p ≤ ∞, the extrapolation semigroups of T . Next
we investigate how some properties are inherited by Tp from T2.
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Theorem 4.4.2. Assume that T (t) is compact for t > 0. Then also Tp(t) is compact for
1 < p <∞, t > 0.

This follows from the following result applied to T (t) and T ′(t).

Proposition 4.4.3. Let 1 ≤ p0 < p1 ≤ ∞ and let Ap ∈ L(Lp(Ω)), p0 ≤ p < p1, be a
consistent family of operators, i.e.,

Apf = Aqf for f ∈ Lp(Ω) ∩ Lq(Ω), p0 ≤ p, q < p1 .

If Ap0 is compact, then also Ap is compact for all p ∈ [p0, p1).

Proof. Denote by I the set of all sets of finite disjoint subsets E1, . . . , Em with 0 < |Ej| <
∞ ordered by inclusion. For i ∈ I,

Pif :=

m∑

j=1

|Ej|−1

∫

Ej

f(x)dx 1Ej

defines a finite rank projection on Lq(Ω) with norm ‖Pi‖L(Lq(Ω)) ≤ 1 for all 1 ≤ q < ∞.
Moreover limi Pif = f in Lq(Ω) for all f ∈ Lq(Ω). This limit is uniform on compact
subsets of Lq(Ω). Since Ap0 is compact, it follows that

lim
i
‖Ap0 − PiAp0‖L(Lp0 (Ω)) = 0.

Now let p0 < p < p1. Write

1

p
=

θ

p0

+
1 − θ

p1

with 0 < θ < 1.

Then

‖Ap − PiAp‖L(Lp(Ω)) ≤ ‖Ap0 − PiAp0‖θL(Lp0 (Ω)) ‖Ap1 − PiAp1‖1−θ
L(Lp1 (Ω))

≤ ‖Ap0 − PiAp0‖θL(Lp0 (Ω)) (2 ‖Ap1‖L(Lp1 (Ω)))
1−θ → 0

with respect to i ∈ I. This follows from the Interpolation Inequality (Theorem 4.3.4).
Since PiAp is compact, it follows that Ap is also compact.

Next we consider holomorphy. We assume that M = 1 in (4.14), i.e., that T and T ′

are submarkovian.

Theorem 4.4.4 (extrapolation of holomorphy). Assume that T and T ′ are submarkovian.
If T is holomorphic, then also Tp is holomorphic for 1 < p <∞.

Proof. It follows from Theorem 2.5.6 or Exercise 2.6.3 that limt↓0 ‖T (t) − I‖L(L2(Ω)) < 2.

Let 1 < p < 2. Then 1
p

= θ
1

+ 1−θ
2

for some 0 < θ < 1. By the Interpolation Inequality

(Theorem 4.3.4) it follows that

lim
t↓0

‖Tp(t) − I‖L(Lp(Ω)) ≤ lim
t↓0

(
‖T1(t) − I‖θL(L1(Ω)) ‖T (t) − I‖1−θ

L(L2(Ω))

)
< 2θ21−θ = 2.

Now it follows from Theorem 2.5.5 that Tp is holomorphic.
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4.5 Exercises

Exercise 4.5.1. Give a proof of (4.9).

The next exercise gives a measure theoretic argument needed in the proof of the Dunford–Pettis
Theorem. Let Ω ⊂ Rn be open. If A is a Borel set in Ω × Ω then it is well-known that A1(y) = {x ∈ Ω :
(x, y) ∈ A} is a Borel set for all y ∈ Ω.

Exercise 4.5.2.

1. Let A ⊂ Ω × Ω be a Borel set. Show that the following assertions are equivalent:

(a) A has a Lebesgue measure 0;

(b) there is a Borel null set N in Ω such that for each y ∈ Ω\N the set A1(y) has measure zero.

Hint: Use Fubini’s theorem.

2. Convince yourself that assertion 1 can be reformulated in the following way:
Let P (x, y) be an assertion for each (x, y) ∈ Ω×Ω. Then P (x, y) is true for almost all (x, y) ∈ Ω×Ω
if and only if for almost all y ∈ Ω, P (x, y) holds x -a.e..

3. Let fi, gi ∈ L1(Ω) such that u(x, y) =
m∑

i=1

fi(x)gi(y) = 0 a.e. and let B ∈ L(L1(Ω)). Show that

m∑

i=1

∫

Ω

(Bfi)(y)gi(y)dy = 0.

Exercise 4.5.3 (extrapolation of strong continuity to L1(Ω)).
Let Ω ⊂ Rn be open, |Ω| < ∞ and let T2 be a C0-semigroup on L2(Ω) such that

sup
0<t≤1

‖T2(t)‖L(L1(Ω)) < ∞.

Denote by T1(t) ∈ L(L1(Ω)) the continuous extension of T2(t).
Show that lim

t↓0
T1(t)f = f in L1(Ω) for all f ∈ L1(Ω). Hint: Use that L2(Ω) →֒ L1(Ω).

In the following exercises T is a C0-semigroup on L2(Ω) such that T and T ′ are submarkovian. Tp is
the extrapolation semigroup on Lp(Ω), 1 ≤ p < ∞. The solution depends on the interpolation inequality
(Theorem 4.3.4) in each case.

Exercise 4.5.4 (extrapolation of exponential stability). Assume that T is exponentially stable, that is,

‖T (t)‖L(L2) ≤ Me−εt, t ≥ 0,

for some ε > 0, M ≥ 1. Show that Tp is exponentially stable for 1 < p < ∞.

Exercise 4.5.5 (extrapolation of strong stability).

1. Assume that T is strongly stable, that is, limt→∞ T (t)f = 0 in L2(Ω) for all f ∈ L2(Ω). Show
that Tp is strongly stable (1 < p < ∞).

2. Show that the Gaussian semigroup G2 on L2(Rn) is strongly stable.

Hint: Use that FG2(t)F−1 = S(t) with (S(t)f)(x) = e−t|x|2f(x) where F : L2(Rn) → L2(Rn)
denotes the Fourier-Plancherel transform (see [ISEM99/00]).
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3. Let T (t) = et∆D
Ω where Ω ⊂ Rn is an open set. Show that Tp is strongly stable (1 < p < ∞).

4. Show that the Gaussian semigroup G1 is not strongly stable in L1(Rn).
Hint: Show that G′

1(t)1Rn = 1Rn (t ≥ 0) by using Theorems 3.1.7 and 4.3.3.

Exercise 4.5.6 (extrapolation of norm continuity at 0).
Assume that T has a bounded generator. Show that Tp has a bounded generator (1 < p < ∞).

4.6 Comments

Several of the results presented in this lecture were not formulated in optimal generality. The reason is
mainly that a simple (frequently elegant) proof could be given in a special case or that the special cases
we consider here suffice for the applications we have in mind. Here we give comments on the diverse
results and explain how they can be generalized.

4.6.1 The Dunford–Pettis Theorem

The proof we give here is taken from Arendt-Bukhvalov [AB94]. It seems that the theorem had first been
obtained by Kantorovich and Vulikh, see [AB94] for further references. But we followed the nomenclature
which is most common in the literature.

4.6.2 Compactness from Dunford-Pettis

Here is a theorem on compactness which is of interest in the context of kernel operators.

Theorem 4.6.1. Let X be a reflexive Banach space and T ∈ L(X, Lq(Ω)), 1 ≤ q < ∞, where Ω ⊂ Rn is
open and |Ω| < ∞. Assume that T (X) ⊂ L∞(Ω). Then T is compact.

Proof. By the Gelfand-Naimark Theorem we may identify L∞(Ω) with a space C(K) and Lq(Ω) with
Lq(K, µ) where K is compact and µ a Borel measure on K. Denote by j : C(K) → Lq(K, µ) the injection
and S ∈ L(X, C(K)) such that T = j ◦ S. Let xn ∈ X , ‖xn‖ ≤ 1. We have to show that (Txn)
has a convergent subsequence. Since X is reflexive we may assume that xn ⇀ x as n → ∞, taking a
subsequence otherwise. Let ω ∈ K and δω the corresponding Dirac measure. Then

(Sxn)(ω) = 〈δω, Sxn〉 = 〈S′δω, xn〉 → 〈S′δω, x〉 = (Sx)(ω).

Since S is bounded,
‖Sxn‖C(K) ≤ ‖S‖ sup

n∈N ‖xn‖X .

Now it follows from the Dominated Convergence Theorem that

lim
n→∞

Txn = lim
n→∞

j(Sxn) = j(Sx) = Tx in Lq(K, µ).

The result is no longer valid if X is not reflexive (take X = L∞ and T the injection of L∞ in Lq).

In the context of the Dunford-Pettis Theorem we obtain the following

Corollary 4.6.2. Let Ω ⊂ Rn be an open set, |Ω| < ∞, 1 < p < ∞ and let T ∈ L(Lp(Ω)) be such that
TLp(Ω) ⊂ L∞(Ω). Then T is compact.
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4.6.3 Interpolation Inequality

The beautiful proofs of Theorem 4.3.3 and Theorem 4.3.4 are taken from Haase [Haa04]. They are
completely elementary and depend on positivity, whereas the Riesz-Thorin Theorem is proved by complex
methods, see e.g. [RS72].

4.6.4 Extrapolation of the C0-property

Let T be a C0-semigroup on L2(Ω) where Ω ⊂ Rn is open. Assume that sup0<t≤1 ‖T (t)‖L(L1(Ω)) < ∞.

Then there exist operators T1(t) ∈ L(L1(Ω)) such that T1(t)f = T (t)f for all f ∈ L1(Ω) ∩ L2(Ω). It is
obvious that T1(t + s) = T1(t)T1(s) for all t, s ≥ 0. Moreover, T1 is strongly continuous on (0,∞). But
it seems to be open whether T1 is a C0-semigroup. It is if one of the following conditions is satisfied.

1. |Ω| < ∞ (see Exercise 4.5.3),

2. ‖T (t)‖L(L1) ≤ 1 (see [Dav89, Theorem 1.4.1]),

3. T (t) ≥ 0 (see Theorem 4.4.1 which is due to Voigt [Voi92]).

We refer to Voigt [Voi92] for further results and a general discussion.

4.6.5 p-independence of the spectrum

Let Tp be a consistent family of C0-semigroup on Lp(Ω), 1 < p < ∞, with generator Ap. If A2 has
compact resolvent then also Ap has compact resolvent. This follows from Proposition 4.4.3. In that
case one also has that σ(Ap) = σ(A2), 1 < p < ∞ and each eigenfunction of A2 lies in

⋂
1<p<∞ Lp(Ω),

cf. [Dav89, § 4.3].

4.6.6 Extrapolation of holomorphy

A more general result than Theorem 4.4.3 is valid. Let Tp be a consistent family of C0-semigroups on
Lp(Ω), 1 < p < ∞. If T2 is holomorphic, then also Tp is holomorphic, 1 < p < ∞. This follows from
Stein’s Interpolation Theorem, see [Dav89].

4.6.7 Heritage List

There is more on extrapolating properties in the survey article [Are04, 7.2.2].

4.6.8 Automatic Continuity

Each positive linear mapping T : X → Y where X, Y are Banach lattices is continuous. For example X
and Y may be spaces as Lp (1 ≤ p ≤ ∞), C0(Ω) or C(Ω). In fact, since |Tf | ≤ T |f | and ‖ |f | ‖ = ‖f‖,
it suffices to prove that ‖Tf‖ ≤ c ‖f‖ for some c > 0 and all f ∈ X+. If such c does not exist, then we
can find fn ∈ X+ such that ‖fn‖ ≤ 2−n but ‖Tfn‖ ≥ n. Let

f :=

∞∑

n=1

fn.

Then f ∈ X+ and so 0 ≤ Tfn ≤ Tf , hence n ≤ ‖Tfn‖ ≤ ‖Tf‖ for all n ∈ N. This is a contradiction.
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Lecture 5

Continuity of the Kernels

In this lecture, we give a precise condition for the kernel of the semigroup generated by
the Dirichlet Laplacian to be continuous up to the boundary. We start by investigating
when the Dirichlet Laplacian generates a C0-semigroup on the space C0(Ω). This lecture
is divided into three parts:

5.1 The Gaussian semigroup revisited

5.2 The Dirichlet Laplacian on C0(Ω)

5.3 Continuity of the kernel at the boundary

5.1 The Gaussian semigroup revisited

In this brief section, we want to describe the Gaussian semigroup on the Banach space

C0(Rn) = {f ∈ C(Rn) : lim
|x|→∞

f(x) = 0}.

We recall Young’s Inequality. Let k ∈ L1(Rn). For f ∈ Lp(Rn), 1 ≤ p ≤ ∞, we
define

(k ∗ f)(x) =

∫Rn

k(x− y)f(y)dy.

Then k ∗ f ∈ Lp(Rn) and ‖k ∗ f‖Lp(Rn) ≤ ‖k‖L1‖f‖Lp(Rn). If f ∈ C0(Rn), then also
k ∗ f ∈ C0(Rn).

Now consider the Gaussian kernel

gt(x) = (4πt)−n/2e−|x|2/4t.

Then gt ∈ L1(Rn) and ‖g‖L1 = 1. The Gaussian semigroup is given by

Gp(t)f := gt ∗ f (f ∈ Lp(Rn))
61
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for 1 ≤ p ≤ ∞. We also define

G0(t)f := gt ∗ f (f ∈ C0(Rn)).
Then Gp is a C0-semigroup on Lp(Rn) for 1 ≤ p < ∞ and on C0(Rn) for p = 0. We have
that G1(t)

′ = G∞(t), so G∞ is a dual semigroup.
Defining gz(x) = (4πz)−n/2e−|x|2/4z for Re z > 0, also gz ∈ L1(Rn), and ‖gz‖L1(Rn) =

(Re z)−n. The function z 7→ gz from C+ := {z ∈ C : Re z > 0} into L1(Rn) is holomorphic.
Thus we obtain a holomorphic extension of Gp to C+ given by Gp(z)f = f ∗ gz, where
1 ≤ p ≤ ∞ or p = 0. Thus Gp is a holomorphic C0-semigroup on Lp(Rn) for 1 ≤ p < ∞
and on C0(Rn) for p = 0. Next we describe the generator of Gp.

Proposition 5.1.1. The generator of Gp is the distributional Laplacian ∆p, i.e.,

D(∆p) = {f ∈ Lp(Rn) : ∆f ∈ Lp(Rn)};
D(∆0) = {f ∈ C0(Rn) : ∆f ∈ C0(Rn)}

and ∆pf = ∆f in D(Rn)′.
We make this more precise. In the case p = 0, for example, this means the following.

Let f, g ∈ C0(Rn). Then f ∈ D(∆0) and ∆f = g if and only if
∫Rn

f∆ϕ =

∫Rn

gϕ for all ϕ ∈ D(Rn).
We mention explicitly that D(∆0) 6⊂ C2(Rn) if n ≥ 2.

Proof of Proposition 5.1.1. We give the proof in the case of p = 0. Since G0 is holomor-
phic, we have G0(t)f ∈ D(∆0) for all t > 0, f ∈ C0(Rn). Let f, g ∈ C0(Rn).

a) Assume that f ∈ D(∆0) and ∆0f = g. Then limt→0 ∆G0(t)f = g in C0(Rn). Thus
∫Rn

f∆ϕ = lim
t→0

∫Rn

(G0(t)f)∆ϕ = lim
t→0

∫Rn

(∆G0(t)f)ϕ =

∫Rn

gϕ.

Hence ∆f = g in D(Rn)′.
b) Conversely, assume that ∆f = g in D(Rn)′. Then for ϕ ∈ D(Rn), t > 0, by Fubini’s

Theorem,
∫Rn

∆0(G0(t)f)ϕ =

∫Rn

(G0(t)f)∆ϕ

=

∫Rn

∫Rn

gt(y)f(x− y)dy∆ϕ(x)dx =

∫Rn

gt(y)

∫Rn

f(x− y)∆ϕ(x)dxdy

=

∫Rn

gt(y)

∫Rn

f(x)∆ϕ(x+ y)dxdy =

∫Rn

gt(y)

∫Rn

g(x)ϕ(x+ y)dxdy

=

∫Rn

gt(y)

∫Rn

g(x− y)ϕ(x)dxdy =

∫Rn

(Gtg)(x)ϕ(x)dx.
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Hence ∆0Gtf = Gtg (t > 0). Since ∆0 is closed and Gtg → g, Gtf → f in C0(Rn)
as t ↓ 0, it follows that f ∈ D(∆0) and ∆0f = g.

5.2 The Dirichlet Laplacian on C0(Ω)

Let Ω ⊂ Rn be a bounded, open set with boundary Γ. A function h ∈ C(Ω) is called
harmonic if

(5.1) ∆h = 0 in D(Ω)′.

This means that ∫

Ω

h∆vdx = 0 for all v ∈ D(Ω)′,

and it implies that h ∈ C∞(Ω) and ∆h = 0 in the classical sense.

Definition 5.2.1. The set Ω is called Dirichlet regular if for all ϕ ∈ C(Γ) there exists a
solution of the Dirichlet Problem

(Dϕ)





h ∈ C(Ω),

h|Γ = ϕ,

∆h = 0 in D(Ω)′.

Thus we look for a harmonic function in Ω, which is continuous up to the boundary
Γ and takes the prescribed value ϕ on Γ.

The Elliptic Maximum Principle says that

(5.2) max
Ω

h = max
Γ

h = max
Γ

ϕ

for each solution h of (Dϕ) (see Exercise 5.4.4). This shows in particular that h ≤ 0 on Ω
if ϕ ≤ 0 and hence h ≡ 0 if ϕ ≡ 0. Thus there exists at most one solution of (Dϕ).

Dirichlet regularity is a property of the boundary Γ of Ω. We give some further
examples.

Examples 5.2.2. a) If n = 1, then each bounded open set in R is Dirichlet regular.

b) Each simply connected bounded, open subset of R2 is Dirichlet regular.

c) If Ω ⊂ Rn is bounded and open, and if z ∈ Ω, then Ω \ {z} is not Dirichlet regular.

d) If Ω ⊂ Rn has Lipschitz boundary, then Ω is Dirichlet regular.
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Ω

z

Figure 5.1: A cusp in z ∈ Γ.

e) If Ω ⊂ R3 has an entering cusp which is sufficiently sharp, then Ω is not Dirichlet
regular.

Let K = R or C. We consider the Banach space

C0(Ω) := {u ∈ C(Ω) : u|Γ = 0}
with the supremum norm

‖u‖∞ = sup
x∈Ω

|u(x)|.

Define the realisation ∆Ω
0 of the Laplacian on C0(Ω) by

D(∆Ω
0 ) : = {u ∈ C0(Ω) : ∆u ∈ C0(Ω)},

∆Ω
0 u = ∆u,

where ∆u is understood in the sense of D(Ω)′. Thus for u, f ∈ C0(Ω), we have that
u ∈ D(∆Ω

0 ) and ∆Ω
0 u = f if and only if

(5.3)

∫

Ω

u∆vdx =

∫

Ω

fvdx (v ∈ D(Ω)).

Our aim is to prove the following.

Theorem 5.2.3. If Ω is Dirichlet regular, then ∆Ω
0 generates a holomorphic C0-semigroup

on C0(Ω).

We need the following maximum principle for complex-valued functions.

Proposition 5.2.4 (Maximum Principle). Let λ ∈ C, Reλ > 0, v ∈ C(Ω) such that
λv − ∆v = 0 in D(Ω)′. Then

max
z∈Γ

|v(z)| = max
x∈Ω

|v(x)|.
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Proof. Suppose that m := maxz∈Γ |v(z)| < ‖v‖L∞(Ω). Let ε = ‖v‖L∞(Ω) −m.
Let

vk(x) = (ρk ∗ v)(x) =

∫Rn

v(x− y)ρk(y)dy

where (ρk)k∈N is a mollifier (see the proof of Proposition 3.2.8). Then vk ∈ C∞(Rn),
‖vk‖L∞(Rn) ≤ ‖v‖L∞(Ω) for all k ∈ N and vk → v as k → ∞ uniformly on compact subsets
of Ω.

The set K := {x ∈ Ω : |v(x)| ≥ m + 2ε/3} is compact and U := {x ∈ Ω : |v(x)| <
m+ ε/3} has positive distance 0 < δ = dist(U,K) from K (since U is relatively compact
and U ∩K = ∅).

Let k0 > 1/δ. Then for k ≥ k0, x ∈ U , |v(x − y)| ≤ m + 2ε/3 whenever |y| < 1/k.
Hence

|vk(x)| ≤
∫

|y|<1/k

ρk(y)|v(x− y)| ≤ m+
2ε

3
.

Let K1 = Ω \ U . Then K1 is compact. Thus vk converges to v uniformly on K1,
hence ‖vk‖L∞(K1) → ‖v‖L∞(K1) = ‖v‖L∞(Ω). Moreover since |vk(x)| ≤ m+ 2ε

3
for x /∈ K1,

for sufficiently large k, there exist xk ∈ K1 such that |vk(xk)| = maxx∈Rn |vk(x)|. Hence
fk(x) = Re[vk(x)vk(xk)] has a maximum at xk. Consequently,

(5.4) Re[∆vk(xk)vk(xk)] = ∆fk(xk) ≤ 0.

Taking a subsequence if necessary, we may assume that xk → x0 in K as k → ∞.
Since vk → v in L∞(K), it follows that

|v(x0)| = lim
k→∞

|vk(xk)| = lim
k→∞

‖vk‖L∞(K1) = ‖v‖L∞(K1) = ‖v‖L∞(Ω).

Note that ∆vk = ∆v ∗ ρk → ∆u uniformly on K1 as k → ∞. It follows from (5.4)
that

Re[∆v(x0)v(x0)] ≤ 0.

Hence

Reλ|v(x0)|2 ≤ Reλ|v(x0)|2 − Re[v(x0)∆v(x0)] = Re[v(x0)(λv(x0) − ∆v(x0))] = 0.

But |v(x0)| ≥ m+ ε/3, since x0 ∈ K, which is a contradiction.

Denote by En the Newtonian Potential, i.e. En : Rn \ {0} → R defined by

En(x) :=





|x|
2

if n = 1,
log |x|

2π
if n = 2,

− 1
n(n−2)ωn

1
|x|n−2 if n ≥ 3,

where ωn = |B(0, 1)| is the volume of the unit ball in Rn. Then En ∈ C∞(Rn \ {0}) and
En, DjEn ∈ L1

loc(Rn), as it is easy to see.
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Proposition 5.2.5. Let f ∈ Cc(Rn), v = En ∗ f . Then v ∈ C1(Rn) and ∆v = f in D(Rn)′.
Here

(En ∗ f)(x) =

∫Rn

f(x− y)En(y)dy.

We refer to [DL88, Chapter II, Section 3] for this standard fact.

Proof of Theorem 5.2.3. We consider first the case when K = C. The space C0(Ω) may
be seen as a subspace of C0(Rn) by extending functions by 0 outside of Ω.

a) We show that ∆0 is invertible. Let f ∈ C0(Ω), v = En ∗ f . Then v ∈ C(Ω) and
∆v = f in D(Ω)′. Let ϕ = v|Γ. Let h ∈ C(Ω) be the solution of (Dϕ) and u = v−h.
Then u|Γ = 0 and ∆u = ∆v = f in D(Ω)′. We have shown that ∆0 is surjective.
The Elliptic Maximum Principle (5.2) implies that ∆0 is injective. It is clear that
∆0 is closed. Thus ∆0 is invertible.

b) The operator ∆0 generates a holomorphic C0-semigroup on C0(Rn), which is bound-
ed on a sector Σθ, 0 < θ < π

2
. Thus C+ ⊂ ρ(∆0) and ‖λR(λ,∆0)‖ ≤M for Reλ > 0

(see e.g., [ABHN01, Corollary 3.7.12]).

Let u ∈ D(∆Ω
0 ). We claim that

(5.5) ‖λu‖L∞(Ω) ≤ 2M‖λu− ∆u‖L∞(Ω) (Reλ > 0).

In fact, let f = λu − ∆u ∈ C0(Ω) ⊂ C0(Rn), v = R(λ,∆0)f . Then ‖λv‖L∞(Rn) ≤
M‖f‖L∞(Rn) and

λ(u− v) − ∆(u− v) = 0 in D(Ω)′.

It follows from the Maximum Principle, Proposition 5.2.4, that

‖u− v‖L∞(Ω) = max
Γ

|u− v| = max
Γ

|v| ≤ M

|λ|‖f‖L∞(Rn).

Hence

‖λu‖L∞(Ω) ≤ ‖λ(u− v)‖L∞(Ω) + ‖λv‖L∞(Ω) ≤M‖f‖L∞(Ω) +M‖f‖L∞(Ω).

c) Since ρ(∆Ω
0 ) is open, it follows from a) that O = ρ(∆Ω

0 )∩C+ is open and non-empty.
From b), we deduce that

(5.6) ‖λR(λ,∆Ω
0 )‖ ≤ 2M

for all λ ∈ O. It follows from Proposition 1.2.2 that for λ0 ∈ O,

dist(λ0, σ(∆Ω
0 )) ≥ ‖R(λ0,∆

Ω
0 )‖−1 ≥ |λ0|

2M
.
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This implies that O is relatively closed in C+. Since C+ is connected, we conclude
that O = C+. Since D(Ω) ⊂ D(∆Ω

0 ), the operator ∆Ω
0 is densely defined. SinceC+ ⊂ ρ(∆Ω

0 ) and (5.6) is valid for all λ ∈ C+, we deduce that ∆0 generates a
holomorphic C0-semigroup by Theorem 2.5.3.

Since the space of all real-valued functions in C0(Ω) is invariant under R(λ,∆Ω
0 ), it

follows from Euler’s Formula (2.15) that also et∆
Ω
0 leaves the real space C0(Ω) invariant.

Finally, we prove that the semigroup et∆
Ω
0 on C0(Ω) is consistent with the semigroup

generated by the Dirichlet Laplacian et∆
D
Ω on L2(Ω) (see Theorem 3.1.4). We continue to

assume that Ω is Dirichlet regular.

Lemma 5.2.6. D(∆Ω
0 ) ⊂ C1(Ω).

Proof. In fact, let u ∈ D(∆Ω
0 ), ∆0u = v. Extend v by 0 and let w = En ∗ v. Then

w ∈ C1(Rn) and ∆w = v. Thus h := u − w is harmonic on Ω and so h ∈ C∞(Ω). It
follows that u = h + w ∈ C1(Ω).

Lemma 5.2.7. D(∆Ω
0 ) ⊂ H1

0 (Ω).

Proof. Let u ∈ D(∆Ω
0 ), ∆0u = f . For k > 0, uk := (u− 1/k)+ ∈ Cc(Ω). Since u ∈ C1(Ω)

by the previous lemma, it follows from Proposition 3.2.8 that uk ∈ H1
0 (Ω). By hypothesis,

we have ∫

Ω

∇u∇v = −
∫

Ω

fv (v ∈ D(Ω)).

Taking v = uk, we obtain

∫

Ω

|∇uk|2 =

∫

Ω

∇u∇uk = −
∫

Ω

fuk ≤ ‖f‖L2(Ω)‖uk‖L2(Ω).

It follows that (uk)k∈N is bounded in H1
0 (Ω). Let (ukm)m∈N be a subsequence which

converges weakly in H1
0 (Ω). Since ukm → u in L2(Ω), it follows that this weak limit is u.

Hence u ∈ H1
0 (Ω).

Proposition 5.2.8. Suppose that Ω is Dirichlet regular. Then

(5.7) et∆
Ω
0 = et∆

D
Ω
|C0(Ω) (t ≥ 0).

In particular,
(
et∆

Ω
0

)
t≥0

is positive and contractive.
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Proof. Because of Euler’s Formula, it suffices to show that R(λ,∆Ω
0 )f =

R(λ,∆D
Ω )f for all f ∈ C0(Ω). Let u = R(λ,∆Ω

0 )f , where f ∈ L2(Ω). Then u ∈ D(∆Ω
0 ) ⊂

H1
0 (Ω) and λu− ∆u = f in D(Ω)′. It follows that

∫

Ω

λuv +

∫

Ω

∇u∇v =

∫

Ω

fv

for all v ∈ D(Ω) and hence for all v ∈ H1
0 (Ω) by density. This implies that u ∈ D(∆D

Ω )
and λu− ∆D

Ωu = f . This proves the claim.
Now positivity follows from Theorem 3.3.1. It follows from Theorem 4.2.4 that the

semigroup
(
et∆

Ω
0

)
t≥0

is contractive in C0(Ω).

5.3 Continuity of the kernel at the boundary

Let Ω ⊂ Rn be a bounded open set which is Dirichlet regular. We now want to consider
the heat equation on Ω with non-autonomous boundary conditions. Let τ > 0. Consider
the parabolic cylinder

Ωτ := (0, τ) × Ω

and denote by

Γτ := ({0} × Ω) ∪ ([0, τ) × Γ)

the parabolic boundary of Ωτ .
We may visualise Ωτ as follows. Let n = 2 and draw Ω ⊂ R2 in the plane and trace

the time t on the vertical axis. Then Ωτ is a cylinder of height τ . Its parabolic boundary
Γτ is the topological boundary without the top Γτ = ∂Ωτ \ ({τ} × Ω).

x1

x2

Ω

t

τ

Figure 5.2: Parabolic cylinder.
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Theorem 5.3.1. Let ψ ∈ C(Γτ ). Then there exists a unique solution of the Heat-Boundary
Value Problem

(Hψ)





u ∈ C(Ωτ ) ∩ C∞(Ωτ ),

u|Γτ = ψ,

ut − ∆u = 0 in Ωτ .

We refer to [ABHN01, Theorem 6.2.8 p.407] for the proof of existence. Uniqueness
follows from the Parabolic Maximum Principle.

Proposition 5.3.2 (Parabolic Maximum Principle). Let u ∈ C(Ωτ ) ∩ C∞(Ωτ ) such that

ut − ∆u = 0 in Ωτ .

Then
min
Γτ

u ≤ u(t, x) ≤ max
Γτ

u

for all 0 ≤ t ≤ τ , x ∈ Ω.

Proof. Assume that there exists 0 < t0 ≤ τ , x0 ∈ Ω such that u(t0, x0) > maxΓτ u. Let
v(t, x) = u(t, x) − εt, where ε > 0 is so small that

u(t0, x0) − εt0 > max
Γτ

u+ τε.

Then v(t0, x0) > maxΓτ v. Hence there exist t1 ∈ (0, τ ], x1 ∈ Ω such that v(t1, x1) =
maxΩτ

v. Consequently, vt(t1, x1) ≥ 0, ∆v(t1, x1) ≤ 0. Hence

0 ≤ vt(t1, x1) = ut(t1, x1) − ε = ∆u(t1, x1) − ε = ∆v(t1, x1) − ε ≤ −ε,

which is a contradiction.

Consider the Gaussian kernel given by kRn
(t, x, y) = (4πt)−n/2e−|x−y|2/4t. Then kRn ∈

C∞((0,∞) × Rn × Rn) and

kRn

t − ∆xk
Rn

= 0 in (0,∞) × Rn × Rn.
The Gaussian Semigroup G0 on C0(Rn) is given by

(G0(t)f)(x) =

∫Rn

kRn

(t, x, y)f(y)dy.

We have limt↓0G0(t)f = f in C0(Rn). Note that the kernel kRn
has a singularity at (0, y, y)

for all y ∈ Rn. But if y ∈ Ω, then

(5.8) lim
t↓0

kRn

(t, x, y) = 0
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uniformly in x ∈ Γ.
In Section 4.2, we obtained the kernel kΩ of the semigroup et∆

D
Ω by an abstract

argument. Now we will construct the kernel by solving the Heat-Boundary Value Problem
for special boundary values.

Let τ > 0. For y ∈ Ω consider the function ψy ∈ C(Γτ ) given by

ψy(t, x) =

{
kRn

(t, x, y) if t > 0,

0 if t = 0.

By Theorem 5.3.1, there exists a unique function

p(·, ·, y) ∈ C(Ωτ ) × C∞(Ωτ )

such that p(·, ·, y) = ψy on Γτ and ut − ∆u = 0 in Ωτ .

Lemma 5.3.3. One has p ∈ C([0, τ ] × Ω × Ω).

Proof. Let yk → y in Ω as k → ∞. Then ψyk → ψy in C(Γτ ). It follows from the
Parabolic Maximum Principle, Proposition 5.3.2, that p(·, ·, yk) → p(·, ·, y) in C(Ωτ ) as
k → ∞.

Since τ > 0 is arbitrary, and because of the uniqueness of the solutions of (Hψ), we
find p ∈ C(R+ × Ω × Ω) satisfying

p(t, x, y) = kRn

(t, x, y) for x ∈ Γ, t > 0, y ∈ Ω;(5.9)

p(0, x, y) = 0 for x ∈ Ω, y ∈ Ω;(5.10)

p(·, x, y) ∈ C∞(0,∞) for x, y ∈ Ω;(5.11)

p(t, ·, y) ∈ C∞(Ω) for t > 0, y ∈ Ω;(5.12)

pt(t, x, y) = ∆xp(t, x, y) (x, y ∈ Ω, t > 0).(5.13)

Let k(t, x, y) = kRn
(t, x, y) − p(t, x, y). Then k ∈ C(R+ × Ω × Ω) satisfies

k(t, x, y) = 0 for t ≥ 0, x ∈ Γ, y ∈ Ω;(5.14)

k(·, x, y) ∈ C∞(0,∞) for x, y ∈ Ω;(5.15)

k(t, ·, y) ∈ C∞(Ω) for t > 0, y ∈ Ω;(5.16)

kt(t, x, y) = ∆xk(t, x, y) t > 0, x, y ∈ Ω.(5.17)

For u0 ∈ D(Ω), let

u(t, x) =

∫

Ω

k(t, x, y)u0(y)dy.
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Then u ∈ C(R+ × Ω) satisfies

u(t, ·) ∈ C0(Ω) t > 0;(5.18)

lim
t↓0

u(t, ·) = u0 in C0(Ω);(5.19)

u ∈ C∞((0,∞) × Ω);(5.20)

ut = ∆u in (0,∞) × Ω.(5.21)

It follows that

(5.22) u(t, ·) = et∆
Ω
0 u0.

We show the details of this below, but first we establish our main result of this section.
Since D(Ω) is dense in C0(Ω), we deduce from (5.22) that k is the kernel of et∆

D
Ω . We

denote this kernel by kΩ in the following. Since et∆
D
Ω is self-adjoint, we finally obtain the

following result.

Theorem 5.3.4 (Regularity of the kernel of et∆
D
Ω ). Let Ω ⊂ Rn be bounded, open and

Dirichlet regular. Then the kernel kΩ of et∆
D
Ω can be chosen such that

kΩ ∈ C((0,∞) × Ω × Ω),

kΩ(t, x, y) = kΩ(t, y, x) (x, y ∈ Ω, t > 0),

kΩ(t, x, y) = 0 if x ∈ Γ,

kΩ ∈ C∞((0,∞) × Ω × Ω).

Moreover
0 ≤ kΩ(t, x, y) ≤ (4πt)−n/2e−|x−y|2/4t

for all t > 0, x, y ∈ Ω.

Corollary 5.3.5. If Ω is a Dirichlet regular bounded open set in Rn, then et∆
Ω
0 is a compact

operator on C0(Ω) for t > 0.

This follows from the Arzelà-Ascoli Theorem.

Proof of (5.22). It can be shown that the function v(t, x) = ((et∆
Ω
0 )u0)(x) is regular,

namely, v ∈ C∞((0,∞) × Ω) (see [ISEM99/00]). Then (5.22) follows from the Parabolic
Maximum Principle, Proposition 5.3.2. So far, we only know that

(5.23) v(·, x) ∈ C∞(0,∞) for all x ∈ Ω,

because
(
et∆

D
Ω

)
t≥0

is a holomorphic semigroup, and

(5.24) vt(t, x) = ∆v(t, x) (t > 0, x ∈ Ω),
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where the Laplacian is merely defined in the sense of distributions. On the basis of this
more restircted information, we can argue as follows. Let w(t, x) = u(t, x) − v(t, x).
We want to show that w ≡ 0. Let τ > 0. Then w ∈ C(Ωτ ), w|Γτ = 0. Assume that
maxΩτ w > 0 (otherwise consider −w instead of w). Let ε > 0 be so small that also
w1(t, x) = w(t, x)−εt has stirctly positive maximum at some point (t1, x1) ∈ (0, τ ]×Ω. It
follows from the following lemma applied to f(x) = w1(t1, x) that there exists x0 ∈ Ω such
that w1(t1, x0) = w1(t1, x1) = maxΩτ w1 and ∆w1(t1, x0) ≤ 0. Since w1(·, x0) ∈ C∞(0,∞)
has a maximum in t1,

d
dt
w1(t1, x0) ≥ 0. Then

0 ≥ ∆w1(t1, x0) = ∆w(t1, x0) = wt(t1, x0) =
d

dt
w1(t1, x0) + ε ≥ ε,

a contradiction.

Lemma 5.3.6. Let Ω ⊂ Rn be bounded and open, f ∈ C0(Ω) such that ∆f ∈ C(Ω) (where
∆f is understood in the sense of ditributions). Assume that maxΩ f > 0. Then there
exists x0 ∈ Ω such that f(x0) = maxΩ f and ∆f(x0) ≤ 0.

Proof. The proof is similar to the one given for Proposition 5.2.4. Let 0 < ε < maxΩ f ,
U = {x ∈ Ω : f(x) < ε/3}, K = {x ∈ Ω : f(x) ≥ 2ε/3}, δ = dist(K,U). Let fk = ρk ∗ f ,
k0 > 1/δ. Then for k ≥ k0, fk(x) ≤ 2ε/3 for all x ∈ U . The set K1 = Ω \ U is compact.
Hence fk → f uniformly in K1. Consequently, for sufficiently large k, fk has a maximum
at a point xk ∈ K1. We may assume that xk → x0 ∈ K1 as k → ∞ (taking a subsequence
otherwise). Then

f(x0) = lim
k→∞

fk(xk) = lim
k→∞

‖fk‖C(K1) = ‖f‖C(K1) = max
Ω

f.

Moreover, since fk ∈ C∞(Ω) and fk(xk) is a maximum, it follows that ∆fk(xk) ≤ 0.
Hence

f(x0) = lim
k→∞

(ρk ∗ ∆f)(xk) = lim
k→∞

∆fk(xk) ≤ 0.

5.4 Exercises

In the following Ω is a bounded, open subset of Rn whose boundary we denote by Γ. Firstly, we give an
alternative proof of Corollary 5.3.5.

Exercise 5.4.1 (Compactness of et∆D
Ω ). Assume that Ω is Dirichlet regular.

a) Show that R(0, ∆D
Ω )L∞(Ω) ⊂ C0(Ω).

Hint: Let f ∈ L∞(Ω). Then v = En ∗ f ∈ C(Rn). Proceed as in part a) of Theorem 5.2.3 to find
u ∈ C0(Ω) such that ∆u = f .
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b) Show that et∆D
Ω L2(Ω) ⊂ C0(Ω) for t > 0.

Hint: et∆D
Ω L2(Ω) ⊂ L∞(Ω) by Theorem 4.2.1,

et∆D
Ω = −R(0, ∆D

Ω )e
t
2∆D

Ω ∆D
Ω e

t
2∆D

Ω .

c) Deduce from b) that et∆D
Ω is compact for t > 0.

Exercise 5.4.2 (Consistency of the spectra). Assume that Ω is Dirichlet regular.

a) Show that ∆Ω
0 has compact resolvent. Use Exercise 5.4.1, or Corollary 5.3.5.

b) Show that σ(∆Ω
0 ) = σ(∆D

Ω ).

Exercise 5.4.3 (Necessity of Dirichlet regularity). Assume that ∆Ω
0 is surjective.

a) Show that 0 ∈ ρ(∆Ω
0 ).

b) Show that for each ϕ ∈ F = {φ|Γ : φ ∈ C2(R2)}, there exists a solution of (Dϕ).

c) Show that Ω is Dirichlet regular.

Hint: By Stone-Weierstraß Theorem, the space F is dense in C(Γ). Use (5.2) and b).

Exercise 5.4.4 (Elliptic Maximum Principle). Let h ∈ C(Ω) be harmonic in Ω. Show that maxΩ h =
maxh|Γ.

Hint: Assuming that maxΩ h > maxh|Γ, show that u(x) = h(x) + ε|x|2 has a maximum at
some point x0 ∈ Ω. Hence ∆u(x0) ≤ 0.

5.5 Comments

Firstly, we give some additional information concerning Section 5.2. The Maximum Principle, Proposition
5.2.4, is due to Lumer–Paquet [LP76]. In [ABHN01, Chapter 6], a different approach is chosen based on
resolvent-positive operators. For a proof of Examples 5.2.2 see [DL88, Chapter II] concerning a), c) and
d), and see [Con78] for b).

Here is some further information.

5.5.1 Characterisation of Dirichlet regularity

Let Ω ⊂ Rn be open and bounded. The following assertions are equivalent:

(i) Ω is Dirichlet regular;

(ii) ρ(∆Ω
0 ) 6= ∅;

(iii) the eigenfunction corresponding to the first eigenvalue of −∆D
Ω is in C0(Ω);

(iv) D(∆Ω
p ) ⊂ C0(Ω) for all p > n/2.

We refer to [ArBe99] for the proofs.
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5.5.2 Continuity of the kernel at the boundary

Theorem 5.3.4 is known for regular open sets. We were inspired by Dodziuk’s presentation of the eigen-
value distribution [Dod81], where it is assumed that Ω is of class C2. The proof of Theorem 5.3.4 is based
on Theorem 5.3.1 which goes back to [Are00]. So we finally have the following characterisation of the
continuity at the boundary, which might be new.

Theorem 5.5.1. Let Ω ⊂ Rn be open and bounded with boundary Γ, and let kΩ be the kernel of et∆D
Ω . The

following are equivalent:

(i) kΩ ∈ C((0,∞) × Ω × Ω) and kΩ(t, x, y) = 0 if x ∈ Γ or y ∈ Γ;

(ii) Ω is Dirichlet regular.

Proof. The implication (ii) ⇒ (i) has been proved in the text. Assume (i). Denote by u1 the first
eigenvector of −∆D

Ω with corresponding eigenvalue λ1. Then

(
e−tλ1u1

)
(x) =

(
et∆D

Ω u1

)
(x) =

∫

Ω

kΩ(t, x, y)u1(y)dy.

Hence u1 ∈ C0(Ω). It follows from 5.5.1 above that Ω is Dirichlet regular.

5.5.3 Strict positivity of the kernel

Let Ω be open, bounded and Dirichlet regular. It follows from the Strong Maximum Principle [Eva98,
2.3.3] and (5.20) and (5.21) that kΩ(t, x, y) > 0 for all x, y ∈ Ω.



Lecture 6

Weyl’s Theorem

Dedicated to Rainer Nagel on
the occasion of his 65th birthday

The aim of this lecture is to prove Weyl’s famous result on the asymptotic distribution
of the eigenvalues of the Dirichlet Laplacian. This can be achieved with the help of the
heat kernel. First, we will show how the kernel can be decomposed by the eigenfunctions
(Mercer’s Theorem). For this, we need the continuity of the kernel up to the boundary,
which we have established in Lecture 5. Then we may express the trace of the heat
semigroup with the help of the kernel. The upper limit is a simple comparison with the
Gaussian kernel. Here we use the monotonicity of the kernel as a function of the domain
(Lecture 4). The lower estimate is more subtle. We will need to prove that for small time
the kernel is not affected by the boundary. Once the trace is estimated, Weyl’s result
follows by an application of Karamata’s Tauberian Theorem. This lecture is divided into
three sections.

6.1 Mercer’s Theorem

6.2 A Tauberian theorem

6.3 Weyl’s Formula

6.1 Mercer’s Theorem

In this section, we show how a continuous symmetric kernel can be decomposed into
eigenfunctions. In particular, we obtain the trace of the operator in terms of the kernel,
namely as the integral over the diagonal of the kernel. Throughout this section, the
underlying field may be R or C.

Let Ω ⊂ Rn be a bounded open set, and let k ∈ C(Ω×Ω) be a symmetric kernel, i.e.,

k(x, y) = k(y, x) (x, y ∈ Ω).

75
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Define the operator Bk on L2(Ω) by

(6.1) (Bkf)(x) =

∫

Ω

k(x, y)f(y)dy.

Then Bk is a selfadjoint, compact operator on L2(Ω). In fact, Bk is a Hilbert–Schmidt
operator. One may also use the Arzelà–Ascoli Theorem to show that Bk maps the unit
ball of L2(Ω) into a compact set in C(Ω).

By the Spectral Theorem (Theorem 1.4.8), there exists an orthonormal basis {ej :
j ∈ J} of L2(Ω) and λj ∈ R \ {0} such that

(6.2) Bkf =
∑

j∈J

λj (f | ej) ej (f ∈ L2(Ω)).

Here J is finite or J = N, and the series (6.2) converges in L2(Ω). Moreover, limj→∞ λj = 0
if J = N. Since by the Dominated Convergence Theorem,

(6.3) BkL
2(Ω) ⊂ C(Ω),

it follows that em ∈ C(Ω) for all m ∈ J .
A bounded operator B on a Hilbert space H is called form-positive if B = B∗ and

(Bf | f) ≥ 0 for all f ∈ H . If B is symmetric and compact, then by the Spectral Theorem
(Theorem 1.4.8) this is equivalent to the fact that all its eigenvalues are non-negative. We
want to prove the following theorem, where we assume that J = N (the finite case being
much simpler).

Theorem 6.1.1 (Mercer). Assume that Bk is form-positive. Then

(6.4) k(x, y) =

∞∑

j=1

λjej(x)ej(y) (x, y ∈ Ω),

where the series converges absolutely and uniformly in Ω × Ω.

We need some preparation. In the first lemma, the assumption that Bk is form-
positive is not needed. Recall that BkL

2(Ω) ⊂ C(Ω).

Lemma 6.1.2. Let f ∈ L2(Ω). Then

(6.5) (Bkf)(x) =

∞∑

j=1

λj (f | ej) ej(x),

where the series converges absolutely and uniformly in x ∈ Ω.
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Proof. Let x ∈ Ω. Then by (6.2),

∞∑

j=1

|λjej(x)|2 =

∞∑

j=1

|(Bkej)(x)|2 =

∞∑

j=1

∣∣∣∣
∫

Ω

k(x, y)ej(y)dy

∣∣∣∣
2

=
∞∑

j=1

∣∣ (k(x, ·) | ej)
∣∣2 ≤ ‖k(x, ·)‖2

L2(Ω) ≤ |Ω|‖k‖2
L∞(Ω×Ω),

where we have used Bessel’s Inequality.
Let f ∈ L2(Ω). Then for N ∈ N, x ∈ Ω, we get by the Cauchy–Schwarz Inequality

∑

j≥N

∣∣λj (f | ej) ej(x)
∣∣ ≤

(
∑

j≥N

|λjej(x)|2
)1/2

·
(
∑

j≥N

∣∣ (f | ej)
∣∣2
)1/2

≤ |Ω|1/2‖k‖L∞(Ω×Ω)

(
∑

j≥N

∣∣ (f | ej)
∣∣2
)1/2

−→ 0

as N → ∞ uniformly in x ∈ Ω. We have shown that the series converges absolutely and
uniformly in x ∈ Ω.

Since the function Bkf is continuous and since the identity (6.5) is valid in L2(Ω), it
also holds for all x ∈ Ω.

Next we show that under the assumptions of Mercer’s Theorem, the kernel has a
positive diagonal.

Lemma 6.1.3. Assume that Bk is form-positive. Then k(x, x) ≥ 0 for all x ∈ Ω.

Proof. Let x0 ∈ Ω and let fk(y) = ρk(x0 − y), where ρk are the mollifiers from the proof
of Proposition 3.2.8. Then

0 ≤ (Bkfm | fm) =

∫

Ω

∫

Ω

k(x, y)fm(x)fm(y) dy dx −→ k(x0, x0) as m→ ∞,

since supp fm ⊂ B(x0, 1/m) and
∫Rn

fm(x)dx = 1.

Proof of Theorem 6.1.1. For m ∈ N, let

km(x, y) =
m∑

j=1

λjej(x)ej(y).
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Then km ∈ C(Ω × Ω). Moreover,

(Bk−kmf | f) = (Bkf | f) − (Bkmf | f) =
∑

j>m

λj (f | ej) (ej | f) =
∑

j>m

λj| (f | ej) |2 ≥ 0.

It follows from Lemma 6.1.3 that k(x, x) − km(x, x) ≥ 0 for all x ∈ Ω. Consequently,

m∑

j=1

λj |ej(x)|2 = km(x, x) ≤ k(x, x)

for all m ∈ N, x ∈ Ω. Hence

(6.6)
m∑

j=1

λj|ej(x)|2 ≤ ‖k‖L∞(Ω×Ω)

for all x ∈ Ω.
By the Cauchy–Schwarz Inequality,

(6.7)
m∑

j=1

|λej(x)ej(y)|2 ≤
(

m∑

j=1

λj |ej(x)|2
)1/2

·
(

m∑

j=1

λj|ej(y)|2
)1/2

≤ ‖k‖L∞(Ω×Ω).

Thus the series

(6.8) k̃(x, y) :=
∞∑

j=1

λjej(x)ej(y)

converges absolutely for x, y ∈ Ω. We want to show that the convergence is uniform on
Ω × Ω.

First we fix x ∈ Ω and show uniform convergence in y ∈ Ω. Let ε > 0. Then by
(6.6), there exists N(x) ∈ N such that

(6.9)
∑

j≥N(x)

λj |ej(x)|2 ≤ ε.

It follows (6.6) and (6.9) that
(6.10)

∑

j≥N(x)

∣∣λjej(x)ej(y)
∣∣ ≤



∑

j≥N(x)

λj|ej(x)|2



1/2

·



∑

j≥N(x)

λj |ej(y)|2



1/2

≤ ε‖k‖1/2
L∞(Ω×Ω)

for all y ∈ Ω. Therefore k̃(x, ·) is continuous.
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We now show that k = k̃. Let x ∈ Ω. Then

h(y) = k(x, y) − k̃(x, y)

defines a continuous function on Ω. For each f ∈ C(Ω), we have

∫

Ω

h(y)f(y)dy =

∫

Ω

k(x, y)f(y)dy −
∫

Ω

k̃(x, y)f(y)dy

= (Bkf)(x) −
∞∑

j=1

λjej(x) (f | ej) = 0

by Lemma 6.1.2. This implies that h ≡ 0.
It follows from (6.8) that

(6.11) k(x, x) =

∞∑

j=1

λj |ej(x)|2 (x ∈ Ω).

This series converges uniformly by Dini’s Theorem. This shows in particular that the
number N(x) in (6.9) can be chosen independently of x ∈ Ω. Now as a consequence of
(6.10), the series (6.4) converges absolutely and uniformly to k(x, y).

Corollary 6.1.4. Assume that Bk is form-positive. Then the trace of Bk is given by

(6.12) Tr(Bk) :=
∞∑

j=1

λj =

∫

Ω

k(x, x)dx.

6.2 A Tauberian theorem

Let µ be a positive Borel measure on [0,∞) such that

(6.13) µ̂(t) :=

∫ ∞

0

e−txdµ(x) <∞

for all t > 0. The function µ̂ : (0,∞) → R is called the Laplace Transform of µ. Our aim
is to prove the following theorem relating the asymptotic behaviour of µ([0, x]) as x → ∞
to the asymptotic behaviour of µ̂(t) as t ↓ 0.

Theorem 6.2.1 (Karamata). Let r ≥ 0, a ∈ R. The following are equivalent:

(i) lim
t↓0

trµ̂(t) = a;

(ii) lim
x→∞

x−rµ([0, x]) =
a

Γ(r + 1)
.
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Here

Γ(α) =

∫ ∞

0

e−yyα−1dy (α > 0)

is Euler’s Gamma Function.
The implication (ii) ⇒ (i), i.e. deducing properties of the transform µ̂ from the

assumptions on µ, is an Abelian theorem, which is easy to prove. The difficult part is
the converse implication (i) ⇒ (ii), which is a Tauberian theorem.

For the proof, we will use the fact that a bounded Borel measure ν on [0,∞) can be
identified with a positive linear form Φν on

C0[0,∞) := {f ∈ C[0,∞) : lim
x→∞

f(x) = 0}

by the relation

Φν(f) =

∫ ∞

0

f(x)dν(x).

Note that C0[0,∞) is a Banach space endowed with the supremum norm ‖·‖∞. Each
positive linear form is continuous, and in fact

(6.14) ‖Φν‖ =

∫ ∞

0

1dν(x).

The assumption that the integral (6.13) converges means that the measure e−txdµ(x)
is finite for all t > 0. By Cc[0,∞), we denote the space of those functions f ∈ C0[0,∞)
which vanish outside a set [0, τ ] for some τ > 0.

Proof of Theorem 6.2.1.

(i)⇒(ii) a) The case r = 0 is simply an application of the Monotone Convergence
Theorem. In fact,

a = sup
t>0

∫

[0,∞)

e−txdµ(x) = sup
t>0

sup
b>0

∫

[0,b]

e−txdµ(x)

= sup
b>0

sup
t>0

∫

[0,b]

e−txdµ(x) = sup
b>0

∫

[0,b]

dµ(x) = sup
b>0

µ([0, b]).

b) Now we assume that r > 0. For t > 0, define the positive Borel measure µt
by

µt(A) = trµ(t−1A),

i.e., for f ∈ Cc[0,∞), we have

∫

[0,∞)

f(x)dµt(x) = tr
∫

[0,∞)

f(xt)dµ(x).
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Let ν be the measure xr−1dx. It follows from the assumption that for each n ∈ N0,

(6.15) lim
t↓0

∫

[0,∞)

e−xe−nxdµt(x) =
a

Γ(r)

∫ ∞

0

e−xe−nxdν(x).

In fact,

∫

[0,∞)

e−xe−nxdµt(x) = tr
∫

[0,∞)

e−t(n+1)xdµ(x) =
1

(1 + n)r
(
t(1 + n)

)r
µ̂
(
t(n+ 1)

)

−→ 1

(1 + n)r
a =

a

Γ(r)

∫ ∞

0

e−x(1+n)dν(x) as t ↓ 0.

Let (tk)k∈N be a sequence in (0,∞) such that limk→∞ tk = 0. It follows from (6.15)
applied to n = 0 that

sup
k∈N ‖e−xdµtk‖ <∞.

The functions of the form e−nx (n ∈ N) are total in C0[0,∞) by the Stone–Weierstraß
Theorem. Thus it follows from (6.15) that

(6.16) lim
k→∞

∫

[0,∞)

f(x)e−xdµtk =
a

Γ(r)

∫ ∞

0

f(x)e−xdν(x)

for all f ∈ C0[0,∞). We will show in an instant that this implies that

(6.17) lim
k→∞

µtk([0, 1]) =
a

Γ(r)
ν([0, 1]).

Since

µtk([0, 1]) = t−rk

∫

[0,∞)

1[0,1](tkx)dµ(x) = t−rk µ([0, 1/tk]),

and

ν([0, 1]) =

∫ 1

0

xr−1dx =
1

r
and rΓ(r) = Γ(1 + r),

then (6.17) implies claim (ii).

In order to prove (6.17), we first observe that (6.16) implies that

(6.18) lim
k→∞

∫

[0,∞)

g(x)dµtk(x) =

(∫ ∞

0

g(x)dν(x)

)
· a

Γ(r)

for all g ∈ Cc[0,∞).
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Now let ε > 0. Then there exists gε ∈ Cc[0,∞) such that gε ≥ 0, gε = 1 on [0, 1]
and ∫ ∞

0

gε(x)dν(x) ≥ ν([0, 1]) ≥
∫ ∞

0

gε(x)dν(x) − ε.

Hence by (6.18),

lim
k→∞

µtk([0, 1)) ≤ lim
k→∞

∫

[0,∞)

gε(x)dµtk =
a

Γ(r)

∫ ∞

0

gε(x)dν(x) ≤
a

Γ(r)

(
ν([0, 1]) + ε

)
.

Since ε > 0 is arbitrary, we deduce that

lim
k→∞

µtk([0, 1]) ≤ a

Γ(r)
ν([0, 1]).

Similarly, there exists hε ∈ Cc[0,∞) such that 0 ≤ hε ≤ 1 on [0,∞), supphε ⊂ [0, 1]
and ∫ ∞

0

hε(x)dν(x) ≥ ν([0, 1]) − ε.

Hence by (6.18),

lim
k→∞

µtk([0, 1]) ≥ lim
k→∞

∫

[0,∞)

hε(x)dµtk(x) =
a

Γ(r)

∫ ∞

0

hε(x)dν(x) ≥
a

Γ(r)

(
ν([0, 1]) − ε

)
.

Again since ε > 0 is arbitrary, it follows that

lim
k→∞

µtk([0, 1]) ≥ a

Γ(r)
ν([0, 1])

Thus (6.17) is proved.

(ii)⇒(i) Let α(t) = µ([0, t]). Then α is increasing, and integration by parts yields

trα̂(t) = tr+1

∫ ∞

0

e−xtα(x)dx

= tr+1

∫ ∞

0

e−yα
(y
t

) dy
t

= tr
∫ ∞

0

e−y
(
1 +

y

t

)r (
1 +

y

t

)−r
α
(y
t

)
dy

=

∫ ∞

0

e−y(t+ y)r
(
1 +

y

t

)−r
α
(y
t

)
dy −→

∫ ∞

0

e−yyr
a

Γ(r + 1)
dy = a

as t ↓ 0 by the Dominated Convergence Theorem. The dominating function for
0 < t ≤ 1 is obtained by observing that (1 + x)−rα(x) → a/Γ(r) as x → ∞, and
hence C := supx>0(1 + x)−rα(x) <∞. Hence

e−y(t+ y)r
(
1 +

y

t

)−r
α
(y
t

)
≤ Ce−y(1 + y)r

for 0 < t ≤ 1.
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6.3 Weyl’s Formula

Let Ω ⊂ Rn be an open bounded set. The Dirichlet Laplacian ∆D
Ω on L2(Ω) is symmetric

and m-dissipative and has compact resolvent by Corollary 4.2.5. Denote by

0 < λ1 ≤ λ2 ≤ λ3 ≤ · · ·
the eigenvalues of −∆D

Ω . Note that ∆D
Ω is injective (by the Poincaré Inequality, Theorem

3.4.1). Hence λ1 > 0. Our aim is to investigate the asymptotic behaviour of λn as n→ ∞.
It follows from the Spectral Theorem that the eigenvalues of et∆

D
Ω are e−λjt, j ∈ N. Since

et∆
D
Ω is a Hilbert–Schmidt operator,

∞∑

j=1

e−2λjt <∞, hence
∞∑

j=1

e−λjt <∞

for t > 0. We denote by

(6.19) Tr
(
et∆

D
Ω

)
=

∞∑

j=1

e−λjt

the trace of et∆
D
Ω . By kΩ(t, ·, ·), we denote the kernel of et∆

D
Ω . If Ω is Dirichlet regular,

then by Theorem 5.3.4, the kernel kΩ(t, ·, ·) is continuous on Ω × Ω and non-negative by
Theorem 4.2.4. Therefore et∆

D
Ω is form-positive, hence by Mercer’s Theorem (Theorem

6.1.1),

(6.20)
∞∑

j=1

e−λjt =

∫

Ω

kΩ(t, x, x)dx.

We will use this formula to estimate the eigenvalues. An upper estimate follows from dom-
ination by the Gaussian kernel, Theorem 4.2.4, which implies that kΩ(t, x, x) ≤ (4πt)−n/2

for all x ∈ Ω and hence

(6.21) 0 ≤
∫

Ω

kΩ(t, x, x)dx ≤ |Ω|
(4πt)n/2

(t > 0).

We now proceed to give a lower estimate for small t > 0. As a first step, we give an
estimate which may be interpreted physically. We may see kΩ(t, x, y) as the amount of
heat at the point x at time t if an initial heat of value 1 is concentrated at y. The same
interpretation is also valid for

kRn

(t, x, y) = (4πt)−n/2e−|x−y|/4t,

where the heat flow takes place in the entire space. The following estimate shows that
for x ∈ Ω, the heat amount kΩ(t, x, y) is close to kRn

(t, x, y) if y ∈ Ω is away from the
boundary. Recall that Γ = ∂Ω is the boundary of Ω.
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Proposition 6.3.1 (Kac’s Principle: The boundary does not affect the kernel). Assume
that Ω ⊂ Rn is Dirichlet regular. Let x ∈ Ω be fixed. For y ∈ Ω, let

t0(y) =
dist(y,Γ)2

2n
.

Then

0 ≤ kRn

(t, x, y) − kΩ(t, x, y) ≤
{

(4πt)−n/2e−dist(y,Γ)2/4t if t ≤ t0(y);

(4πt0(y))
−n/2e−n/2 if t > t0(y).

Proof. Recall from (5.22) and its consequences that for x, y ∈ Ω,

kRn

(t, x, y) − kΩ(t, x, y) = p(t, x, y),

where p(·, ·, y) solves the Heat-Boundary Value Problem with the following values on the
parabolic boundary:

p(0, x, y) = 0 (x ∈ Ω);

p(t, x, y) = (4πt)−n/2e−|x−y|2/4t (t > 0, x ∈ Γ).

It follows from the Parabolic Maximum Principle that for x, y ∈ Ω

p(t, x, y) ≤ sup
z∈Γ

0<s≤t

(4πs)−n/2e−|z−y|2/4s ≤ sup
0<s≤t

(4πs)−n/2e− dist(y,Γ)2/4s.

The function
f(s) = (4πs)−n/2e− dist(y,Γ)2/4s

attains its maximum at t0(y) and is decreasing for s > t0(y) and increasing for s < t0(y).
This proves the estimate.

Using this proposition, we obtain the following lower estimate.

Proposition 6.3.2. Assume that Ω is Dirichlet regular. Then

(6.22) lim
t↓0

tn/2
∫

Ω

kΩ(t, x, x)dx ≥ |Ω|
(4π)n/2

.

Proof. For t > 0, let

Ω1(t) = {x ∈ Ω : dist(x,Γ) ≥ t1/4}
Ω2(t) = {x ∈ Ω : dist(x,Γ) < t1/4}.

Then limt↓0 |Ω2(t)| = 0 by the Dominated Convergence Theorem. We will give an upper
estimate of

tn/2
∫

Ω

(
kRn

(t, x, x) − kΩ(t, x, x)
)
dx as t ↓ 0.
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First we consider the integral over Ω1(t), where we use Proposition 6.3.1.
Let t < (2n)−2. Then for x ∈ Ω1(t),

t0(x) =
dist(x,Γ)2

2n
≥ t1/2

2n
> t and

−dist(x,Γ)2

4t
≤ − 1

4t1/2
.

Hence by Proposition 6.3.1, for x ∈ Ω1(t),

kRn

(t, x, x) − kΩ(t, x, x) ≤ (4πt)−n/2e−1/4t1/2

,

hence

tn/2
∫

Ω1(t)

(
kRn

(t, x, x) − kΩ(t, x, x)
)
dx ≤ |Ω|

(4π)n/2
e−1/4t1/2 → 0 as t ↓ 0.

On Ω2(t), we estimate by the Gaussian kernel, since kΩ(t, x, x) ≥ 0:

tn/2
∫

Ω2(t)

(
kRn

(t, x, x) − kΩ(t, x, x)
)
dx ≤ tn/2(4πt)−n/2|Ω2(t)| =

|Ω2(t)|
(4π)n/2

→ 0 as t ↓ 0.

These two estimates show that

lim
t↓0

( |Ω|
(4π)n/2

−
∫

Ω

kΩ(t, x, x)dx

)
= lim

t↓0
tn/2

∫

Ω

(
kRn

(t, x, x) − kΩ(t, x, x)
)
dx = 0.

This implies (6.22).

Thus by (6.21) and (6.22), we have proved that

(6.23) lim
t↓0

tn/2
∫

Ω

k(t, x, x)dx =
|Ω|

(4π)n/2

if Ω is Dirichlet regular.
Hence by (6.20), we deduce that

(6.24) lim
t↓0

tn/2
∞∑

j=1

e−λjt =
|Ω|

(4π)n/2
.

This is already a remarkable result. It shows in particular that the eigenvalues of the
Dirichlet Laplacian ∆D

Ω determine the volume of Ω. Now we use the Tauberian theorem
of Section 6.2 to actually obtain Weyl’s Formula.

For λ > 0, let N(λ) be the number of λj such that λj ≤ λ.
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Theorem 6.3.3 (Weyl). Assume that Ω is Dirichlet regular. Then

(6.25) lim
λ→∞

N(λ)

λn/2
=

ωn
(2π)n

|Ω|,

where ωn = πn/2/Γ(1 + n
2
) denotes the volume of the unit ball in Rn.

Proof. Define the discrete measure µ on R+ by µ({λ}) := #{j : λ = λj}. Then µ([0, λ]) =
N(λ) and

µ̂(t) =

∫ ∞

0

e−λtdµ(λ) =

∞∑

j=1

e−λjt.

Thus by (6.24)

lim
t↓0

tn/2µ̂(t) =
|Ω|

(4π)n/2
.

It follows from Karamata’s Theorem (Theorem 6.2.1) that

lim
λ→∞

λ−n/2N(λ) = lim
λ→∞

λ−n/2µ([0, λ]) =
1

Γ(1 + n
2
)

1

(4π)n/2
|Ω| =

ωn
(2π)n

|Ω|.

6.4 Exercises

We first show by an example that in Mercer’s Theorem the assumption that Bk is form-positive cannot
be omitted.

Exercise 6.4.1 (Failure of the trace formula). Let Ω = (0, 1). Consider the kernel k(x, y) = |x− y|. Show
that the operator Bk on L2(0, 1) is not form-positive

Hint: Use Mercer’s Theorem.

Exercise 6.4.2 (An example for the trace formula). Consider the kernel k(x, y) = min{x, y} on [0, 1]×[0, 1].
Show that the operator Bk on L2(0, 1) is selfadjoint, compact and that

∑∞
j=1 λj = 1/2, where λ1 ≤

λ2 ≤ · · · are the eigenvalues of Bk (repeated according to multiplicity).

Hint: Show that Bk is form-positive.

Exercise 6.4.3 (Weyl’s Formula on the interval). Let Ω = (0, ℓ), ℓ ∈ R. Determine the eigenvalues of ∆D
Ω

on L2(0, ℓ). Prove Weyl’s Formula (6.25) directly.

Exercise 6.4.4 (The Neumann Laplacian on an interval). Consider ∆N
Ω for Ω = (0, ℓ) on L2(0, ℓ). Deter-

mine the eigenvalues and the asymptotics of N(λ)/λ1/2 for λ → ∞.

6.5 Comments

Theorem 6.1.1 was proved by Mercer [Mer09] in 1909. Here we follow the presentation in the textbook
on Functional Analysis by D. Werner [Wer97], where also Exercises 6.4.1 and 6.4.2 are taken from.
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6.5.1 Tauberian theorems

The Tauberian theorem, Theorem 6.2.1, is due to Karamata [Kar31] from 1931. Our proof is taken
from [Sim79, Theorem 10.3], where the elegant proof is attributed to M Aizenman. The notion of an
Abelian Theorem has its origin in Abel’s Continuity Theorem (1826). Let

p(z) =

∞∑

n=0

anzn

be a power series, where
∞∑

n=0

an =: b converges. Then lim
x↑1

p(x) = b.

It was Tauber who proved the following converse result in 1897. If

lim
n→∞

nan = 0 and lim
x↑1

p(x) = b

exists, then also
∞∑

n=0

an = b.

The Tauberian condition

lim
n→∞

|nan| = 0 was weakened by Hardy to sup |nan| < ∞,

a case for which the proof is considerably more difficult (see [ABHN01, Theorem 4.2.17]). This result leads
to most interesting investigations and to many different versions of Tauberian theorems which establish
an asymptotic behaviour of a function supposing a corresponding asymptotic behaviour of its transform
(e.g. Laplace or Fourier Transform). We refer to [ABHN01, Chapter 4] for a class of Tauberian theorems
which are particularly interesting in order to determine the asymptotic behaviour as t → ∞ for solutions
of evolution equations.

6.5.2 Weyl’s theorem: Arbitrary domains

In the text, we started from the assumption that Ω be Dirichlet regular. As we saw, this is equivalent to
the fact that the kernel kΩ(t, ·, ·) is continuous up to the boundary taking the value 0 on the boundary.
From this, we may extend the result to arbitrary bounded domains by the following argument.

Let Ω ⊂ Rn be an open bounded set. Then there exist open sets Ωk ⊂ Ω which are of class C∞

such that
Ωk ⊂ Ωk+1 ⊂ Ωk+1 ⊂ Ω.

It follows from Daners [Dan05, Theorem 4.4] that

R(λ, ∆D
Ωk

) → R(λ, ∆D
Ω ) as k → ∞

in L(L2(Ω)) for all λ ≥ 0. This in turn by [Kat66, IV, §5.3] implies the following.
Let λ ∈ σ(∆D

Ω ) and let δ > 0 such that

(λ − δ, λ + δ) ∩ σ(−∆D
Ω ) = {λ}.

Denote by m the multiplicity of λ. Then there exists k0 such that for k ≥ k0, there are exactly m
eigenvalues λk

1 , . . . , λk
m in (λ − δ, λ + δ) and limk→∞ λk

j = λ (j = 1, . . . , m). As a consequence, we obtain
the following.
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Write the eigenvalues of −∆D
Ωk

in the ordering

0 < λk
1 ≤ λk

2 ≤ λk
3 ≤ · · ·

and similarly the eigenvalues of −∆D
Ω

0 < λ1 ≤ λ2 ≤ λ3 ≤ · · ·

It follows from Courant’s Minimax Principle

(6.26) λk
j = inf

F⊂H1
0 (Ωk)

dim F=j

sup{(∇u | ∇u) : u ∈ F, ‖u‖L2 = 1},

that λk+1
j ≤ λk

j . From Kato’s result mentioned above, one sees that

λj = lim
k→∞

λk
j .

Since Ωk is Dirichlet regular (see Examples 5.2.2 d)), we know from (6.24) that

lim
t↓0

tn/2
∞∑

j=1

e−λk
j t =

|Ωk|
(4π)n/2

.

Hence by (6.26),

lim
t↓0

tn/2
∞∑

j=1

e−λjt ≥ lim
t↓0

tn/2
∞∑

j=1

e−λk
j t =

|Ωk|
(4π)n/2

.

for all k ∈ N. Since |Ωk| ↑ |Ω| by the Monotone Convergence Theorem, we deduce that

(6.27) lim
t↓0

tn/2
∞∑

j=1

e−λjt ≥ |Ω|
(4π)n/2

.

Conversely, by (6.20) and (6.21), we have for t > 0,

tn/2
∞∑

j=1

e−λk
j t ≤ |Ωk|

(2π)n/2
.

In the spirit of (6.26), it follows from the Monotone Convergence Theorem that

(6.28) tn/2
∞∑

j=1

e−λjt = sup
k∈N tn/2

∞∑

j=1

e−λk
j t ≤ sup

k∈N |Ωk|
(2π)n/2

=
|Ω|

(2π)n/2
.

We have shown by (6.27), (6.28) that

lim
t↓0

tn/2
∞∑

j=1

e−λjt =
|Ω|

(4π)n/2
.

As in Theorem 6.3.3, this implies (6.25) by Karamata’s Tauberian Theorem.
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6.5.3 Weyl’s Theorem, references

The proof of Weyl’s Theorem we give here is essentially the one given by Kac [Kac66], who found the trace
formula (6.23) and used Karamata’s Theorem. Here we follow partly Dodzink [Dod81] for Proposition
6.3.1 and 6.3.2, though with a simplified proof. Dodzink assumes that Ω is of class C2 throughout.

Simon [Sim79] gives a probabilistic proof of Weyl’s Theorem assuming that ∂Ω has Lebesgue measure
0. The argument for arbitrary bounded open sets given in 6.5.2 above might be new.

In contrast to the proofs described so far, which all use the heat kernel, the classical proof by
Weyl [Wey11] uses the Courant’s Minimax Principle (see (6.26)) and exhausts Ω by cubes from the
interior and approximates Ω also by cubes from the exterior. Weyl proved the result in a short version
in 1911 [Wey11] and in a more extended form in 1912 [Wey12]. This proof can be also found in the
textbooks [RS78], [EE87], [CH93]. We refer also to the interesting diploma dissertation of E. Michel
[Mic01], where both approaches are presented.
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Lecture 7

From Forms to Semigroups

The aim of this lecture is to introduce sesquilinear forms. They form an almost alge-
braic tool to prove that a large class of operators generates holomorphic semigroups on a
Hilbert space. We will later consider elliptic differential operators with diverse boundary
conditions as a main example. There are three sections.

7.1 Coercive forms

7.2 Elliptic forms and rescaling

7.3 Contractivity properties

7.1 Coercive forms

Let V be a Hilbert space over K = C or R. A sesquilinear form a : V × V → K is a
mapping satisfying

a(u+ v, w) = a(u, w) + a(v, w)

a(λu, w) = λa(u, w)

a(u, v + w) = a(u, v) + a(u, w)

a(u, λv) = λ̄a(u, v)

for u, v, w ∈ V, λ ∈ K. In other words, a is linear in the first and antilinear in the second
variable. If K = R, then we also say that a is bilinear. We frequently say simply form
instead of sesquilinear/bilinear form. The form a is called continuous if there exists M ≥ 0
such that

(7.1) |a(u, v)| ≤M‖u‖V ‖v‖V (u, v ∈ V ).

91



92 7. From Forms to Semigroups

Finally, the form a is called coercive if there exists α > 0 such that

(7.2) Re a(u, u) ≥ α‖u‖2
V (u ∈ V ).

If K = R, then V ′ denotes the dual space of V . In the case K = C, we consider antilinear
functionals instead of linear functionals. A mapping f : V → C is called antilinear if

f(u+ v) = f(u) + f(v) and f(λu) = λ̄f(u) (u, v ∈ V, λ ∈ C).

The space V ′ of all continuous antilinear forms is a complex Banach space for the norm

‖f‖ = sup
‖u‖V ≤1

|f(u)|.

We call it the antidual of V . Frequently we write

〈f, u〉 = f(u) (u ∈ V, f ∈ V ′).

Now we continue to treat simultaneously the cases K = R and K = C. A form a : V ×V →K is called symmetric if
a(u, v) = a(v, u).

Thus, a continuous, coercive, symmetric form on V is the same as a scalar product on V
that induces an equivalent norm (we say an equivalent scalar product). So the following
theorem is a generalisation of the Theorem of Riesz–Fréchet to a non-symmetric form.

Theorem 7.1.1 (Lax–Milgram). Let a : V × V → K be a continuous, coercive form. Then
there exists an isomorphism A : V → V ′ such that

(7.3) 〈Au, v〉 = a(u, v)

for all u ∈ H, v ∈ V . Moreover, ‖A−1‖L(V ′,V ) ≤ 1
α
, where α is the constant of (7.2).

Proof. By the Theorem of Riesz–Fréchet, for each u ∈ V there exists a unique Bu ∈ V
such that

(Bu | v)V = a(u, v) (v ∈ V ).

By the continuity assumption (7.1), ‖Bu‖V ≤ M‖u‖V . It follows from the coerciveness
assumption (7.2) that α‖u‖2

V ≤ Re a(u, u) ≤ ‖Bu‖V ‖u‖V , hence

(7.4) α‖u‖V ≤ ‖Bu‖V (u ∈ V ).

This implies that B is injective and its range R(B) is closed. We show that R(B) = V .
For this it suffices to show that R(B) is dense in V , i.e., that R(B)⊥ = {0} in V . Let
v ∈ R(B)⊥. Then 0 = (Bu | v)V = a(u, v) for all u ∈ V . In particular, a(v, v) = 0,
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hence v = 0 by (7.2). We have shown that B is bijective. It follows from (7.4) that
‖B−1‖L(V ) ≤ 1

α
. Consider the mapping V ∋ x 7→ fx ∈ V ′, where

fx(y) = (x | y)V (y ∈ V ).

Since by the Theorem of Riesz–Fréchet this mapping is an isometric isomorphism, the
claim follows.

The space V ′ is always isomorphic to V (and thus a Hilbert space). To see this, we
may apply Theorem 7.1.1 to the usual scalar product. But for the applications we have
in mind another identification of V ′ will be more useful. This identification depends on
an additional Hilbert space.

In fact, now we assume that the Hilbert space V is continuously and densely injected
into another Hilbert space H , i.e., V ⊂ H and there exists a constant c > 0 such that

‖u‖H ≤ c‖u‖V (u ∈ V )

and V is dense in H for the norm of H . We express this by

V
d→֒H.

Now we may inject H continuously into V ′ using the scalar product of H in the following
way: for u ∈ H let j(u) ∈ V ′ be given by

〈j(u), v〉 = (u | v)H (v ∈ V ).

Then

‖j(u)‖V ′ = sup
‖v‖V ≤1

|(u | v)H| ≤ sup
‖v‖V ≤1

‖u‖H‖v‖H

≤ c‖u‖H.
Thus j is a continuous linear mapping. Moreover, j is injective. In fact, if j(u) = 0, then
‖u‖2

H = (u | u)H = 〈j(u), u〉 = 0. Hence u = 0.

In the following we identify H with a subspace of V ′ omitting the identification
mapping j, i.e., we write

〈u, v〉 = (u | v)H
for all u, v ∈ V where 〈u, v〉 = 〈j(u), v〉.

We emphasise that the identification of V with a subspace of V ′ depends crucially
on the choice of the Hilbert space H . Resuming the continuous injections defined above,
we have

V
d→֒H

d→֒V ′.

Lemma 7.1.3 together with Theorem 7.1.4 below show in particular that the space V is
dense in V ′, thus also H is dense in V ′ as we indicated above.

The following example illustrates the identifications made above. We will see in
Lecture 8 that it describes already the most general situation, up to unitary equivalence.
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Example 7.1.2. Let (Ω,Σ, µ) be a σ-finite measure space, α > 0, and m : Ω → [α,∞) be
measurable. Let H = L2(Ω, µ), V = L2(Ω, mµ). Then V →֒ H. We have V ′ = L2(Ω, 1

m
µ)

if we write the duality as

〈f, u〉 =

∫

Ω

fūdµ (u ∈ V, f ∈ L2(Ω,
1

m
µ)).

Before proving the first generation result we need an auxiliary result.

Lemma 7.1.3. Let A be an operator on a reflexive space X such that [ω,∞) ⊂ ρ(A) and
‖λR(λ,A)‖ ≤M for λ ≥ ω. Then D(A) is dense in X.

Proof. Let x ∈ X. Since X is reflexive there exists λk → ∞ and y ∈ X such that
xk := λkR(λk, A)x ⇀ y as k → ∞. Let µ ∈ ρ(A). It follows that R(µ,A)xk ⇀ R(µ,A)y.
But by the Resolvent Identity

R(µ,A)xk =
λk

λk − µ
(R(µ,A)x−R(λk, A)x) ⇀ R(µ,A)x.

Thus R(µ,A)y = R(µ,A)x, which implies x = y. We have shown that x is in the
weak closure of D(A), which coincides with the strong closure by the Theorem of Hahn–
Banach.

Now we will associate three holomorphic C0-semigroups with the form a, namely on
the spaces V ′, H , and V . The most important one is the semigroup on H . But we start by
considering V ′. For this case we merely consider K = C for simplicity. Let a : V × V → C
be a continuous, coercive form and denote by A : V → V ′ the associated operator defined
as in (7.3). We may see A as an unbounded closed operator on the Banach space V ′.
Here is our first generation result.

Theorem 7.1.4. The operator −A generates a bounded holomorphic semigroup on V ′.

Proof. For Reλ ≥ 0 we consider the form aλ defined by aλ(u, v) = λ(u | v)H + a(u, v).
Then aλ is continuous and coercive and the associated operator is λ + A. Thus λ + A :
V → V ′ is an isomorphism and ‖(λ+A)−1‖L(V ′,V ) ≤ 1

α
for all Reλ ≥ 0 by Theorem 7.1.1.

Since λ(λ+ A)−1 + A(λ+ A)−1 = I it follows that

‖λ(λ+ A)−1‖L(V ′ ) ≤ 1 + ‖A(λ+ A)−1‖L(V ′)

≤ 1 + ‖A‖L(V,V ′ )‖(λ+ A)−1‖L(V ′ ,V )

≤ 1 +
1

α
‖A‖L(V,V ′ )

for Reλ ≥ 0. This proves the holomorphic estimate of Theorem 2.5.3. Since A is densely
defined, by the preceding lemma, the proof is complete.
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Now we consider again K = R or K = C simultaneously. Let a : V × V → K be a

continuous, coercive form where V
d→֒H . We define an operator A on H by

D(A) := {u ∈ V : ∃f ∈ H a(u, v) = (f | v)H for all v ∈ V }
Au := f.

Note that f is uniquely determined by u since V is dense in H . We call A the
operator associated with a on H . Now we can prove the main generation theorem.

Theorem 7.1.5. The operator −A generates a holomorphic semigroup on H.

Proof.

1. Let first K = C. Consider the operator A on V ′ defined in Theorem 7.1.1. Since
also the form aλ given by aλ(u, v) = a(u, v) + λ(u | v)H is coercive for Reλ ≥ 0,
the operator A + λ is invertible for all Reλ ≥ 0. Observe that D(A) = V →֒ H .
Hence R(λ,A)H ⊂ H . Consequently ρ(A) ⊂ ρ(A) and R(λ,A) = R(λ,A)|H for all
λ ∈ ρ(A).

In particular for Reλ ≥ 0. Let f ∈ H and u = (λ + A)−1f where Reλ ≥ 0. Then
u ∈ V and

λ(u | v)H + a(u | v) = (f | v)H (v ∈ V ).

In particular,

λ‖u‖2
H + a(u, u) = (f | u)H .

This implies

α‖u‖2
V ≤ Re a(u, u) = Re(f | u)H − Reλ‖u‖2

H ≤ ‖f‖H‖u‖H

and

|λ|‖u‖2
H ≤ ‖f‖H‖u‖H +M‖u‖2

V .

Hence,

|λ|‖u‖2
H ≤

(
M

α
+ 1

)
‖f‖H‖u‖H

and so |λ|‖u‖H ≤
(
M
α

+ 1
)
‖f‖H . We have proved that

‖λ(λ+ A)−1‖L(H) ≤
(
M

α
+ 1

)
(Reλ ≥ 0).

Since by Lemma 7.1.3 the operator A is densely defined, it follows from Theo-
rem 2.5.3 that −A generates a holomorphic C0-semigroup.
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2. Assume now that K = R. Then we can extend the bilinear form a to a unique
sesquilinear form aC on VC. It is not difficult to see that aC is continuous and
coercive. The operator AC on HC associated with aC generates a holomorphic C0-
semigroup (TC(t))t≥0. Since R(λ,AC)H ⊂ H for λ ≥ 0, this semigroup leaves H
invariant by Euler’s Formula (2.15). Its restriction (T (t))t≥0 to H is a C0-semigroup
whose generator is −A.

Finally, we want to show that also a holomorphic C0-semigroup on V is induced by
the coercive form a. For this we use the following general result.

Proposition 7.1.6. Let B be the generator of a C0-semigroup (T (t))t≥0 on a Banach space
X. Consider D(B) as a Banach space endowed with the graph norm. Then (T1(t))t≥0 :=
(T (t)|D(B))t≥0 is a C0-semigroup on D(B) whose generator is the operator B1 given by

B1x := Bx (x ∈ D(B1) := D(B2)).

Proof. We may assume that 0 ∈ ρ(B) (considering B − ω instead of B otherwise, ω ∈
ρ(B)). Then B is an isomorphism from D(B) onto X. Hence T1(t) := B−1T (t)B defines
a C0-semigroup on D(B). Since T (t)Bx = BT (t)x for x ∈ D(B), T1(t)x = T (t)x for
x ∈ D(B). It is easy to see that the generator of (T1(t))t≥0 is B1.

From Proposition 7.1.6 we obtain directly the following.

Proposition 7.1.7. The semigroup (e−tA)t≥0 on H leaves V invariant and its restriction
is a holomorphic C0-semigroup on V .

Proof. By the proof of Proposition 7.1.6 the semigroup (e−tA|V )t≥0 is similar to the semi-

group generated by −A on V ′. From this it follows that also (e−tA|V )t≥0 is holomorphic.

Corollary 7.1.8. The domain D(A) of A is dense in V .

Proof. Let u ∈ V . Then limt→0+ e
−tAu = u in V by Proposition 7.1.7. Since e−tAu ∈ D(A)

for all t > 0, the claim follows.

In conclusion, we obtained three C0-semigroups associated with a. The semigroup
(e−tA)t≥0 on V ′ leaves invariant H and V . The restriction are holomorphic C0-semigroups
with generators −A on H and −AV on V .

For the applications one will proceed as follows: Given the Hilbert space H and an

operator A on H , one will try to find V
d→֒H and a form a : V × V → K such that A is

associated with a.
We conclude this section with a typical example of a coercive form.
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Example 7.1.9 (strictly elliptic operators of pure second order). Let Ω ⊂ Rn be open and
bounded, H = L2(Ω). Let aij ∈ L∞(Ω), 1 ≤ i, j ≤ n, such that

n∑

i,j=1

aij(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
for a.e. x ∈ Ω. Let V = H1

0 (Ω) and define a : V × V → K by

a(u, v) :=

∫

Ω

n∑

i,j=1

aij(x)Diu(x)Djv(x)dx.

Then a is continuous. In fact

|a(u, v)| ≤ c‖∇u‖L2‖∇v‖L2 ≤ c‖u‖H1‖v‖H1,

where c = ‖∑n
i,j=1 |aij| ‖L∞.

Moreover,

Re a(u, u) ≥ α

∫

Ω

|∇u|2dx (u ∈ H1
0 (Ω)).

It follows from Poincaré’s Inequality that a is coercive.
Let A be the operator on L2(Ω) associated with a. Then −A generates a holomorphic

C0-semigroup on L2(Ω). If the coefficients are merely measurable, then one can describe
the operator A not much better than by the form. But the use of distributions makes it
more elegant.

If u ∈ H1
0 (Ω), then Dju ∈ L2(Ω) and hence aijDju ∈ L2(Ω) ⊂ D(Ω)′. Then also

DiaijDju ∈ D(Ω)′. Define the operator B : H1
0 (Ω) → D(Ω)′ by

Bu :=
n∑

i,j=1

DiaijDju (u ∈ H1
0 (Ω)).

Then
D(A) =

{
u ∈ H1

0 (Ω) : Bu ∈ L2(Ω)
}

and
−Au = Bu (u ∈ D(A)).

This means that −A is the part of B in L2(Ω).

7.2 Elliptic forms and rescaling

If A generates the C0-semigroup (T (t))t≥0, then A + ωI generates the C0-semigroup
(eωtT (t))t≥0. This observation allows us to pass from the class of coercive forms, which
were the subject of Section 7.1, to elliptic forms.



98 7. From Forms to Semigroups

Let V,H be Hilbert spaces over K = C or R such that V
d→֒H . Let a : V × V → K be

a continuous sesquilinear form. We call a elliptic (or more precisely H-elliptic) if

(7.5) Re a(u, u) + ω‖u‖2
H ≥ α‖u‖2

V (u ∈ V )

for some ω ∈ R, α > 0. This is equivalent to saying that the form aω : V ×V → K defined
by

aω(u, v) := a(u, v) + ω(u | v)H (u, v ∈ V )

is coercive.
We define the operator A on H associated with a by

(7.6)
D(A) := {u ∈ V : ∃f ∈ H s.t. a(u, v) = (f | v)H for all v ∈ V },
Au := f.

Note that A is well-defined since we assume that V is dense in H . It is clear that
the operator A+ ω is associated with the coercive form aω. Hence −(A+ ω) generates a
holomorphic C0-semigroup Tω on H . Consequently, −A generates the semigroup T given
by T (t) = eωtTω(t) (t ≥ 0). Then (T (t))t≥0 is called the semigroup associated with a.

The following easy perturbation result will give us a first example of an elliptic form
which is not coercive.

Proposition 7.2.1 (perturbation). Let B ∈ L(V,H) and a be coercive. Then the form
b : V × V → K given by

b(u, v) := a(u, v) + (Bu | v)H (u, v ∈ V )

is continuous and elliptic.

Proof. One has

|b(u, v)| ≤M‖u‖V ‖v‖V + ‖B‖‖u‖V ‖v‖H ≤ (M + c‖B‖)‖u‖V ‖v‖V ,

where c is such that ‖ · ‖H ≤ c ‖·‖V . Moreover, for u ∈ V

Re b(u, u) ≥ Re a(u, u)− ‖B‖‖u‖V ‖v‖H
≥ α‖u‖2

V − ‖B‖‖u‖V ‖v‖H
= α‖u‖2

V − ‖B‖ε‖u‖V
1

ε
‖v‖H

≥ α‖u‖2
V − ε2‖u‖2

V − ‖B‖2 1

ε2
‖v‖2

H ,

where we need the inequality ab ≤ a2+b2. Hence Re b(u, u)+‖B‖2 1
ε2
‖v‖2

H ≥ (α−ε2)‖u‖2
V .

Taking ε2 < α shows that the form is elliptic.
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Now we can perturb elliptic operators by lower order coefficients.

Example 7.2.2 (elliptic operators). Let Ω ⊂ Rn be open and bounded and let aij ∈ L∞(Ω),
1 ≤ i, j ≤ n, such that

n∑

i,j=1

aij(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
for a.e. x ∈ Ω. Let bi ∈ L∞(Ω), 0 ≤ i ≤ n. Then

a(u, v) :=

∫

Ω

n∑

i,j=1

aij(x)Diu(x)Djv(x)dx+
n∑

i=1

∫

Ω

biDiuvdx+

∫

Ω

b0uvdx

defines a continuous form on H1
0 (Ω) ×H1

0 (Ω) which is L2(Ω)-elliptic. In fact, it suffices
to let B : H1

0 (Ω) → L2(Ω) be given by

Bu =

n∑

i=1

biDiu+ b0u (u ∈ H1
0 (Ω))

and apply Proposition 7.2.1.

7.3 Contractivity properties

In the following we assume throughout that a is elliptic. We now establish several prop-
erties of (T (t))t≥0 keeping the assumptions made above. First we consider contractivity.
We need the following general result.

Proposition 7.3.1. Let B be the generator of a C0-semigroup (S(t))t≥0 on H. Then
‖S(t)‖ ≤ 1 for all t ≥ 0 if and only if B is dissipative.

Proof. Assume that B is dissipative, i.e.,

Re(Bu | u) ≤ 0 (u ∈ D(B)).

Let u ∈ D(B). Then

d

dt
‖T (t)u‖2

H =
d

dt
(T (t)u | T (t)u)H = (BT (t)u | T (t)u)H + (T (t)u | BT (t)u)H

= 2 Re(BT (t)u | T (t)u)H ≤ 0.

It follows that ‖T (t)u‖2
H is decreasing. In particular, ‖T (t)u‖H ≤ ‖u‖H for all t ≥ 0.

Since D(B) is dense in H , the claim follows.
Conversely, assume that T is contractive. Let u ∈ D(B). Then

‖T (t+ s)u‖H = ‖T (t)T (s)u‖H ≤ ‖T (s)u‖H (t, s ≥ 0).
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Hence ‖T (·)u‖2
H is decreasing and it follows that

Re(Bu | u)H =
d

dt |t=0
‖T (t)u‖2

H ≤ 0.

We say that the sesquilinear form a is accretive if

Re a(u, u) ≥ 0 (u ∈ V ).

Proposition 7.3.2. Consider the semigroup (T (t))t≥0 on H associated with a. Then
(T (t))t≥0 is contractive if and only if a is accretive.

Proof. If a is accretive, then Re(Au | u)H = Re a(u, u) ≥ 0 for all u ∈ D(A). Thus −A is
dissipative and the semigroup is contractive by Proposition 7.3.1.

Conversely, assume (T (t))t≥0 to be contractive. Then −A is dissipative, hence

Re a(u, u) = Re(Au | u)H ≥ 0 (u ∈ D(A)).

SinceD(A) is dense in V by Corollary 7.1.8, it follows that Re a(u, u) ≥ 0 for all u ∈ V .

Example 7.3.3. Let Ω ⊂ Rn be open, H = L2(Ω). Let aij ∈ L∞(Ω), 1 ≤ i, j ≤ n, such
that

n∑

i,j=1

aij(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
for a.e. x ∈ Ω. Let V = H1

0 (Ω) and define a : V × V → K by

a(u, v) :=

∫

Ω

n∑

i,j=1

aij(x)Diu(x)Dju(x)dx (u ∈ H1
0 (Ω)).

Then a : V × V → K is continuous and H-elliptic. Moreover, a is accretive. Let A be the
associated operator on L2(Ω). Then −A generates a contractive C0-semigroup on L2(Ω).
In general the form a is not coercive if Ω is unbounded.

Next we establish an asymptotic property of (T (t))t≥0 as t → 0+. Recall that
(T (t))t≥0 is holomorphic, hence for all t > 0 the operator T (t) is bounded from H into
D(A), where D(A) carries the graph norm. Since D(A) ⊂ V and V →֒ H it follows from
the Closed Graph Theorem that

(7.7) D(A) →֒ V.

Consequently, T (t) ∈ L(H, V ).
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Proposition 7.3.4. There exists a constant c > 0 such that

(7.8) ‖T (t)‖L(H,V ) ≤ ct−
1
2 (0 < t ≤ 1).

Proof. Considering the form aω instead of a we may assume that a is coercive. Then a is
accretive and

‖T (t)‖L(H) ≤ 1 (t ≥ 0).

Since (T (t))t≥0 is holomorphic, by Definition 2.5.1 there is a constant c > 0 such that

‖AT (t)u‖H ≤ c

t
‖u‖H (0 < t ≤ 1, u ∈ H).

Hence, by coercivity, one has for all u ∈ H

‖T (t)u‖2
V ≤ αRe a(T (t)u, T (t)u) = αRe(AT (t)u | T (t)u)H

≤ α‖AT (t)u‖H‖T (t)u‖H
≤ αc

t
‖u‖2

H.

This implies (7.8).

7.4 Exercises

In the first exercise exponential stability is established for coercive forms.

Exercise 7.4.1 (exponential stability). Let V
d→֒H and let a : V × V → C be continuous and coercive.

Denote by A the associated operator. Show that

‖e−tA‖L(H) ≤ e−ǫt (t ≥ 0)

for some ǫ > 0. Give a concrete example.

Exercise 7.4.2 (an elliptic operator). Let b ∈ L∞(0, 1). Define the operator A on L2(0, 1) by

Au = u′′ + bu′ (u ∈ D(A) := {u ∈ H2(0, 1) : u′(0) = u′(1) = 0}).
Show that A generates a holomorphic C0-semigroup.

Hint: Define an appropriate form. Recall that H2(0, 1) ⊂ C1[0, 1], cf. Theorem 3.5.3 and
Exercise 3.5.4.

Exercise 7.4.3. Let A be the generator of a C0-semigroup (T (t))t≥0 on a Hilbert space H. Assume that
V is a second Hilbert space such that D(A) ⊂ V ⊂ H. Assume that Re(Au | u)V ≤ 0 for all u ∈ D(A)
such that Au ∈ V .

a) Consider the part AV of A in V , i.e.,

D(AV ) := {u ∈ D(A) : Au ∈ V },
AV u := Au.

Show that AV generates a C0-semigroup (S(t))t≥0 on V .

b) Show that S(t) = T (t)|V (t ≥ 0)

c) Deduce Theorem 7.1.5 from Theorem 7.1.4, except for the property of holomorphy.

Exercise 7.4.4. Give a detailed proof of the assertions of Example 7.1.2.
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7.5 Comments

There are two different but equivalent approaches to forms. The one we chose here starts by a given
Hilbert space V as form domain. This approach can be found in the monographs [DL88] and [Tan79].

Another approach consists in considering a sesquilinear form a on a Hilbert space with a domain
D(a) which is just a subspace of H but does not carry any further structure. Then it becomes a unitary
space by a scalar product defined by means of the form. We will describe this approach leading to closed
forms in Lecture 8.

But we will keep our presentation from Lecture 7 in the sequel of the course.



Lecture 8

More on forms

In this lecture we continue to talk about form methods. At first we show that all m-
dissipative symmetric operators are associated with a form.

Then we describe a different but equivalent way to present forms. We conclude the
section by two easy perturbation results. There are three sections.

• Symmetric forms

• Closed forms

• Form sums and multiplicative perturbations

8.1 Symmetric forms

We start by a remark on adjoints and selfadjointness. Let H be a Hilbert space overK = C or R. Let A be a densely defined operator on H with domain D(A). Then the
adjoint A∗ of A is defined by

D(A∗) := {u ∈ H : ∃f ∈ H s.t. (Av | u)H = (v | f)H for all v ∈ D(A)},
A∗u := f.

Since D(A) is dense in H the element f is uniquely determined by u.

Proposition 8.1.1. Assume that λ ∈ ρ(A) ∩ R.

a) Then λ ∈ ρ(A∗) and R(λ,A)∗ = R(λ,A∗).

b) The following are equivalent:

i) A = A∗,

ii) A is symmetric,

103
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iii) R(λ,A)∗ = R(λ,A).

If (i) holds, then we say that A is selfadjoint.

The proof is not difficult and can be omitted.

Now we consider a second Hilbert space V over K such that V
d→֒H . Let a : V ×V → K

be a continuous, elliptic sesquilinear form. Let now A be the operator associated with
a. So clearly ρ(A) ∩ R 6= ∅ and we can apply Proposition 8.1.1. Let (T (t))t≥0 be the
C0-semigroup generated by −A. Denote by a∗ : V × V → K the adjoint form of a, which
is given by

a∗(u, v) := a(v, u) (u, v ∈ V ).

Proposition 8.1.2. The adjoint A∗ of A coincides with the operator on H that is associated
with a∗. Moreover, −A∗ generates the adjoint semigroup (T (t)∗)t≥0 of (T (t))t≥0.

Proof. Replacing a by a+ ω(· | ·)H if necessary, we may assume that a is coercive. Then
also a∗ is coercive. Let B be the operator associated with a∗. Let u ∈ D(A), w ∈ D(B).
Then

(Au | w)H = a(u, w) = a∗(w, u) = (Bw | u)H = (u | Bw)H .

This shows that B ⊂ A∗. Since 0 ∈ ρ(B) ∩ ρ(A∗) it follows that B = A∗. By Propo-
sition 8.1.1(a) and Euler’s formula (2.15) it follows that the C0-semigroup generated by
−A∗ is (T (t)∗)t≥0.

Corollary 8.1.3. The following assertions are equivalent.

i) A is selfadjoint,

ii) a = a∗,

iii) T (t) = T (t)∗ (t ≥ 0).

We say that the form a is symmetric if a = a∗.
Next we reconsider multiplication operators as illustrating example.

Example 8.1.4 (multiplication operators). Let (Ω,Σ, µ) be a σ-finite measure space, α > 0
and m : Ω → [α,∞) a measurable function. Let H = L2(Ω, µ) and V = L2(Ω, mdµ) with

‖f‖2
V =

∫
Ω
|f |2mdµ. Then V is a Hilbert space and V

d→֒H.
Let a : V ×V → K be given by a(u, v) :=

∫
Ω
uvmdµ. Then a is a coercive, continuous

form. The operator A on H associated with a on H is given by

Af := mf (f ∈ D(A) = L2(Ω, m2dµ)).
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The space V ′ can be identified with L2(Ω, 1
m
dµ) by letting

〈f, u〉 :=

∫

Ω

fudµ (u ∈ V = L2(Ω, mdµ), f ∈ L2(Ω,
1

m
dµ)).

Then the operator A : V → V ′ associated with a is given by

Au = mu (u ∈ D(A) = V = L2(Ω, mdµ)).

The C0-semigroup on L2(Ω, µ) generated by −A is given by

e−tAf = e−tmf, (f ∈ L2(Ω, µ)),

and also the semigroup generated by −A on L2(Ω, 1
m
µ) is given by

e−tAf = e−tmf (f ∈ L2(Ω,
1

m
µ)).

By the Spectral Theorem, any symmetric, coercive, continuous form on a separable
Hilbert space is unitarily equivalent to that considered in Example 8.1.4. This is made
precise in the exercises.

Finally we reconsider the examples introduced before.

Example 8.1.5 (the Dirichlet Laplacian revisited). Let K = R for simplicity. Let Ω ⊂ Rn
be open, V = H1

0 (Ω), and let a : V × V → R be given by

a(u, v) =

∫

Ω

∇u∇vdx.

If Ω is contained in a strip, then a is coercive by Poincaré’s inequality. Let H = L2(Ω).
Then the operator associated with a on H is −∆D

Ω .

Example 8.1.6 (the Neumann Laplacian revisited). Let K = R for simplicity. Let Ω ⊂ Rn
be open, V = H1(Ω), and let a : V × V → R be given by

a(u, v) =

∫

Ω

∇u∇v dx.

Let H = L2(Ω). Then a is continuous, elliptic and accretive. The operator associated
with a on H is −∆N

Ω .

The form corresponding to the Dirichlet Laplacian is the restriction of the form
corresponding to the Neumann Laplacian. Thus, different domains lead in general to
different semigroups. This contrasts the corresponding situation for generators: If A and
B are two generators of a C0-semigroup on a Banach space X and if A ⊂ B, then A = B
and the semigroups coincide. (Here A ⊂ B means by definitions that D(A) ⊂ D(B) and
Ax = Bx for all x ∈ D(A).)

It is worth it to consider also diagonal operators in the new framework. They oc-
cur after a similarity transformation if a symmetric m-dissipative operator has compact
resolvent.
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Example 8.1.7 (selfadjoint operator with compact resolvent). Let −A be symmetric and
m-dissipative with compact resolvent on a separable Hilbert space. Then up to a unitary
equivalence we have H = ℓ2, Ax = (λnxn)n∈N, and D(A) = {x ∈ ℓ2 :

∑∞
n=1 |xn|2λ2

n < ∞,
where λn ≥ 0 and limn→∞ λn = ∞}, see Section 1.4.

Let V = {x ∈ ℓ2 :
∑∞

n=1 |xn|2λn < ∞}, ‖x‖V = (
∑∞

n=1 |xn|2(λn + 1))
1
2 . Then

V
d→֒H. Let a(x, y) =

∑∞
n=1 λnxnyn. Then a is continuous on V × V and elliptic (in fact,

Re a(x, x) + ‖x‖2
H = ‖x‖2

V ). Now A is precisely the operator associated with a.

From the above example we can deduce the following.

Proposition 8.1.8. Let a be a symmetric, continuous, elliptic form defined on V ×V where

V
d→֒H. Denote by A the associated operator on H. Then (e−tA)t≥0 is compact if and only

if the injection V →֒ H is compact.

Proof. Assume (e−tA)t≥0 to be compact for t > 0. Then A has compact resolvent by
Proposition 2.5.7. We may assume that −A is dissipative (replacing A by A+ω otherwise).
Then up to unitary equivalence the form is given as in Example 8.1.7. Since the injection
V →֒ ℓ2 is compact, the claim follows.

Conversely, assume that the injection V →֒ H is compact. It follows from (7.7) that
the injection D(A) →֒ V →֒ H is compact. Hence (etA)t≥0 is compact for t > 0 by
Proposition 2.5.7.

As a corollary we obtain a heat kernel proof of the Rellich-Kondrachov Theorem.

Corollary 8.1.9. Let Ω ⊂ Rn be open and bounded. Then the injection H1
0 (Ω) →֒ L2(Ω) is

compact.

Proof. The operators et∆
D
Ω are compact for t > 0 by Corollary 4.2.5. The form domain of

∆D
Ω is H1

0 (Ω) by Example 8.1.5. So the claim follows from Proposition 8.1.8.

8.2 Closed forms

In this section we describe a different but equivalent approach to elliptic forms. The
field will be C at first. Let H be a Hilbert space over C. Whereas before we consid-
ered sesquilinear forms which were defined on a second Hilbert space, we now consider
sesquilinear forms defined on a domain which carries no Hilbert space structure at the
beginning.

Let D(a) ⊂ H be a subspace of H and let

a : D(a) ×D(a) → C
be sesquilinear. We call D(a) the domain of a. For u ∈ D(a) we let

a(u) := a(u, u)
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for short. The Polarisation Identity

(8.1) a(u, v) =
1

4
(a(u+ v) − a(u− v) + i(a(u+ iv) − a(u− iv)))

holds for all u, v ∈ D(a), as one easily verifies. For this it is important that the underlying
field is C. In the real case there is no such formula expressing a(u, v) by the diagonal terms
a(u).

Definition 8.2.1. The form a is called

• densely defined if D(a) is dense in H,

• accretive if Re a(u) ≥ 0 (u ∈ D(a)),

• bounded below if Re a(u) + ω‖u‖2
H ≥ 0 for all u ∈ D(a) and some ω ∈ R,

• symmetric if a(u, v) = a(v, u) (u, v ∈ D(a)),

• positive if a(u) ∈ R+ (u ∈ D(a)).

It follows from the polarization identity that the form a is symmetric if and only if
a(u) ∈ R for all u ∈ D(a). In particular, each positive form is symmetric.

Assume that a is densely defined. As in Lecture 7 we associate an operator A on H
with a by letting

D(A) := {u ∈ D(a) : ∃f ∈ H s.t. a(u, v) = (f | v)H for all v ∈ D(a)}(8.2)

Au := f.(8.3)

Notice that for ω ∈ R the operator A+ ω is associated with the form a+ ω given by

D(a+ ω) := D(a),

(a+ ω)(u, v) := a(u, v) + ω(u | v)H .

This procedure is just a rescaling of the form a.
We want to establish conditions on a which imply that A generates a (holomorphic)

C0-semigroup on H . For this we may consider a + ω instead of a if necessary, since A
generates a (holomorphic) semigroup if and only if A + ω does so.

Here is the plan for the remainder of this section. We now consider several assump-
tions on a. First we consider the case where a is positive, then the case where a is
accretive. Since a is bounded below if and only if a + ω is accretive for some ω ∈ R, we
will then obtain also results for a being merely bounded below by rescaling. Up to this
moment the field will be K = C. We finally will interprete the results for bilinear forms
considering their sesquilinear extension.
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If a is a positive form then

(u | v)a := a(u, v) + (u | v)H (u, v ∈ D(a))

defines a scalar product with corresponding norm

‖u‖a = (a(u) + ‖u‖2)
1
2 (u ∈ D(a)).

We say that a is closed if the linear space D(a) is complete for the norm ‖ · ‖a. If

in addition D(a) is dense in H , then we may let V = D(a). Then V
d→֒H , the form

a : V ×V → C is continuous, and we may consider the associated operator A on H which
is self-adjoint.

We want to extend this to non-symmetric forms. For this the following version of
Schwarz’s Inequality plays a crucial role.

Proposition 8.2.2 (Schwarz’s Inequality). Let a, b be sesquilinear forms with the same
domain D(a) = D(b). Assume that b is symmetric and that there exists M ≥ 0 such that

(8.4) |a(u)| ≤Mb(u) (u ∈ D(a)).

Then

(8.5) |a(u, v)| ≤ Mb(u)
1
2 b(v)

1
2 (u, v ∈ D(a)).

Note that each sesquilinear form a satisfies the Parallelogram Identity

(8.6) a(u+ v) + a(u− v) = 2a(u) + 2a(v) (u, v ∈ D(a))

as one easily verifies.

Proof of Proposition 8.2.2. Let u, v ∈ D(a). In order to show (8.5) we may assume
that a(u, v) ∈ R, otherwise replacing u by e−iθu for θ suitable. Then by the Polarisation
Identity (8.1)

a(u, v) =
1

4
(a(u+ v) − a(u− v)).

Hence by assumption

|a(u, v)| ≤ M

4
(b(u+ v) + b(u− v)) =

M

2
(b(u) + b(v)),

by virtue of the Parallelogram Identity (8.6).
Let now α > 0 and replace u by αu and b by 1

α
b. Then we obtain

|a(u, v)| ≤ M

2
(α2b(u) +

1

α2
b(v)).
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If b(u) 6= 0 we let α2 = ( b(v)
b(u)

)
1
2 and obtain (8.5). If b(u) = 0 we let α2 → ∞ and we see

that a(u, v) = 0 and (8.5) holds also in this case.
We continue to consider the sesquilinear form a : D(a) × D(a) → C. Define the

symmetric forms a1, a2 by

a1 :=
1

2
(a+ a∗), D(a1) := D(a),

a2 :=
1

2i
(a− a∗), D(a2) := D(a).

Then
a = a1 + ia2

and in particular

(8.7) a1(u) = Re a(u) (u ∈ D(a)).

We call a1 the real and a2 the imaginary part of a.
Now we assume that a is accretive, i.e., Re a(u) ≥ 0 (u ∈ D(a)). Then

(8.8) (u | v)a := a1(u, v) + (u | v)H (u, v ∈ D(a))

defines a scalar product on D(a) with associated norm

‖u‖a = (Re a(u) + ‖u‖2
H)

1
2 .

Definition 8.2.3. We say that a is continuous if there exists a constant c ≥ 0 such that

(8.9) | Im a(u)| ≤ c‖u‖2
a (u ∈ D(a)).

We say that a is closed if a is continuous and the space D(a) is complete with respect to
the norm ‖ · ‖a.

Assume that a is closed and densely defined. Then

|a(u)| ≤ (1 + c)‖u‖2
a (u ∈ D(a)).

Hence by Schwarz’s Inequality

|a(u, v)| ≤ (1 + c)‖u‖a‖v‖a (u, v ∈ D(a)).

Thus, if we consider the Hilbert space V = D(a) endowed with the scalar product (· | ·)a,
the form a : V × V → C is continuous and elliptic. Consequently, the operator −A
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generates a holomorphic C0-semigroup on H by the results of Section 7.2, where A is the
operator associated with a.

If a is not accretive, we say that a is closed if a + ω is accretive and closed for
some ω ∈ R. Thus, by rescaling, we obtain again that −A generates a holomorphic
C0-semigroup on H .

Finally we consider the case where K = R. Let H be a real Hilbert space. Let
a : D(a) ×D(a) → R be a bilinear form whose domain D(a) is a subspace of H . If a is
accretive (i.e., a(u) ≥ 0 for all u ∈ D(a)) then we consider the norm

‖u‖a := (a(u) + ‖u‖2
H)

1
2 .

In order to see that ‖ · ‖a is actually a norm observe that a(u) = a1(u) where a1 is the
symmetric form

a1(u, v) =
1

2
(a(u, v) + a(v, u)) (u, v ∈ D(a)).

We say that a is continuous if

|a(u, v)| ≤M‖u‖a‖v‖a (u, v ∈ D(a))

for some M > 0. Finally, the form a is closed if a is continuous and D(a) is complete for
the norm ‖ · ‖a.

If a is not necessarily accretive, then we say that a is closed if a+ ω is accretive and
closed for some ω ∈ R.

Theorem 8.2.4. Let a be a closed densely defined form on a real Hilbert space and A the
operator associated with a. Then −A generates a holomorphic C0-semigroup (e−tA)t≥0 on
H. The semigroup is contractive if and only if a is accretive.

Proof. The sesquilinear extension aC of a given by

aC(u1 + iv1, u2 + iv2) = a(u1, u2) + a(v1, v2) + i(a(v1, u2) − a(u1, v2))

for all (u1 + iu2), (v1 + iv2) ∈ D(aC) = D(a) + iD(a) is closed. Denote by (T (t))t≥0 the
holomorphic C0-semigroup generated by −AC on HC, where AC is the operator associated
with aC. Since (I + tAC)−1H ⊂ H and (I + tA)−1 = (I + tAC)−1

|H the semigroup (T (t))t≥0

leaves H invariant. Thus, its part in H is again a holomorphic C0-semigroup and −A is
its generator.

8.3 Form sums and multiplicative perturbations

Let H be a Hilbert space over K. Now we have two different but equivalent concepts. The
first consists in considering an elliptic, continuous, densely defined form (a, V ) on H . By
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this we understand that V is a Hilbert space, V
d→֒H and a : V × V → K is continuous

and H-elliptic. This setting is most convenient for many examples and we will use it
frequently. The other is to consider a closed densely defined form a on H .

In any case the associated operator A is the negative generator of a holomorphic C0-
semigroup on H . We illustrate the power of form methods by two perturbation results.

Theorem 8.3.1. Let (a1, V1) and (a2, V2) be two continuous, elliptic forms on H. Consider
the form (a, V ) on H given by

a(u, v) = a1(u, v) + a2(u, v)

defined on V = V1 ∩ V2 with the scalar product

(u | v)V := (u | v)V1 + (u | v)V2.

Then a is a continuous, elliptic form. Hence, if V = H, then the operator A associated
with a is the negative generator of a holomorphic C0-semigroup T on H.

Denote by Aj the operator associated with aj , j = 1, 2. One calls A the form sum of
A1 and A2.

Proof. One has ‖u‖2
V = ‖u‖2

V1
+ ‖u‖2

V2
. Hence V is complete. There exist ω1, ω2 ∈ R and

α1, α2 > 0 such that

Re a1(u) + ω1‖u‖2
H ≥ α1‖u‖2

V1
(u ∈ V1),

Re a2(u) + ω2‖u‖2
H ≥ α2‖u‖2

V2
(u ∈ V2).

Let ω = ω1 + ω2 and α = min{α1, α2}. Then

Re a(u) + ω‖u‖2
H ≥ α‖u‖2

H (u ∈ V ).

Then a is elliptic. There exists M > 0 such that

|a1(u, v)| ≤ M‖u‖V1‖v‖V1 (u, v ∈ V1),

|a2(u, v)| ≤ M‖u‖V2‖v‖V2 (u, v ∈ V2).

Hence
|a(u, v)| ≤M‖u‖V ‖v‖V (u, v ∈ V ),

thus a is continuous.

Example 8.3.2 (unbounded potential). Let K = R. Let H = L2(Ω), Ω ⊂ Rn open. Let

a1(u, v) =

∫

Ω

∇u∇vdx, u, v ∈ V1 := H1
0 (Ω),



112 8. More on forms

so that the associated operator is ∆D
Ω . Let c ∈ L1

loc(Ω), c ≥ 0, and

a2(u, v) =

∫

Ω

cuvdx, u, v ∈ V2 := L2(Ω, (1 + c(x)dx)).

Then, the semigroup associated with a2 is given by T2(t)f = e−tcf .
Let a = a1 + a2 on V = V1 ∩ V2. Then V = L2(Ω) and the operator associated with a

is given by

D(A) = {u ∈ H1
0 (Ω) ∩ V2 : −∆u+ cu ∈ L2(Ω)},

Au = ∆u+ cu,

(where, for u ∈ L2(Ω), −∆u+ cu ∈ L2(Ω) is defined as an element of D(Ω)′).

If (a, V ) is a densely defined, continuous, elliptic form on H , then the definition of the
operator A on H associated with a depends crucially on the scalar product considered on
H . If we consider another equivalent scalar product, then we obtain a different operator.
This can be used to prove the following perturbation result.

Theorem 8.3.3 (multiplicative perturbation). Let (a, V ) be a densely defined, continuous,
elliptic form on H. Denote by A the associated operator on H. Let S ∈ L(H) be selfadjoint
such that

(Sx | x)H ≥ δ‖x‖2
H (x ∈ H),

where δ > 0. Then −SA generates a holomorphic C0-semigroup.

Proof. Consider the scalar product

(u | v)1 := (S−1u | v)H (u ∈ H)

on H . It induces an equivalent norm on H . We let H1 be the space H endowed with
this new scalar product. Then (a, V ) is also continuous and elliptic on H1. Let A1 be the
operator on H1 that is associated with (a, V ). We show that

A1 = SA.

Let u ∈ V , f ∈ H . Then u ∈ D(A1) and A1u = f if and only if

a(u, v) = (f | v)H1 = (S−1f | v)H (u ∈ V )

if and only if u ∈ D(A) and Au = S−1f . This proves the claim.

Example 8.3.4 (multiplicative perturbation of the Dirichlet Laplacian). Let Ω ⊂ Rn be
open. Let m : Ω → R be bounded and measurable such that m(x) ≥ δ for some δ > 0 and
a.e. x ∈ Ω. Then m∆D

Ω generates a holomorphic semigroup on L2(Ω).
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8.4 Exercises

At first we consider similarity of forms. The following exercise shows in particular that Example 8.1.4
yields the most general example of a selfadjoint semigroup, up to rescaling and to unitary equivalence.

Exercise 8.4.1 (similarity of forms). a) Let H1, H2, V1 be Hilbert spaces over K, V1
d→֒H1. Let a1 : V1×V1 →K be a continuous H1-elliptic form. Denote by (T1(t))t≥0 the C0-semigroup associated with a1. Let

U : H1 → H2 be unitary. Show that the semigroup (T2(t))t≥0 given by

T2(t) := UT1(t)U
−1 (t ≥ 0)

is associated with a densely defined, continuous, elliptic form on H2.
b) Let −A be a symmetric m-dissipative operator on a separable Hilbert space H. Deduce from a)

that A is associated with a densely defined, symmetric, continuous, H-elliptic form.

In the following exercise a common procedure is extended from bounded to unbounded operators.

Exercise 8.4.2 (the operator A∗A). Let A be a closed, densely defined operator on a Hilbert space H.
Show that the operator −A∗A defined on

D(A∗A) := {x ∈ D(A) : Ax ∈ D(A∗)}

is m-dissipative and symmetric.

Hint: consider the form a(u, v) := (Au | Av) (u, v ∈ D(a) := D(A)).

Let a : D(a) × D(a) → C be a sesquilinear form on a Hilbert space H . The set

W (a) := {a(u) ∈ C : u ∈ D(a), ‖u‖H = 1}

is called the numerical range of a. The following exercise explains why continuous forms are sometimes
also called sectorial (cf. [Kat66]).

Exercise 8.4.3 (continuity of forms). The following are equivalent

i) There exists ω ≥ 0 such that a + ω is accretive and continuous.

ii) There exist c ≥ 0 and ω ≥ 0 such that

| Im a(u)| ≤ c(Re a(u) + ω‖u‖2
H) (u ∈ D(a)).

iii) There exist c ≥ 0 and ω ≥ 0 such that

| Im(a + ω)(u)| ≤ c Re(a + ω)(u) (u ∈ D(a)).

iv) There exist ω ≥ 0 and α ∈ (0, π
2 ) such that W (a + ω) ⊂ Σα, where Σα denotes the sector of angle α

introduced in Section 2.5.

Exercise 8.4.4 (continuity of bilinear forms). Let H be a real Hilbert space and a : D(a) × D(a) → R be
bilinear and accretive. Recall the definition of the norm ‖ · ‖a. Then the following are equivalent.

i) There exists c ≥ 0 such that

|a(u, v) − a(v, u)| ≤ c‖u‖a‖v‖a (u, v ∈ D(a)).

ii) There exists d ≥ 0 such that

|a(u, v)| ≤ d‖u‖a‖v‖a (u, v ∈ D(a)).



114 8. More on forms

8.5 Comments

A natural question arises: Which are the holomorphic semigroups which are associated with a form?
Here is the answer.

8.5.1 Characterisation of operators associated with a form

Let H be a complex Hilbert space and A be a closed operator. The following are equivalent.

i) There exists a continuous, elliptic, densely defined form (a, V ) such that A is associated with (a, V ).

ii) There exists ω ∈ R, α ∈ (0, π
2 ) such that W (A) ⊂ ω + Σα and ρ(A) \ (ω + Σa) 6= ∅.

Here W (A) denotes the numerical range

W (A) := {(Au | u)H : u ∈ D(A), ‖u‖H = 1}

of the operator A. See [Kat66] for a proof.
This characterisation holds if we consider a fixed scalar product on H . If we allow also equivalent

scalar product on H (as in Theorem 8.3.3) the characterisation is more difficult (see [Are04] and the
references given there).

8.5.2 The square root problem

Let −A be m-dissipative on a Hilbert space H . Then there exists a unique operator B on H such
that −B is m-dissipative and B2 = A (see [Kat66]): B is called the square root of A and denoted by

A
1
2 . Now assume that A is associated with a densely defined, continuous, elliptic form (a, V ). If a is

symmetric it is easy to see from the Spectral Theorem that V = D(A
1
2 ). However, this is no longer true

in general. A counterexample is due to McIntosh [McI82]. It was an open problem for long time whether

V = D(A
1
2 ) for the elliptic operator considered in Example 7.1.9 on Rn. This is known as Kato’s problem.

It was finally solved by sophisticated tools mainly from Harmonic Analysis by Auscher, Hofmann, Lacey,
McIntosh and Tchamitchian [AHLMT02].



Lecture 9

Invariance of Closed Convex Sets and
Positivity

We continue to consider an elliptic, continuous and densely defined form on a Hilbert
space H and the associated semigroup. The aim of this lecture is to describe in terms of
the form when the semigroup leaves invariant a closed, convex subset of H . In particular,
we will find conditions for positivity and for the semigroup being submarkovian (the
Beurling–Deny criteria).

9.1 Invariance of closed, convex sets

Let (a, V ) be a continuous, elliptic, densely defined form on a Hilbert space H over K.
Let M ≥ 0 such that

(9.1) |a(u, v)| ≤M‖u‖V ‖v‖V (u, v ∈ V ).

We will later assume that a is accretive, i.e., Re a(u) ≥ 0 (u ∈ V ). Then, by the
ellipticity of a, there exists α > 0 such that

(9.2) Re a(u) + ‖u‖2
H ≥ α‖u‖2

V (u ∈ V ).

This means that

‖u‖a := (Re a(u) + ‖u‖2
H)

1
2 (u ∈ V )

defines an equivalent norm on V , cf. Lecture 8.
We denote by A the operator associated with a and by (e−tA)t≥0 the semigroup

generated by −A. Let C be a non-empty closed convex subset of H . We denote by P the
orthogonal projection of H onto C. Recall that P : H → H is characterized as follows.

115
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Proposition 9.1.1. Let u ∈ H, v0 ∈ C. Then

(9.3) Pu = v0

if and only if

(9.4) ‖u− v0‖ = min
v∈C

‖u− v‖

if and only if

(9.5) Re(u− v0 | v − v0) ≤ 0 for all v ∈ C.

Condition (9.4) says that the distance of u to C is minimal at the point v0, whereas
condition (9.5) says that the angle between u− v0 and v− v0 is larger than or equal to π

2

for all v ∈ C.
Invariance under the semigroup and under the resolvent are equivalent. In fact, for

this the Hilbert space structure is not needed.

Proposition 9.1.2. Let −A be the generator of a contractive C0-semigroup on a Banach
space X and let C ⊂ X be closed and convex. The following assertions are equivalent.

i) e−tAC ⊂ C for all t ≥ 0;

ii) λ(λ+ A)−1C ⊂ C for all λ > 0.

Proof. i) =⇒ ii) Assume that there exist u ∈ C, λ > 0, such that λ(λ + A)−1u /∈ C. By
the Hahn–Banach Theorem there exists a continuous functional φ on X and α ∈ R such
that

(9.6) Reφ(λ(λ+ A)−1u) > α > Reφ(v) for all v ∈ C.

Observe that

(9.7) λ(λ+ A)−1u =

∫ ∞

0

λe−λte−Atu dt.

Applying (9.6) to v = e−tAu we obtain

Reφ(λ(λ+ A)−1u) > α =

∫ ∞

0

λe−λtα dt

≥
∫ ∞

0

λe−λt Reφ(e−tAu) dt

= Reφ

(∫ ∞

0

λe−λte−tAu dt

)

= Reφ(λ(λ+ A)−1u),

which is a contradiction.
ii) =⇒ i) Since e−tAu = lim

n→∞
(I+ t

n
A)−nu for all u ∈ C, the claim follows from ii).



9.1. Invariance of closed, convex sets 117

We will use the following simple argument, where we write un ⇀ u to indicate that
(un)n∈N converges weakly to u.

Lemma 9.1.3. Let un ∈ V such that un ⇀ u in H and supn∈N ‖un‖V <∞. Then u ∈ V .

Proof. Since V is reflexive, there are a subsequence (unk
)k∈N of (un)n∈N and v ∈ V such

that unk
⇀ v in V . But then unk

⇀ v in H since V →֒ H . Hence u = v ∈ V .

Lemma 9.1.4. Let u, v ∈ V . Then

a(u, v) = lim
t↓0

1

t

(
u− (I + tA)−1u | v

)
H
.

Proof. Recall from Section 8.1 that the operator A : V → V ′ given by < Au, v >= a(u, v)
generates a C0-semigroup on V ′. Hence limt↓0(I + tA)−1f = f in V ′ for all f ∈ V ′.
Consequently, for all u, v ∈ V

1

t

(
u− (I + tA)−1u | v

)
H

= (A(I + tA)−1u | v)H
= < (I + tA)−1Au, v >→ < Au, v >= a(u, v).

as t ↓ 0.

The following is the main result in this section.

Theorem 9.1.5. Assume that a is accretive. Let C be a closed, convex subset of H and P
the orthogonal projection of H onto C. The following are equivalent.

i) e−tAC ⊂ C (t ≥ 0),

ii) PV ⊂ V and Re a(Pu, u− Pu) ≥ 0 (u ∈ V ),

iii) PV ⊂ V and Re a(u, u− Pu) ≥ 0 (u ∈ V ).

Proof. Let It := (I + tA)−1, t > 0.

i) =⇒ ii): a) Let u ∈ V . We show that Pu ∈ V .
Since a is accretive, we may assume that ‖v‖2

V = ‖v‖2
a = Re a(v) + ‖v‖2

H for all v ∈ V .
Since It + tAIt = I, we have

Re a(ItPu, ItPu) = Re(AItPu | ItPu)H =
1

t
Re(Pu− ItPu | ItPu)H

=
1

t
Re(Pu− ItPu | ItPu− Pu)H +

1

t
Re(Pu− ItPu | Pu)H

≤ 1

t
Re(Pu− ItPu | Pu)H

=
1

t
Re(Pu− ItPu | Pu− u)H +

1

t
Re(Pu− ItPu | u)H

≤ 1

t
Re(Pu− ItPu | u)H
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by (9.5) since ItPu ∈ C by assumption and Proposition 9.1.2. Thus,

Re a(ItPu, ItPu) ≤ Re(AItPu | u)H = Re a(ItPu, u) ≤M‖ItPu‖V ‖u‖V
≤ 1

2
‖ItPu‖2

V +
M2

2
‖u‖2

V

=
1

2
Re a(ItPu, ItPu) +

1

2
‖ItPu‖2

H +
M2

2
‖u‖2

V .

Consequently,

1

2
Re a(ItPu, ItPu) ≤ 1

2
‖ItPu‖2

H +
1

2
M2‖u‖2

V

≤ 1

2
‖Pu‖2

H +
1

2
M2‖u‖2

V .

Hence sup0<t≤1 ‖ItPu‖V <∞. Since ItPu→ Pu in H as t ↓ 0 we get from Lemma 9.1.3
that Pu ∈ V .
b) Let u ∈ V . Then Pu ∈ V by a). By Lemma 9.1.4 we get

Re a(Pu, u− Pu) = lim
t→0

1

t
Re(Pu− ItPu | u− Pu)H.

It follows from (9.5) that Rea(Pu, u− Pu) ≥ 0.

ii) =⇒ iii) Let u ∈ V . Then by the accretivity of a

Re a(u, u− Pu) = Re a(u− Pu, u− Pu) + Re a(Pu, u− Pu)

≥ Re a(Pu, u− Pu) ≥ 0.

iii) =⇒ i) Let u ∈ C, t > 0. Then

‖Itu− PItu‖2
H = (Itu− PItu | Itu− PItu)H

= Re(Itu− u | Itu− PItu)H + Re(u− PItu | Itu− PItu)H

= −tRe(AItu | Itu− PItu)H + Re(u− PItu | Itu− PItu)H

≤ Re(u− PItu | Itu− PItu)H

by assumption iii). Thus,

‖Itu− PItu‖2
H ≤ 0,

since u ∈ C. Hence Itu = PItu ∈ C for all t > 0. Proposition 9.1.2 implies i).
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9.2 Positivity

Let H = L2(Ω) where Ω ⊂ Rn is open. We let K = R in this section. Let (a, V ) be a
continuous, densely defined elliptic form on H and A the associated operator on H .

Theorem 9.2.1 (First Beurling–Deny Condition). The following are equivalent.

i) e−tA ≥ 0 (t ≥ 0),

ii) u ∈ V implies u+ ∈ V and a(u+, u−) ≤ 0.

Proof. The orthogonal projection P of H onto H+ := {f ∈ L2(Ω) : f ≥ 0 a.e. } is given
by Pu := u+ as is easy to see.

Let now ω ∈ R and observe that on one hand

e−tA ≥ 0 if and only if e−t(A+ω) = e−tAe−ωt ≥ 0

and on the other

(a+ ω)(u+, u−) = a(u+, u−) + ω(u+, u−)H = a(u+, u−).

Thus we may assume that a is accretive, replacing a by a + ω otherwise. Since
a(Pu, u− Pu) = −a(u+, u−), the claim follows from Theorem 9.1.5.

Example 9.2.2. Let Ω ⊂ Rn be open, V := H1
0 (Ω),

a(u, v) :=

∫

Ω

(
n∑

i,j=1

ai,jDiuDjv +

n∑

j=1

bjDjuv + cuv

)
dx

where aij , bj , c ∈ L∞(Ω), 1 ≤ i, j ≤ n and

n∑

i,j=1

ai,j(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
for a.e. x ∈ Ω and some α > 0.

We have seen in Lecture 7 that a is a continuous, densely defined elliptic form. Denote
by A the associated operator. By Proposition 3.2.1 u ∈ H1

0 (Ω) implies u+, u− ∈ H1
0 (Ω),

and Dju
+ = 1{u>0}Dju, Dju

− = −1{u<0}Dju. Hence a(u+, u−) = 0. It follows from
Theorem 9.2.1 that e−tA ≥ 0 for all t ≥ 0.
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9.3 Submarkovian semigroups

Let H = L2(Ω), Ω ⊂ Rn open, K = R. Let (a, V ) be a densely defined, continuous, elliptic
form on H with associated operator A on H . Recall that the semigroup (e−tA)t≥0 is called
submarkovian if

f ≤ 1 a.e. implies e−tAf ≤ 1 a.e. (t ≥ 0)

for all f ∈ H . This implies in particular that e−tA ≥ 0 for all t ≥ 0.
Let C := {u ∈ L2(Ω) : u ≤ 1}. Then C is clearly convex and closed. Note that for

u ∈ L2(Ω)

(9.8) u = u ∧ 1 + (u− 1)+,

(9.9) 1 = u ∧ 1 + (1 − u)+.

Lemma 9.3.1. The orthogonal projection P onto C is given by Pu = u ∧ 1.

Proof. Let u ∈ H . We have to show that (u− u ∧ 1 | v − u ∧ 1)H ≤ 0 for all v ∈ C.
By (9.8) and (9.9) we see that

(u− u ∧ 1 | v − u ∧ 1)H ≤ (u− u ∧ 1 | 1 − u ∧ 1)H

=
(
(u− 1)+ | (1 − u)+

)
H

= 0.

This concludes the proof.

Theorem 9.3.2 (Second Beurling–Deny Condition). Assume that a is accretive. Then the
following are equivalent.

i) (e−tA)t≥0 is submarkovian,

ii) u ∈ V implies u ∧ 1 ∈ V and a(u ∧ 1, (u− 1)+) ≥ 0.

Note that for u ∈ V , u∧ 1 ∈ V implies (u− 1)+ ∈ V since u ∧ 1 + (u− 1)+ = u. Let
Pu = u ∧ 1. Then a(Pu, u − Pu) = a(u ∧ 1, (u − 1)+). So Theorem 9.3.2 follows from
Theorem 9.1.5.

Let B ∈ L(L2(Ω)). Then

(9.10) B ≥ 0 and ‖Bf‖1 ≤ ‖f‖1 (f ∈ L1 ∩ L2)

if and only if B∗ is submarkovian. Thus, we obtain the following corollary.

Corollary 9.3.3. Assume that a is accretive. The following are equivalent.
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i) (e−tA)t≥0 is positive and ‖e−tAf‖1 ≤ ‖f‖1 (t ≥ 0, f ∈ L1 ∩ L2),

ii) u ∈ V implies u ∧ 1 ∈ V and a((u− 1)+, u ∧ 1) ≥ 0.

Example 9.3.4. Let Ω ⊂ Rn be open and aij, bj , c ∈ L∞(Ω), 1 ≤ i, j ≤ n, be such that

n∑

i,j=1

aij(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
for a.e. x ∈ Ω and some α > 0. Let V := H1

0 (Ω) and

a(u, v) :=

∫

Ω

(
n∑

i,j=1

ai,jDiuDjv +

n∑

j=1

bjDjuv + cuv

)
dx.

We have shown that a is continuous and elliptic. Let A be the operator associated with
A. We already know that e−tA ≥ 0 (t ≥ 0). The following further assertions hold.

a) The semigroup (e−tA)t≥0 is submarkovian if c ≥ 0;

b) Assume that bj ∈ C1(Ω), Djbj ∈ L∞(Ω), and
∑n

j=1Djbj ≤ c, then

‖e−tAf‖1 ≤ ‖f‖1 (t > 0, f ∈ L1 ∩ L2);

c) As a consequence, if c ≥ 0 and
∑n

j=1Djbj ≤ c, then there exists a positive consistent
semigroup (Tp(t))t≥0 on Lp(Ω), 1 ≤ p ≤ ∞, such that (Tp(t))t≥0 is a C0-semigroup for
p <∞, T∞ is a dual semigroup, T2(t) = e−tA (t ≥ 0), and ‖Tp(t)‖L(Lp(Ω)) ≤ 1 (t ≥ 0).

Proof. a) Let u ∈ H1
0 (Ω). Then Dj(u ∧ 1) = Dju 1u≤1, Dj(u− 1)+ = Dju 1u≥1. Observe

that by Stampacchia’s Lemma (Corollary 3.2.2) we have

(9.11) Dju(x) = 0 a.e. on {u = 1}.

Thus ∫

Ω

n∑

i,j=1

aijDi(u ∧ 1)Dj(u− 1)+ = 0

and ∫

Ω

n∑

j=1

bjDj(u ∧ 1)(u− 1)+ = 0.

If c ≥ 0, it follows that a(u ∧ 1, (u− 1)+) ≥ 0. Thus, a) follows now from Theorem 9.3.2.
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b) Let u ∈ H1
0 (Ω). By Corollary 9.3.3 it suffices to show that a((u− 1)+, u ∧ 1) ≥ 0.

By a) and the definition of the derivative in H1
0 (Ω) we have that for u ∈ H1

0 (Ω)

a((u− 1)+, u ∧ 1) =

∫

Ω

n∑

j=1

bjDj(u− 1)+(u ∧ 1) + c(u− 1)+(u ∧ 1) dx

=

∫

Ω

n∑

j=1

Dj

(
bj(u− 1)+

)
(u ∧ 1) dx

+

∫

Ω

(
−

n∑

j=1

Djbj(u− 1)+(u ∧ 1) + c(u− 1)+(u ∧ 1)

)
dx

≥
∫

Ω

n∑

j=1

Dj

(
bj(u− 1)+

)
(u ∧ 1)dx

by assumption. Thus,

a((u− 1)+, u ∧ 1) ≥ −
∫

Ω

n∑

j=1

bj(u− 1)+Dj(u ∧ 1)dx = 0

by (9.11).

9.4 Exercises

We did treat the cases of real and complex Hilbert spaces simultaneously. Alternatively, one
can work on complex Hilbert spaces throughout and use the following exercise to obtain results
on real Hilbert spaces.

Exercise 9.4.1 (invariance of the real space). Let H be a real Hilbert space and let HC its com-
plexification. Let (a, V ) be an elliptic, continuous, densely defined form on HC with associated
operator A on HC. Characterise in terms of (a, V ) that

e−tAH ⊂ H (t ≥ 0).

Next we consider perturbation by a potential (i.e., an unbounded multiplication operator).
We let K = R in the following two exercises.

Exercise 9.4.2 (additive perturbation by a potential). Let (a, V ) be a continuous, densely defined,
elliptic form on L2(Ω) which satisfies the first Beurling–Deny condition. Let c : Ω → [0,∞] be
measurable such that V1 := V ∩ {u ∈ L2(Ω) :

∫
Ω u2c < ∞} is dense in L2(Ω). Observe that V1

is a Hilbert space with respect to the scalar product

(u, v)V1 := (u, v)V + (u, v)L2(Ω,cdx).
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a) Show that the form b : V1 × V1 → R given by

b(u, v) := a(u, v) +

∫

Ω
cuvdx (u, v ∈ V1)

satisfies the first Beurling–Deny criterion.

b) Assume that a is accretive and that the semigroup associated with a is submarkovian. Show
that also the semigroup associated with b is submarkovian.

Exercise 9.4.3 (multiplicative perturbation). Let (a, V ) be a densely defined, continuous, elliptic
form on L2(Ω) with associated operator A. Let m ∈ L∞(Ω) such that m(x) ≥ δ > 0 a.e.

a) Assume that e−tA ≥ 0 (t ≥ 0). Show that e−t(mA) ≥ 0 (t ≥ 0).
Hint: Theorem 8.3.3

b) Assume that ‖e−tA‖L(L2(Ω)) ≤ 1 and that (e−tA)t≥0 is submarkovian. Show that (e−t(mA))t≥0

is submarkovian.

Exercise 9.4.4 (invariance criterion for symmetric forms). Let H be a Hilbert space over K = R
and (a, V ) a densely defined, continuous, elliptic, accretive, symmetric form with associated
operator A. Let P be the orthogonal projection onto a closed, convex subset C of H. Show that
e−tAC ⊂ C (t ≥ 0) if and only if

(9.12) u ∈ V implies Pu ∈ V and a(Pu) ≤ a(u).

Hint: Use the Cauchy–Schwarz inequality

|a(u, v)| ≤ a(u)
1
2 a(v)

1
2 .

9.5 Comments

The invariance criterion Theorem 9.1.5 is due to Ouhabaz [Ouh96]. The Beurling–Deny criteria

are classical in the symmetric case (see [FOT94], [BH91], [Dav89]); for non-symmetric forms

they are due to Ouhabaz [Ouh92a] and [Ouh92b]. Related results are also contained in the

book of Ma and Röckner [MaRö92]. Our formulation of the second Beurling–Deny criterion,

Theorem 9.3.2, is different than in [Ouh05], since we do not assume positivity.
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Lecture 10

Irreducible Semigroups and
Perron–Frobenius Theory

Dedicated to the memory of
H.H. Schaefer
14.02.1925-16.12.2005

In this lecture we introduce the notion of irreducibility for a positive semigroup.
Physically it signifies that heat conduction reaches each point instantaneously. A very
simple criterion allows us to establish irreducibility if the semigroup is associated with a
continuous elliptic form. Our main attention is given to the case where the resolvent is
compact. Then we prove the existence of a unique positive eigenfunction. Moreover, we
prove a typical result of Perron–Frobenius Theory, namely that the peripheral boundary
spectrum is cyclic. If the semigroup is analytic, then we obtain a dominant eigenvalue.
As a consequence we can show that the semigroup converges to an equilibrium. This is
our final goal in this lecture. Later we will see how all these results can be applied to
elliptic operators. There are four sections in this lecture.

• Irreducible semigroups

• Positive eigenfunctions

• Dominant eigenvalues

• Asymptotic behaviour.
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10.1 Irreducible semigroups

Let (Ω,Σ, µ) be a σ-finite measure space and 1 ≤ p < ∞. Let X be the real or complex
space Lp(Ω). For ω ∈ Σ we consider the space

Lp(ω) := {f ∈ Lp(Ω) : f = 0 a.e. on Ω \ ω}.

Definition 10.1.1. A C0-semigroup (T (t))t≥0 on Lp(Ω) is called irreducible if, for each
ω ∈ Σ, T (t)Lp(ω) ⊂ Lp(ω) (t > 0) implies that µ(ω) = 0 or µ(Ω \ ω) = 0.

For a measurable function f : Ω → R we define

f ≥ 0 :⇐⇒ f(x) ≥ 0 a.e.,

f > 0 :⇐⇒ f(x) ≥ 0 a.e. and µ({x ∈ Ω : f(x) 6= 0}) > 0,

f ≫ 0 :⇐⇒ f(x) > 0 a.e..⇐⇒: f is strictly positive.

Theorem 10.1.2. Let (T (t))t≥0 be a positive, irreducible C0-semigroup on Lp(Ω), where
1 ≤ p <∞. If (T (t))t≥0 is holomorphic, then for all 0 < f ∈ Lp(Ω)

T (t)f ≫ 0 (t > 0).

Note that irreducibility merely means that for each f > 0, which is not strictly
positive, there exists t > 0 such that µ({x ∈ Ω \ ω : (T (t)f)(x) 6= 0}) > 0, where
ω := {x ∈ Ω : f(x) > 0}. The theorem says that for holomorphic semigroups this already
implies that T (t)f is strictly positive for all t > 0. If (T (t))t≥0 is generated by an elliptic
operator, then T (·)f is the solution of the Cauchy problem for the corresponding heat
equation. Thus the result signifies that heat conduction arrives instantaneously at each
point of Ω even if the initial heat is concentrated on a small region.

Theorem 10.1.3 (Uniqueness Theorem). Let X be a Banach space, D ⊂ C be an open
connected set, and let f : D → X be holomorphic. Let Y ⊂ X be a closed subspace.
Assume there exists z0 ∈ D, zn 6= z0, limn→∞ zn = z0 such that f(zn) ∈ Y for all n ∈ N.
Then f(z) ∈ Y for all z ∈ D.

Proof. Assume that for some w ∈ D one has f(w) 6∈ Y . By the Hahn–Banach Theorem
there exists x′ ∈ X ′ such that x′|Y = 0 and 〈f(w), x′〉 6= 0. Then 〈f(zn), x

′〉 = 0 for all

n ∈ N. Since 〈f(·), x′〉 is a holomorphic function, this contradicts the classical Uniqueness
Theorem for scalar-valued holomorphic functions.

Theorem 10.1.2 is an immediate consequence of the following lemma.

Lemma 10.1.4. Let (T (t))t≥0 be a positive, holomorphic C0-semigroup on Lp(Ω) where
1 ≤ p < ∞. Let ω ∈ Σ, 0 < f ∈ Lp(Ω), t0 > 0. If T (t0)f ∈ Lp(ω), then T (t)f ∈ Lp(ω)
for all t > 0.
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Proof. Let tn ↓ 0 such that ‖T (tn)f −f‖ ≤ 2−n. Let hn := f −∑∞
k=n(f −T (tk)f)+. Then

hn → f as n→ ∞. Let n ∈ N. Then for m ≥ n one has

hn ≤ f − (f − T (tm)f)+ = f ∧ T (tm)f.

Hence

0 ≤ T (t0 − tm)h+
n ≤ T (t0 − tm)T (tm)f = T (t0)f (m ≥ n).

Thus T (t0 − tm)h+
n ∈ Lp(ω) for all m ≥ n. It follows from the Uniqueness Theorem 10.1.3

that T (t)h+
n ∈ Lp(ω) for all t > 0. Since h+

n → f as n→ ∞, it follows that T (t)f ∈ Lp(ω)
for all t > 0.

Now we assume that p = 2 and let H = L2(Ω). Let (a, V ) be a densely defined,
continuous and elliptic form on H with associated operator A. Assume that u ∈ V
implies u+, u− ∈ V and a(u+, u−) ≤ 0, so that the semigroup (e−tA)t≥0 is positive by the
first Beurling–Deny criterion.

Theorem 10.1.5. Assume that for each ω ∈ Σ

1ωV ⊂ V implies µ(ω) = 0 or µ(Ω \ ω) = 0.

Then the semigroup (e−tA)t≥0 is irreducible.

Proof. Replacing a by a + λ for suitable λ ≥ 0 we may assume that a is accretive. Let
ω ∈ Σ. Then the orthogonal projection P onto L2(ω) is given by Pf = 1ωf (f ∈ L2(Ω)).
Assume that the semigroup leaves invariant the space L2(ω). Then by Theorem 9.1.5,
PV ⊂ V . It follows from our assumptions that µ(ω) = 0 or µ(Ω \ ω) = 0, which had to
be shown.

We will see that Theorem 10.1.5 gives a most convenient criterion for proving that
elliptic operators generate irreducible positive semigroups.

10.2 Positive eigenfunctions

Our goal is to show that the generator of a positive irreducible semigroup has always
a unique strictly positive eigenfunction whenever its resolvent is compact. Since this
involves the spectrum of the operator we assume here that K = C.

Throughout this section we consider the complex Banach space X = Lp(Ω,Σ, µ),
1 ≤ p ≤ ∞, where (Ω,Σ, µ) is a σ-finite measure space. We include the case p = ∞ since
we also want to consider the adjoint of a semigroup on L1(Ω). Also for this reason we
introduce resolvent positive operators. We frequently use the following.
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Lemma 10.2.1. A bounded operator B on Lp(Ω) is positive if and only if BLp(Ω,R) ⊂
Lp(Ω,R) and

(10.1) |Bf | ≤ B|f | (f ∈ Lp(Ω)).

Proof. In fact, assume that B ≥ 0. Let f ∈ Lp(Ω). Then for θ ∈ R, Re(eiθf) ≤ |f |. Hence,
Re(eiθBf) = B(Re(eiθf)) ≤ B|f |. Since θ is arbitrary, it follows that |Bf | ≤ B|f |.

Definition 10.2.2. An operator A on X is called resolvent positive if there exists λ0 ∈ R
such that (λ0,∞) ⊂ ρ(A) and R(λ,A) ≥ 0 for all λ > λ0.

Recall that
s(A) := sup{Reλ : λ ∈ σ(A)}

is the spectral bound of an operator A.
If A generates a positive C0-semigroup (T (t))t≥0 on Lp(Ω), 1 ≤ p < ∞, then A is

resolvent positive and s(A) ≤ ω(A). This follows from Proposition 2.4.1.

Theorem 10.2.3. Let A be a resolvent positive operator. If s(A) > −∞, then s(A) ∈ σ(A).

Proof. 1. Let s ∈ R such that (s,∞) ⊂ ρ(A). We show that λ ∈ ρ(A) whenever Reλ > s.
The proof is given in two steps.

a) We show that R(λ,A) ≥ 0 for λ > s. In fact, let

λ0 := inf{µ > s : R(λ,A) ≥ 0 for all λ ≥ µ}.

Assume that λ0 > s. Since R(·, A) is continuous, it follows that R(λ0, A) ≥ 0. Conse-
quently, R(λ0, A)n ≥ 0 for all n ∈ N. By Proposition 1.2.2 we obtain that

R(λ,A) =

∞∑

n=0

(λ0 − λ)nR(λ0, A)n+1 ≥ 0

for all λ ∈ (λ0 − δ, λ0] where δ = ‖R(λ0, A)‖−1. This contradicts the definition of λ0.
b) By the resolvent identity, for s < λ < µ,

(10.2) R(λ,A) − R(µ,A) = (µ− λ)R(λ,A)R(µ,A) ≥ 0.

Thus the function R(·, A) is decreasing on (s,∞).
c) We prove the claim. For this we may assume that s = 0 replacing A by A − s

otherwise. Let λ0 > 0. Let r = dist(λ0, σ(A)). We claim that r ≥ λ0. Since λ0 > 0 may
be chosen arbitrarily large, it then follows that the right-half plane is in ρ(A). The power
series

R(λ,A) =

∞∑

n=0

(λ0 − λ)nR(λ0, A)n+1
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of Proposition 1.2.2 converges whenever |λ− λ0| < r. Now assume that r < λ0. Then for
|λ− λ0| < r we have for all f ∈ X

|R(λ,A)f | ≤
∞∑

n=0

|λ− λ0|nR(λ0, A)n+1|f | = R(λ0 − |λ− λ0|, A)|f | ≤ R(λ0 − r, A)|f |,

by the monotonicity of the resolvent. Thus, the resolvent is bounded on the diskD(λ0, r) :=
{λ ∈ C : |λ − λ0| < r} by some constant ρ > 0. It follows from Proposition 1.2.2 that
dist(λ, σ(A)) ≥ ρ−1 for all λ ∈ D(λ0, r). Hence r = dist(λ0, σ(A)) ≥ r+ ρ−1, a contradic-
tion.

2. Let now s0 := inf{s ∈ R : (s,∞) ⊂ ρ(A)}. Then by 1. s0 = s(A). Thus, if
s0 = −∞, then σ(A) = ∅ and so s(A) = −∞. Assume that s0 > −∞. If s0 ∈ ρ(A), since
ρ(A) is open there exists δ > 0 such that (s0 − δ,∞) ⊂ ρ(A), contradicting the definition
of s0. Thus s0 ∈ σ(A).

Corollary 10.2.4. Let A be resolvent positive. Let λ ∈ ρ(A) such that R(λ,A) ≥ 0. Then
λ ∈ R and λ > s(A).

Proof. Since R(λ,A) ≥ 0 one has R(λ,A)Lp(Ω,R) ⊂ Lp(Ω,R). Let f ∈ Lp(Ω,R) \ {0}.
Then u = R(λ,A)f ∈ Lp(Ω,R) and λu − Au = f . Hence λu ∈ Lp(Ω,R) and so λ ∈ R.
Assume that λ < s(A). Then by the resolvent identity (10.2), R(λ,A) ≥ R(µ,A) ≥ 0
for all µ > s(A). Hence ‖R(µ,A)‖ ≤ ‖R(λ,A)‖ for µ > s(A). On the other hand, since
s(A) ∈ σ(A), limµ↓s(A) ‖R(µ,A)‖ = ∞, by Proposition 1.2.2.

Now we prove the existence of a positive eigenfunction. We will see that it is unique
up to a scalar factor if A generates an irreducible positive semigroup.

Theorem 10.2.5 (Krein–Rutman). Let A be a resolvent positive operator with compact
resolvent. If s(A) > −∞ then there exists 0 < u ∈ D(A) such that Au = s(A)u.

Proof. We may assume that s(A) = 0 replacing A by A− s(A) otherwise. Since 0 ∈ σ(A)
it follows from Proposition 1.2.2 that ‖R(λn, A)‖ → ∞ as n → ∞ for some λn > 0 with
limn→∞ λn = 0. By the Uniform Boundedness Principle there exists f ∈ X such that
‖R(λn, A)f‖ → ∞ as n → ∞. Since |R(λn, A)f | ≤ R(λn, A)|f | we may assume that
f > 0. Let un = ‖R(λn, A)f‖−1R(λn, A)f . Then 0 < un ∈ D(A), ‖un‖ = 1 and

λnun − Aun = ‖R(λn, A)f‖−1f.

Thus λnun − Aun → 0 as n → ∞. Hence (un)n∈N is bounded in the graph norm. Since
the embedding D(A) →֒ X is compact we may assume that u = limn→∞ un exists in
X, considering a subsequence otherwise. Then ‖u‖ = 1, u > 0, and since A is closed,
−Au = 0.
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Now we considerX = Lp(Ω), 1 ≤ p <∞, and apply the preceding result to irreducible
positive semigroups.

Theorem 10.2.6. Let A be the generator of a positive, irreducible C0-semigroup (T (t))t≥0.
Assume that A has compact resolvent. Assume that s(A) = 0. Then there exists 0 ≪ u ∈
ker(A) and 0 ≪ φ ∈ ker(A′). Moreover, dim ker(A) = dim ker(A′) = 1.

Note that for f ∈ X one has f ∈ ker(A) if and only if T (t)f = f (t ≥ 0) and
for φ ∈ X ′ one has φ ∈ ker(A′) if and only if T (t)′φ = φ (t ≥ 0). This follows from
Proposition 2.2.4.

Proof. a) By the previous Theorem 10.2.5 there exists 0 < u ∈ ker(A). We show that
u ≫ 0. Let ω = {x ∈ Ω : u(x) = 0}. Let 0 ≤ f ∈ Lp(ω). Then f = limk→∞ fk where
fk = f ∧ ku. Since T (t)fk ≤ kT (t)u = ku, one has T (t)fk ∈ Lp(ω) for all k ∈ N. Hence
T (t)f ∈ Lp(ω) for all t ≥ 0. Since T is irreducible and µ(Ω \ ω) > 0, we deduce that
µ(ω) = 0.

b) Note that A′ is resolvent positive and s(A′) = s(A) = 0. By Theorem 10.2.5 there
exists 0 < φ ∈ kerA′. We claim that φ ≫ 0. In fact, let ω = {x ∈ Ω : φ(x) = 0}. Let
0 ≤ f ∈ Lp(ω). Then < T (t)f, φ >=< f, T (t)′φ >=< f, φ >= 0. Hence T (t)f = 0 on
Ω \ ω = {x ∈ Ω : φ(x) > 0}, i.e., T (t)f ∈ Lp(ω). Since µ(Ω \ ω) > 0, we deduce that
µ(ω) = 0.

c) Let f ∈ ker(A). Since T (t) ≥ 0 one has f+ = (T (t)f)+ ≤ T (t)f+. Hence
T (t)f+ − f+ ≥ 0. Moreover, < T (t)f+ − f+, φ >=< f+, T (t)′φ > − < f+, φ >= 0.
Since φ ≫ 0, it follows that T (t)f+ = f+ for all f ∈ ker(A). Thus, f ∈ ker(A) implies
f+, f− ∈ ker(A). Since T is irreducible, we conclude from a) that f+ = 0 or f+ ≫ 0 for
each f ∈ ker(A). In particular, for each f ∈ ker(A) one has f ≥ 0 or f ≤ 0. This implies
that dim ker(A) = 1 by the following Lemma.

d) If ψ ∈ ker(A′), then ψ+ = (T (t)′ψ)+ ≤ T (t)′ψ+ and thus T (t)′ψ+ − ψ+ ≥ 0, but
< T (t)′ψ+ − ψ+, u >= 0. Hence T (t)′ψ+ = ψ+. Now the same proof as in c) shows that
dim ker(A′) = 1.

Lemma 10.2.7. Let K = R. Let Y be a subspace of Lq(Ω), 1 ≤ q ≤ ∞, such that f ∈ Y
implies f ≥ 0 or f ≤ 0. Then dimY ≤ 1.

Proof. Let f1, f2 ∈ Y such that f1 6= 0 6= f2. We want to show that f1 = λf2 for some
λ ∈ R. Since f2 > 0 or f2 < 0, we may assume that f2 > 0 (replacing f2 by −f2 otherwise).
Let

λ0 := inf{λ ∈ R : f1 ≤ λf2}.
Then λ0 > −∞. In fact, otherwise, f1 ≤ −nf2 for all n ∈ N. Hence f2 ≤ − 1

n
f1 for all

n ∈ N. Thus f2 ≤ 0, which contradicts that f2 > 0. Then f1 ≤ λ0f2 and λ0 is minimal for
this property. Since each two functions are compareable we conclude that f1 ≥ (λ0− 1

n
)f2

for all n ∈ N. Consequently, f1 ≥ λ0f2. We have shown that f1 = λ0f2.
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We usually assume that s(A) = 0. This can be always obtained by rescaling. In fact,
the following theorem shows that s(A) > −∞ whenever (e−tA)t≥0 is positive irreducible
and A has compact resolvent. Thus we may replace A by A−s(A) to have the convenient
situation that the spectral bound is 0.

Theorem 10.2.8 (de Pagter). Let A be the generator of a positive, irreducible C0-semigroup.
Assume that A has compact resolvent. Then s(A) > −∞.

We do not give a proof of this important and deep result.
Our last result will help us to locate the spectral bound in examples.

Proposition 10.2.9. Let (T (t))t≥0 be a positive, irreducible C0-semigroup whose generator
A has compact resolvent. Let 0 < u ∈ D(A). Then the following assertions hold.

a) If Au ≤ 0, then s(A) ≤ 0;

b) if Au < 0, then s(A) < 0;

c) if Au ≥ 0, then s(A) ≥ 0;

d) if Au > 0, then s(A) > 0;

e) if Au = 0, then s(A) = 0.

Proof. By de Pagter’s theorem we have s(A) > −∞. Applying Theorem 10.2.6 to A −
s(A), we find 0 ≪ φ ∈ D(A′) such that A′φ = s(A)φ. Now let 0 < u ∈ D(A). Then

〈Au, φ〉 = 〈u,A′φ〉 = s(A)〈u, φ〉.

Since 〈u, φ〉 > 0, the five assertions follow.

A similar argument shows that the spectral bound is strictly increasing as a function
of the generator. Also this is useful in order to locate the spectral bound in examples.

Theorem 10.2.10. Let (S(t))t≥0 and (T (t))t≥0 be positive, irreducible semigroups whose
generators A and B have compact resolvent. Assume that

0 ≤ S(t) ≤ T (t) (t ≥ 0).

If A 6= B, then s(A) < s(B).

Proof. Assume that s(A) = 0. Then there exists 0 ≪ u1 ∈ ker(A). Hence u1 = S(t)u1 ≤
T (t)u1 (t ≥ 0). If follows from Exercise 10.5.1 that s(B) ≥ 0. Assume that s(B) = 0.
Then there exists 0 ≪ φ1 ∈ ker(B′). Then

〈T (t)u1 − u1, φ1〉 = 〈u1, T (t)′φ1 − φ1〉 = 0 (t ≥ 0).
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Since T (t)u1 − u1 ≥ 0 and φ1 ≫ 0, it follows that T (t)u1 = u1 (t ≥ 0). Observe that
T (t)′φ1 − S(t)′φ1 ≥ 0 because S(t) ≤ T (t). Since T (t)u1 = S(t)u1 = u1, it follows that
〈u1, T (t)′φ1 − S(t)′φ1〉 = 0. Since u1 ≫ 0 we conclude that T (t)′φ1 = S(t)′φ1. Thus
φ1 = T (t)′φ1 = S(t)′φ1 for all t ≥ 0. Now let 0 ≤ f ∈ X. Then T (t)f − S(t)f ≥ 0
and 〈T (t)f − S(t)f, φ1〉 = 〈f, T (t)′φ1 − S(t)′φ1〉 = 0. Since φ1 ≫ 0, it follows that
S(t)f = T (t)f for all t ≥ 0.

10.3 Dominant eigenvalues

We proceed by a more subtle analysis of the boundary spectrum σ(A)∩ (s(A) + iR). Our
goal is to prove that s(A) is a dominant eigenvalue under suitable conditions.

Throughout this section (Ω,Σ, µ) is a σ-finite measure space and we consider the
complex spaces Lp(Ω), 1 ≤ p ≤ ∞. We start by some auxiliary results on positive
operators on L∞. First we recall that

(10.3) |Bf | ≤ B|f | (f ∈ L∞)

whenever B ∈ L(L∞) is positive, see Lemma 10.2.1.

Proposition 10.3.1. Let B be a bounded operator on L∞(Ω).

a) If B ≥ 0, then ‖B‖ = ‖B1Ω‖∞.

b) Assume that B1Ω = 1Ω. Then B ≥ 0 if and only if ‖B‖ ≤ 1.

Proof. a) If ‖f‖∞ ≤ 1, then |f | ≤ 1Ω. Hence, |Bf | ≤ B|f | ≤ B1Ω by (10.3). Hence
‖Bf‖∞ ≤ ‖B1Ω‖∞.

b) If B ≥ 0, it follows from a) that ‖B‖ = ‖B1Ω‖∞ = ‖1Ω‖∞ = 1. Conversely,
assume that ‖B‖ = 1. We first observe the following: Let f ∈ L∞(Ω). Then

(10.4)
f(x) ∈ [−1, 1] for a.e. x ∈ Ω if and only if
‖f + ir1Ω‖2

∞ ≤ 1 + r2 for all r ∈ R.
In fact, assume that ‖f + ir1Ω‖2

∞ ≤ 1 + r2 for all r ∈ R. Then

(10.5) Ref(x)2 + (r + Imf(x))2 = Ref(x)2 + Imf(x)2 + 2Imf(x)r + r2 ≤ 1 + r2 a.e.

In particular 2Imf(x)r ≤ 1 a.e. for all r ∈ R. This implies that Imf(x) = 0 for a.e.
x ∈ Ω. Thus f is real, and (10.5) implies that f(x) ∈ [−1, 1] for a.e. x ∈ Ω. The converse
implication in (10.4) is clear.

In order to prove that B ≥ 0 let 0 ≤ f ≤ 2 · 1Ω. Then −1Ω ≤ f − 1Ω ≤ 1Ω. Then
by (10.4)

‖f − 1Ω + ir1Ω‖∞ ≤ 1 + r2 (r ∈ R).



10.3. Dominant eigenvalues 133

Since ‖B‖ ≤ 1, it follows that

‖Bf − 1Ω + ir1Ω‖∞ = ‖B(f − 1Ω + ir1Ω)‖∞ ≤ 1 + r2 (r ∈ R)

for all r ∈ R. Consequently, −1Ω ≤ Bf − 1Ω ≤ 1Ω, i.e., 0 ≤ Bf ≤ 2 · 1Ω.

Proposition 10.3.2. Let B : L∞(Ω) → L∞(Ω) be a positive operator such that B1Ω = 1Ω.
Let h ∈ L∞(Ω), λ ∈ C such that |λ| = 1 and Bh = λh, with |h| = 1Ω. Then Bhm = λmhm

for all m ∈ Z.

Proof. Let Rf := λhB(fh). Then R : L∞(Ω) → L∞(Ω) is linear and by (10.3)

(10.6) |Rf | ≤ B|f | (f ∈ L∞(Ω)).

Hence ‖R‖ ≤ 1. Since R1Ω = 1Ω, it follows from Proposition 10.3.1(b) that R ≥ 0. Then
by (10.6) B − R ≥ 0. Hence by Proposition 10.3.1(a) ‖B − R‖ = ‖(B − R)1Ω‖∞ = 0.
Thus R = B. From the definition of R we obtain that

B(fh) = λhBf (f ∈ L∞(Ω)).

Applying this successively to f = h, h2, . . . yields the claim.

Now we can prove the main result of this section. Recall that we assume that s(A) =
0.

Theorem 10.3.3 (cyclicity of the boundary spectrum). Let (T (t))t≥0 be a positive irre-
ducible C0-semigroup on Lp(Ω) where 1 ≤ p < ∞. Assume that the generator A of
(T (t))t≥0 has compact resolvent and that s(A) = 0. Let β ∈ R. If iβ ∈ σ(A), then
iβm ∈ σ(A) for all m ∈ Z.

Proof. Let h ∈ D(A), h 6= 0 such that Ah = iβh. Note that A − iβ generates the
semigroup (e−iβtT (t))t≥0. Thus it follows from (2.9) that

e−iβtT (t)h− h =

∫ t

0

e−iβsT (s)(A− iβ)hds = 0.

Hence T (t)h = eiβth (t ≥ 0). Consequently, |h| = |T (t)h| ≤ T (t)|h| (t ≥ 0). There exists
0 ≪ φ ∈ ker(A′). Hence T (t)′φ = φ (t ≥ 0). Thus

〈T (t)|h| − |h|, φ〉 = 〈|h|, T (t)′φ− φ〉 = 0.

Since T (t)|h| − |h| ≥ 0 this implies that T (t)|h| = |h| for all t ≥ 0. Thus 0 < u := |h| ∈
ker(A). Consequently u ≫ 0.
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The following argument shows that we can assume that µ(Ω) < ∞ and u = 1Ω.
Consider the isomorphism

Φ : Lp(Ω, µ) ∋ f 7→ f

u
∈ Lp(Ω, upµ)

and the semigroup (S(t))t≥0 given by

S(t)f := ΦT (t)Φ−1f =
1

u
T (t)(uf).

Then (S(t))t≥0 is positive and irreducible. Moreover, S(t)1Ω = 1Ω (t ≥ 0). Replacing
(T (t))t≥0 by (S(t))t≥0 and Lp(Ω, µ) by Lp(Ω, upµ) we may assume that µ(Ω) < ∞ and
u = 1Ω, which we do now.

Then |h| = 1 and T (t)h = eiβth (t ≥ 0). It follows from Proposition 10.3.2 that
T (t)hm = eiβmthm. Hence Ahm = iβmhm for all m ∈ Z.

If in Theorem 10.3.3 the semigroup (T (t))t≥0 is holomorphic, then σ(A) ∩ iR = {0}.
and 0 is a dominant eigenvalue.

Corollary 10.3.4 (dominant eigenvalue). Let (T (t))t≥0 be a holomorphic, positive, irre-
ducible C0-semigroup on Lp(Ω), 1 ≤ p < ∞, whose generator has compact resolvent.
Assume that s(A) = 0. Then there exists δ > 0 such that

(10.7) σ(A) ∩ {λ ∈ C : Reλ > −δ} = {0}.

Proof. Since A generates a holomorphic semigroup, there exist ω ∈ R and α ∈ (π
2
, π) such

that

(10.8) σ(A) ⊂ ω + Σα.

This follows from Theorem 2.5.3. In particular, σ(A) ∩ iR is bounded. Thus, it follows
from Theorem 10.3.3 that σ(A)∩ iR = {0}. Now assume that there exists λn ∈ σ(A) such
that Reλn < 0 and limn→∞ Reλn = 0. Then by (10.8) (λn)n∈N is bounded. Hence (λn)n∈N
has a convergent subsequence. This contradicts the fact that σ(A) consists merely of
isolated points.

10.4 Asymptotic behaviour

Now we can use the preceding results to prove that an irreducible positive holomorphic
C0-semigroup converges to an equilibrium if the resolvent is compact and if the semigroup
is normalized in such a way that the spectral bound of its generator is 0.
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Theorem 10.4.1 (convergence to an equilibrium). Let (T (t))t≥0 be a holomorphic, positive,
irreducible C0-semigroup on Lp(Ω), where 1 ≤ p < ∞, whose generator A has compact
resolvent. Assume that s(A) = 0. Then (T (t))t≥0 converges to a projection P in L(Lp(Ω))
as t→ ∞. The projection P is of the form

Pf = 〈f, φ〉u,

where 0 ≪ u ∈ ker(A), 0 ≪ φ ∈ ker(A′), 〈u, φ〉 = 1.

Proof. By Theorem 10.2.6 there exist 0 ≪ u ∈ ker(A) and 0 ≪ φ ∈ ker(A′). Replacing
u by a scalar multiple we may assume that 〈u, φ〉 = 1. Then Pf = 〈f, φ〉u defines a
projection P ∈ L(Lp(Ω)). Since T (t)u = u and T (t)′φ = φ for all t ≥ 0, it follows that

(10.9) T (t)P = PT (t) = P (t ≥ 0).

Then the spaces X1 := PX and X0 := ker(P ) are invariant under the semigroup.
Let T0(t) := T (t)|X0

. Then (T0(t))t≥0 is a holomorphic semigroup whose generator we
denote by A0. Let λ ∈ ρ(A). Then λR(λ,A)P = PλR(λ,A) = P . Hence R(λ,A)X0 ⊂
X0. It follows that λ ∈ ρ(A0) and R(λ,A0) = R(λ,A)|X0 (cf. Exercise 10.5.3). We
have shown that ρ(A) ⊂ ρ(A0). Next we show that 0 6∈ σ(A0). Otherwise, there exists
0 6= v ∈ ker(A0). Then v ∈ ker(A). Since dim ker(A) = 1 it follows that v = cu
for some c ∈ K. Hence v = 0 since v ∈ X0, a contradiction. We have shown that
0 ∈ ρ(A0). Since 0 is dominant, it follows that s(A0) < 0. But s(A0) = ω(A0) since T0

is holomorphic (see [ABHN01, Theorem 5.1.12] and [EN00, Cor. 3.12]). Consequently,
letting s(A0) < −δ < 0 we find M ≥ 1 such that ‖T0(t)‖ ≤ Me−δt (t ≥ 0). Thus

‖T (t) − P‖ = ‖T (t)P − P + T (t)(I − P )‖
= ‖T (t)(I − P )‖
≤ Me−δt (t ≥ 0).

This concludes the proof.

10.5 Exercises

Throughout this Exercise section (Ω,Σ, µ) is a σ-finite measure space. In the first exercise we
suggest a generalisation of Proposition 10.2.9.

Exercise 10.5.1 (Estimates of s(A)). Let (T (t))t≥0 be a positive, irreducible C0-semigroup on
Lp(Ω), 1 ≤ p < ∞ whose generator A has compact resolvent.

1. Let 0 < u ∈ Lp(Ω). Show the following.

(a) If T (t)u ≤ u for some t > 0, then s(A) ≤ 0.

(b) If T (t)u ≥ u for some t > 0, then s(A) ≥ 0.
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2. Let 0 < φ ∈ Lp(Ω)′. Show the following.

(c) If T (t)′φ ≤ φ for all t ≥ 0, then s(A) ≤ 0.

(Hint: Consider V := {f ∈ Lp(Ω) : < |f | , φ >= 0}. Is T (t)V ⊂ V ? Is φ ≫ 0?)

(d) If T (t)′φ ≥ φ for all t ≥ 0, then s(A) ≥ 0.

We now use Exercise 10.5.1 to find a criterion for forms.

Exercise 10.5.2 (Estimates for s(A) in the form case). Assume that (T (t))t≥0 is an irreducible,
positive C0-semigroup whose generator −A has compact resolvent. Assume that p = 2 and that
A is associated with a continuous, densely defined elliptic form (a, V ).

1. Assume that there exists 0 < u ∈ V such that a(u, v) ≥ 0 for all v ∈ V+. Show that s(A) ≤ 0.
(Hint: use Exercise 10.5.1(a).)

2. Formulate and prove criteria that are similar to (a) and corresponding to the assertions of
Exercise 10.5.1(b)–(d).

Next we investigate how the invariant spaces influence the spectrum. This was used in the
proof of Theorem 10.4.1.

Exercise 10.5.3 (spectrum and invariant spaces). Let A be an operator on a Banach space X.

1. Let Y be a Banach space such that Y →֒ X. Assume that there exists λ0 ∈ ρ(A) such that
R(λ0, A)Y ⊂ Y . Let λ ∈ ρ(A).

(a) Let λ be in the component C of ρ(A) containing λ0. Show that R(λ,A)Y ⊂ Y .

(b) Define the part AY of A in Y by

D(AY ) := {x ∈ D(A) ∩ Y : Ay ∈ Y }
AY y := Ay.

Show that C ⊂ ρ(AY ) and R(λ,AY ) = R(λ,A)|Y for all λ ∈ C.

2. Let Y be a Banach space such that D(A) ⊂ Y →֒ X. Assume that ρ(A) 6= 0. Show that
ρ(AY ) = ρ(A).

3. Consider Theorem 7.1.5. Show that σ(A) = σ(A).

Finally, we show that the strong limit of an irreducible semigroup is necessarily of rank
≤ 1.

Exercise 10.5.4 (Rank-1 projection). Let (T (t))t≥0 be a positive, irreducible C0-semigroup on
X = Lp(Ω), where 1 ≤ p < ∞, with generator A. Assume that Pf = limt→∞ T (t)f exists for
all f ∈ X. Show that P = 0 or P is given by Pf = 〈f, φ〉u (f ∈ X) where 0 ≪ u ∈ ker(A),
0 ≪ φ ∈ D(A′).

Motivated by Theorem 10.1.2, we add an open problem to which we do not know the answer
yet.
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Open Problem 10.5.5. Let Ω ⊂ Rn be open and bounded, and let k ∈ L∞(Ω × Ω). Consider the
kernel operator B on Lp(Ω) given by

Bf(x) :=

∫

Ω
k(x, y)f(y)dy (f ∈ Lp(Ω), x ∈ Ω).

Assume that

Bf(x) > 0 for a.e. x ∈ Ω

whenever 0 < f ∈ Lp(Ω). Does it follow that k(x, y) > 0 for a.e. (x, y) ∈ Ω × Ω?

Answer (by Tomás Mátrai, Budapest):

Let λm denote the m-dimensional outer Lebesgue measure on Rm and let µ stand for
an arbitrary Hausdorff measure on the space where it is defined. The counterexample is
based on the following result

Theorem ( [Buc94, Theorem 1])
For every ε > 0 there exists a Lebesgue measurable set E ⊂ [0, 1] × [0, 1] such that
λ2(E) > 1 − ε and whenever A× B ⊂ E then either µ(A) = 0 or λ1(B) = 0.

By inner compact regularity of the Lebesgue measure we can assume that E is in
fact compact. Set Ω = (0, 1), k(x, y) = 1 − χE(x, y), i.e. k(x, y) = 0 iff (x, y) ∈ E. Thus
k(x, y) > 0 a.e. fails.

Let 0 < f be Lebesgue measurable. Again by inner compact regularity there is a
δ > 0 and a compact set B ⊂ (0, 1) such that λ1(B) > 0 and f(y) > δ (y ∈ B). By
throwing away certain portions of B we can assume that for every open set U ⊂ (0, 1),

(10.10) U ∩ B 6= ∅ implies λ1(U ∩B) > 0.

Suppose that for an x ∈ (0, 1),

(Bf)(x) =

∫ 1

0

k(x, y)f(y) dy = 0.

By (10.10) this implies {x} × B ⊂ E. Thus for A = {x ∈ (0, 1) : (Bf)(x) = 0} we have
A × B ⊂ E, so by the special choice of E we have µ(A) = 0. For µ = λ1 this gives
Bf(x) > 0 a.e., as required.

10.6 Comments

This lecture contains an introduction to Perron–Frobenius Theory, reduced to some essential
points. We give several comments.
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10.6.1 Perron–Frobenius Theory

O. Perron and G. Frobenius developped a theory of positive matrices early last century (1907–
1912), see Chapter 1 of Schaefer’s monography [Sch74] for a beautiful presentation of this theory.
The notion of irreducibility was implicit in this early work, but it was Schaefer who gave the
general definition of positive irreducible operators on Banach lattices in 1960. He and his school
in Tübingen later developped a complete theory in infinite dimensional spaces, see [Sch74]. The
concept of irreducibility turned out to be most fruitful. The general definition is as follows.

A subspace J of a Banach lattice X is called an ideal if for u, v ∈ X

|v| ≤ |u| and u ∈ J imply that v ∈ J.

A positive operator B on X is called irreducible if no non-trivial closed ideal is invariant under
B.

This definition corresponds to ours (which is formulated for semigroups instead of bounded
operators), since the closed ideals of Lp(Ω) are exactly the spaces Lp(ω) for ω ∈ Σ if 1 ≤ p < ∞.

If B is a positive compact operator and the spectral radius r(B) is > 0, then there exists
a positive eigenfunction corresponding to r(B). This is the classical Krein–Rutman Theorem.
However, it can happen that the spectral radius is 0. It was Schaefer’s conjecture that r(B) > 0
whenever B is compact and irreducible. This problem is relatively easy to solve on some special
spaces (as L1(Ω) or C(Ω)) but for the general case, the important Lp-case included, it turned
out to be very hard. Finally, it was B. de Pagter who solved the problem in 1986, see [dPa86].

Theorem 10.6.1 (de Pagter). Every positive, irreducible compact operator on a Banach lattice
has a positive spectral radius.

De Pagter used in a sophisticated way the technique of Lomonosov introduced for the
invariant subspace problem. Applying de Pagter’s result to the resolvent one actually obtains
Theorem 10.2.8.

Other crucial results of the Perron–Frobenius theory concern the boundary spectrum. If B
is a compact positive operator and r(B) > 0 then, if λ is an eigenvalue of modulus r(B), also
λm is an eigenvalue for all m ∈ Z. This means that the spectrum is cyclic. For matrices this is
a result of Perron–Frobenius.

The systematic development of Perron–Frobenius Theory for positive semigroups started
around 1980 (see [Nag86]). Theorem 10.3.3 is due to G. Greiner. It is valid in arbitrary Banach
lattices. Our simple similarity argument in the proof avoids the use of Kakutani’s Theorem.
More generally, the following cyclicity result holds for the boundary spectrum (and not just the
boundary point spectrum).

Theorem 10.6.2 (Greiner). Let A be the generator of a bounded, positive C0-semigroup on a
complex Banach lattice. Let β ∈ R. If iβ ∈ σ(A), then imβ ∈ σ(A) for all m ∈ Z.

Again, if the semigroup generated by A is holomorphic (or merely eventually norm contin-
uous), one deduces that

σ(A) ∩ iR ⊂ {0}.
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If X is reflexive, this implies that
P = lim

t→∞
T (t)

in the strong sense, by the Arendt–Batty–Lyubich–Vu Theorem (see [ABHN01, Theorem 5.5.6]
or [EN00, Theorem V.2.21]).

Now we give further comments on the diverse sections.

10.6.2 Irreducibility and holomorphy

Theorem 10.1.2 is due to Majewski–Robinson [MR83], see also [Nag86, Chapter III] and the
comments given there. The simple and most useful irreducibility criterion for semigroups asso-
ciated with a form is due to Ouhabaz (see [Ouh05] and the references given there).

10.6.3 More compactness and irreducibility

Theorem 10.2.3 is valid on arbitrary ordered Banach spaces with normal cone, see [ABHN01,
Proposition 3.11.2]. Theorems 10.2.5–10.2.6 are of Krein–Rutman type. They are valid on
each complex Banach lattice. For more information concerning Proposition 10.2.9 and Theo-
rem 10.2.10 see [Nag86]. In Proposition 10.2.8 it is not necessary to assume compactness of the
lower semigroup. The following is a consequence of results by Fremlin–Dodds and Aliprantis–
Burkinshaw. We refer to [MN91] for these results on positive operators, where also a proof of
de Pagter’s Theorem is given.

Theorem 10.6.3. Let (S(t))t≥0 and (T (t))t≥0 be C0-semigroups on a Banach lattice X with
generators A and B. Assume that

0 ≤ S(t) ≤ T (t) (t ≥ 0).

If B has compact resolvent, then A has compact resolvent.

10.6.4 Semigroups on L∞(Ω), why not?

By a result of Lotz (see [ABHN01, p. 275]) each C0-semigroup on L∞ has a bounded generator.

Concerning irreducibility one should be aware that in L∞(Ω) there are many more closed ideals

than those which are of the form L∞(ω), ω ∈ Σ.
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Lecture 11

Elliptic Operators and Domination

In this lecture we consider general elliptic operators with measurable coefficients. We
prove irreducibility and formulate some of the consequences. Special attention is given to
operators with unbounded drift term. For those, compensation by the term of order 0, i.e.
the absorption term, is needed. Finally we will give a criterion which allows us to prove
domination of a positive semigroup by another one. As applicaton we consider an elliptic
operator with unbounded drift which is not associated to a form. The corresponding
semigroup will be approximated by nicer semigroups from below. There are four sections.

• Irreducibility of semigrous generated by the Dirichlet and Neumann Laplacian.

• General elliptic operators.

• Domination.

• Approximation from below.

11.1 Irreducibility of the semigroups generated by the

Dirichlet and Neumann Laplacian

In order to apply the criterion for irreducibility, Theorem 10.1.5, we need the following
property of H1.

Lemma 11.1.1. Let Ω ⊂ Rn be open and connected. If ω ⊂ Ω is a Borel set such that
|ω| > 0 and |Ω \ ω| > 0, then there exist a ball B = B(x0, r0) ⊂ Ω and a test function
u ∈ D(B) such that 1ωu 6∈ H1(B).

Proof. a) We show that there exists x0 ∈ Ω such that |ω∩B(x0, r)| > 0 and |B(x0, r)\ω| >
0 for all r > 0. In fact, otherwise Ω = Ω1 ∪ Ω2 where

Ω1 := {x ∈ Ω : ∃ r > 0 such that B(x, r) ⊂ Ω and |B(x, r) ∩ ω| = 0} and

Ω2 := {x ∈ Ω : ∃ r > 0 such that B(x, r) ⊂ Ω and |B(x, r) \ ω| = 0} .

141
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Since Ω1 and Ω2 are open and Ω1 ∩ Ω2 = ∅, it follows that Ω1 = Ω or Ω2 = Ω. Assume
that Ω1 = Ω. Let K ⊂ ω be compact. For each x ∈ K there exists a ball B(x, rx) ⊂ Ω
such that |B(x, rx) ∩ ω| = 0. Since we can cover K by a finite number of these balls, it
follows that |K| = 0. Similarly, if Ω2 = Ω one obtains that |Ω \ ω| = 0. Both cases are
contradictory to the assumption. This proves the claim.

b) Let x0 ∈ Ω be the point of a) and let r0 > 0 such that B̄(x0, r0) ⊂ Ω. Let
B = B(x0, r0) and let u ∈ D(B) such that u(x0) = 1. Suppose that 1ωu ∈ H1(B). It
follows from Stampacchia’s Lemma (Corollary 3.2.2) that Dj(1ωu) = 1ωDju a.e.. This
shows that Dj(1ωu) ∈ L∞(B), j = 1, . . . , n. Hence 1ωu ∈ W 1,∞(B). It follows that there
exists a continuous function v : B → R such that 1wu = v a.e. (see e.g. [Eva98, 5.8
Theorem 4]). By a) for each k ∈ N, there exist xk, yk ∈ B(x0, 1/k) such that |v(xk) −
v(yk)| = |u(xk)| → 1 (k → ∞). But xk, yk → x0 as k → ∞. Thus v is not continuous at
x0.

We will frequently use the following consequence of Lemma 11.1.1.

Proposition 11.1.2. Let Ω ⊂ Rn be open and connected. Let V be a subspace of H1(Ω)
containing D(Ω). If ω ⊂ Ω is a Borel set in Ω such that

1ωV ⊂ V ,

then |ω| = 0 or |Ω \ ω| = 0.

As a first example we consider the Dirichlet Laplacian.

Example 11.1.3 (irreducibility of (et∆
D
Ω )t≥0). Let Ω ⊂ Rn be open and connected. Denote

by ∆D
Ω the Dirichlet Laplacian on L2(Ω). Then the semigroup (et∆

D
Ω )t≥0 is positive and

irreducible. Assume in addition that Ω is bounded. Then there exists 0 ≪ u ∈ D(∆D
Ω )

such that

−∆D
Ωu = λ1u

where λ1 = −s(∆D
Ω ) is the first eigenvalue of −∆D

Ω . Moreover,

dim(ker(λ1 + ∆D
Ω )) = 1 .

Proof. The form domain of ∆D
Ω is V = H1

0 (Ω). It follows from Theorem 10.1.5 and the
preceding proposition that (et∆

D
Ω )t≥0 is irreducible. The semigroup (et∆

D
Ω )t≥0 is holomor-

phic by Exercise 2.6.3. Moreover, ∆D
Ω has compact resolvent by Corollary 4.2.5. The last

two assertions of the theorem follow now from Theorem 10.2.6.

In order to establish compactness of the resolvent of the Neumann Laplacian we use
the extension property.



11.1. Irreducibility of the semigroups 143

Definition 11.1.4 (extension property). An open set Ω ⊂ Rn has the extension property
if for each u ∈ H1(Ω) there exists v ∈ H1(Rn) such that

v|Ω = u .

For example, if Ω is bounded and has Lipschitz boundary, then Ω has the extension property
(see [Nec67], for the case where Ω is C1 see also [Eva98] or [Bre83]).

Proposition 11.1.5 (extension operator). Let Ω be a bounded open set with the extension
property. Let Ω̃ be an open set such that Ω̄ ⊂ Ω̃. Then there exists an operator E ∈
L(H1(Ω), H1

0 (Ω̃)) such that

(Eu)|Ω = u

for all u ∈ H1(Ω). Such E is called an extension operator.

Proof. Let ψ ∈ D(Ω̃) such that ψ|Ω ≡ 1. For u ∈ H1(Ω) there exists v ∈ H1(Rn) such

that v|Ω = u. Let ω = ψv. Then ω ∈ H1
0 (Ω̃) (by Proposition 3.2.8) and ω|Ω = u. Thus

the restriction operator

R : H1
0 (Ω̃) ∋ u 7→ u|Ω ∈ H1(Ω)

is surjective. Denote by R0 the restriction of R to (kerR)⊥, the orthogonal complement
of kerR in the Hilbert space H1

0 (Ω̃). Then R0 is an isomorphism. The mapping E = R−1
0

is an extension operator.

Corollary 11.1.6. Let Ω ⊂ Rn be a bounded open set having the extension property. Then
the injection

H1(Ω) →֒ L2(Ω)

is compact.

Proof. Let Ω̃ be bounded and open such that Ω̄ ⊂ Ω̃. Consider an extension operator
E : H1(Ω) → H1

0 (Ω̃). Let (uk) be a bounded sequence in H1(Ω). Then (Euk) is bounded
in H1

0 (Ω̃). Since the injection H1
0 (Ω̃) into L2(Ω̃) is compact (see Corollary 8.1.9), there

exists a subsequence such that Eukℓ
converges in L2(Ω̃) as ℓ → ∞. Hence ukℓ

= Eukℓ
|Ω

converges in L2(Ω) as ℓ→ ∞.

Example 11.1.7. Let Ω ⊂ Rn be an open, connected set. Consider the Neumann Laplacian
∆N

Ω on L2(Ω). Then the semigroup (et∆
N
Ω )t≥0 is positive and irreducible. If Ω is in addition

bounded and has the extension property, then the following properties hold.

a) et∆
N
Ω is compact for all t > 0.

b) lim
t→∞

et∆
N
Ω = P in L(L2(Ω)), where Pf = 1

|Ω|

∫
Ω

fdx · 1Ω.



144 11. Elliptic Operators and Domination

Proof. Irreducibility follows from Proposition 11.1.2, since the form domain is V = H1(Ω).
It follows from Corollary 11.1.6 that ∆N

Ω has compact resolvent. Since the semigroup
(et∆

N
Ω )t≥0 is holomorphic, it follows that et∆

N
Ω is compact for all t > 0 by Proposition

2.5.7. Observe that 1Ω ∈ D(∆N
Ω ) and ∆N

Ω 1Ω = 0. Hence s(∆N
Ω ) = 0 by Proposition 10.2.9.

By Theorem 10.4.1, et∆
N
Ω converges to a projection P as t→ ∞ where Pf = 〈f, ϕ〉u with

0 ≪ u ∈ ker(∆N
Ω ). Thus u ∈ H1(Ω) and

∫
∇u∇v = 0 for all v ∈ H1(Ω). Hence ∆u = 0,

and consequently, u ∈ C∞(Ω). Taking v = u we obtain
∫
|∇u|2 = 0 and so ∇u = 0

on Ω. Since Ω is connected, this implies that u is constant. Since ∆N
Ω is selfadjoint and

dim(ker ∆N
Ω ) = 1, it follows that ϕ = c · u for some c > 0. This shows that P has the

desired form.

11.2 Elliptic operators

Let Ω ⊂ Rn be open. We define diverse realizations of an elliptic operator in the real
space H = L2(Ω). Let aij , bj , cj, c0 ∈ L∞(Ω) be real coefficients, i, j = 1, . . . , n, such that

N∑

i,j=1

aijξiξj ≥ α |ξ|2 (ξ ∈ RN)

for almost all x ∈ Ω and some α > 0. Define

a : H1(Ω) ×H1(Ω) → R
by

(11.1) a(u, v) :=

∫

Ω

(
n∑

i,j=1

aijDiuDjv +

n∑

i=1

(biDiuv + ciuDiv) + c0uv

)
dx.

Then a is continuous and H-elliptic. Moreover,

(11.2) a(u+, u−) = 0 (u ∈ H1(Ω)) .

Now let V be a closed subspace of H1(Ω) containing H1
0 (Ω). Assume that

(11.3) u ∈ V implies u+ ∈ V .

Let aV be the restriction of a to V . Denote by AV the operator associated with aV .

Theorem 11.2.1. Assume that Ω is connected. Then the semigroup (e−tAV )t≥0 generated
by −AV on L2(Ω) is positive and irreducible.
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Proof. Positivity follows from the first Beurling–Deny criterion (Theorem 9.2.1). Lemma
11.1.1 shows that for a Borel set ω ⊂ Ω one has 1ω · V ⊂ V only if |ω| = 0 or |Ω \ ω| = 0.
Hence (e−tAV )t≥0 is irreducible by Theorem 10.1.5.

The operator AV is a realization of an elliptic operator with boundary conditions
which are incorporated into V . We want to make this more precise. Define the elliptic
operator A : H1(Ω) → D(Ω)′ by

(11.4) Au := −
n∑

i,j=1

Di(aijDju) +

n∑

j=1

bjDju−
n∑

j=1

Dj(cju) + c0u.

Here the distribution Di(aijDju) is defined by

〈Di(aijDju), v〉 = −
∫

Ω

aijDjuDivdx

for v ∈ D(Ω). If V = H1
0 (Ω), then we call AV the realization of A with Dirichlet

boundary conditions. Then

D(AV ) = {u ∈ H1
0 (Ω) : Au ∈ L2(Ω)} .

If V = H1(Ω), then the domain of AV consists of functions which satisfy some kind of
Neumann boundary conditions. We call AV the realization of A with Neumann bound-
ary conditions even though these boundary conditions depend on the coefficients. We
may also consider mixed boundary conditions. For example, if Ω is of the form Ω̃ \ K
where Ω̃ is a bounded open set and K ⊂ Ω̃ is compact, then ∂Ω = Γ1 ∪Γ2 where Γ1 = ∂Ω̃
is the “exterior” and Γ2 = ∂K the “interior” boundary. If we take V = {u|Ω : u ∈ H1

0 (Ω̃)}
then this realizes Dirichlet boundary conditions on the exterior boundary and Neumann
boundary conditions on the interior boundary.

In the following example we investigate the existence of an equilibrium.

Example 11.2.2 (asymptotics for Neumann boundary conditions). Assume that Ω is bounded,
connected and has the extension property. Let V = H1(Ω). Assume that c0 = 0 and

(a) cj = 0 for j = 1, . . . , n, or

(b) bj = 0 for j = 1, . . . , n.

Then (e−tAV )t≥0 converges in L(L2(Ω)) to a rank-1 projection as t→ ∞.

Proof. In the case (a), one has aV (1Ω, v) = 0 for all v ∈ V . Hence 1Ω ∈ D(AV ) and
AV 1Ω = 0. It follows from Proposition 10.2.9 that s(AV ) = 0 and the proof can be
continued as in Example 11.1.7. In the case (b) apply case (a) to the adjoint of AV .
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11.3 Domination

Let (Ω,Σ, µ) be a σ-finite measure space, H = L2(Ω), V = H1(Ω). Let (a1, V1) and
(a2, V2) be two continuous elliptic forms with associated operators A1 and A2. We assume
that the semigroups (e−tA1)t≥0 and (e−tA2)t≥0 are positive. By the first Beurling–Deny
criterion (Theorem 9.2.1), this means that

u ∈ Vj implies u+ ∈ Vj and aj(u
+, u−) ≤ 0 (j = 1, 2).

We say that V1 is an ideal in V2 if V1 ⊂ V2 and moreover

0 ≤ u2 ≤ u1, u1 ∈ V1, u2 ∈ V2 implies u2 ∈ V1.

Theorem 11.3.1 (Domination criterion). The following assertions are equivalent.

(i) 0 ≤ e−tA1 ≤ e−tA2 (t ≥ 0).

(ii) V1 is an ideal in V2 and a2(u, v) ≤ a1(u, v), whenever u, v ∈ V1 ∩H+.

We refer to the comments for the proof.
Let Ω ⊂ Rn be an open set. We had already shown that

(11.5) 0 ≤ et∆
D
Ω ≤ et∆

N
Ω (t ≥ 0),

see Theorem 4.2.1. Since the form domain of ∆D
Ω is H1

0 (Ω) and the form domain of ∆N
Ω

is H1(Ω), we deduce the following from Theorem 11.3.1.

Proposition 11.3.2. The space H1
0 (Ω) is a closed ideal in H1(Ω).

Of course, it is easy to give a direct proof of this proposition (which is implicit in
Lemma 4.2.3).

With the help of Theorem 11.3.1 we now can extend the domination of the semigroup
associated with Neumann by the one associated with Dirichlet boundary conditions from
the Laplacian to all elliptic operators with bounded measurable coefficients as considered
in Section 11.2.

Example 11.3.3 (Dirichlet–Neumann domination). Let A be an elliptic operator defined
as in (11.4) on L2(Ω), where Ω is open. Denote by ADΩ the realization of A with Dirichlet
boundary conditions and by ANΩ the realization of A with Neumann boundary conditions.
Then

(11.6) 0 ≤ e−tA
D
Ω ≤ e−tA

N
Ω (t ≥ 0).

Proof. The form domain of ADΩ is H1
0 (Ω) and the form domain of ANΩ is H1(Ω). Since

H1
0 (Ω) is an ideal in H1(Ω) and since the two forms coincide on H1

0 (Ω), criterion (ii) of
Theorem 11.3.1 is satisfied.
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Example 11.3.4 (monotonicity in the absorption rate). Let A1 and A2 be two elliptic
operators with the same coefficients aij, bj, cj, i, j = 1, . . . , n. Assume that the 0-order
coefficient c0 of A1 and the 0-order coefficient c′0 of A2 satisfy

c′0(x) ≤ c0(x) a.e.

Let V be a closed subspace of H1(Ω) containing H1
0 (Ω). Let A1 be the operator A1 with

form domain V , and A2 be the operator A2 with form domain V . Then

0 ≤ e−tA1 ≤ e−tA2 (t ≥ 0).

This follows directly from Theorem 11.3.1. If Ω is bounded, connected and has the
extension property, then we deduce from Theorem 10.2.10 that s(A1) < s(A2) unless
c′0 = c0 a.e.

11.4 Unbounded drift

In this section we allow the first order coefficients to be unbounded. The technique will
consist in compensating by a large 0-order coefficient, which models absorption. This
absorption has to be strong enough in order to apply form methods.

Let Ω ⊂ Rn be an open set, H the real space L2(Ω). Let aij ∈ L∞(Ω) be real
coefficients satisfying

(11.7)

n∑

i,j=1

aij(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
for a.e. x ∈ Ω. Let bj , cj ∈ C1(Ω), j = 1, . . . , n, real coefficients, and let c0 ∈ L1

loc(Ω),
c0 ≥ 0. We consider the elliptic operator Amin : D(Ω) → D(Ω)′ given by

Aminu := −
n∑

i,j=1

Dj(aijDiu) +

n∑

j=1

(bjDju−Dj(cju)) + c0u.

We assume that

(11.8) divb ≤ c0 and divc ≤ c0,

where divb =
∑n

j=1Djbj .
Under this condition we show that Amin has an extension Ap such that −Ap generates

a positive contraction C0-semigroup (e−tAp)t≥0 on Lp(Ω), 1 ≤ p < ∞. These semigroups
are consistent.

These extensions Ap of Amin satisfy Dirichlet boundary conditions in some weak sense.
The case where Ω = Rn is included and of particular interest.
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At first we assume that c0 satisfies the following two hypotheses.

(11.9) |b| ≤ γc
1
2
0 , |c| ≤ γc

1
2
0 , a.e.,

where γ > 0, and

(11.10)
1

2
(divb+ divc) ≤ βc0,

where 0 ≤ β < 1. Here

|b(x)| :=

(
n∑

j=1

|bj(x)|2
) 1

2

(x ∈ Ω).

Under these conditions we may define an extension of Amin by a suitable coercive form.
In fact, we define the real space

V := {u ∈ H1
0 (Ω) :

∫

Ω

c0|u|2 <∞},

which is a Hilbert space for the scalar product

(u | v)V := (u | v)H1 +

∫

Ω

c0uv.

Then D(Ω) ⊂ V
d→֒L2(Ω). We need the following.

Lemma 11.4.1. The space D(Ω) of all test functions is dense in V .

Proof. Let u ∈ V+. There exists (vk)k∈N ∈ D(Ω) such that vk → u in H1
0 (Ω) and a.e. as

k → ∞. Let uk = (vk ∧ u) ∨ 0. Then uk ∈ H1
00(Ω), where H1

00(Ω) denotes the subspace
of H1

0 (Ω) of the functions with compact support, and uk → u in H1
0 (Ω) and a.e. as

k → ∞. By the Dominated Convergence Theorem
∫
Ω
c0|uk − u|2dx → 0 as k → ∞, thus

‖uk−u‖V → 0 as k → ∞. Since u+, u− ∈ V for all u ∈ V , it follows that H1
00(Ω) is dense

in V .
Now let u ∈ H1

00(Ω). Then uk := ρk ∗ u → u ∈ H1
0 (Ω) as k → ∞. Since uk vanishes

outside a compact subset for k ≥ k0, it follows that
∫
Ω
c0|uk − u|2 → 0 as k → ∞. Since

uk ∈ D(Ω), the proof is completed.

Define a bilinear form a : V × V → R by

a(u, v) := a0(u, v) +

∫

Ω

(
n∑

j=1

(bjDjuv + cjuDjv + c0uv

)

where

a0(u, v) :=

∫

Ω

n∑

j=1

aijDiuDjv.
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Proposition 11.4.2. Assume that (11.9)– (11.10) hold. Then the form a is continuous,
elliptic and accretive.

Proof. a) We show that the form is continuous. Let u, v ∈ V . Then by (11.9)
∣∣∣∣∣

∫

Ω

n∑

j=1

bjDjuv

∣∣∣∣∣ ≤
∫

Ω

|b||∇u||v|

≤ γ

∫

Ω

c
1
2
0 |v||∇u|

≤ γ

2

∫

Ω

(c0|v|2 + |∇u|2)

≤ γ

2
(‖v‖2

V + ‖u‖2
V ).

Replacing v by εv and u by 1
ε
u we obtain

∣∣∣∣∣

∫

Ω

n∑

j=1

bjDjuv

∣∣∣∣∣ ≤
γ

2

(
ε2‖v‖2

V +
1

ε2
‖u‖2

V

)
.

Taking ε2 = ‖u‖V

‖v‖V
, one obtains

∣∣∣∣∣

∫

Ω

n∑

j=1

bjDjuv

∣∣∣∣∣ ≤ γ‖u‖V ‖v‖V .

The other terms are estimated similarly.
b) The form is elliptic. First we note that

a0(u) ≥ α‖∇u‖2
L2(Ω) (u ∈ V ).

Using (11.10) we obtain that for u ∈ D(Ω)

a(u) ≥ α

∫

Ω

|∇u|2dx+

∫

Ω

(
n∑

j=1

(bj + cj)Djuu+ c0|u|2
)

= α

∫

Ω

|∇u|2dx+

∫

Ω

(
n∑

j=1

(bj + cj)
1

2
Dju

2 + c0|u|2
)

= α

∫

Ω

|∇u|2dx+

∫

Ω

(
−1

2
(divb+ divc)u2 + c0|u|2

)

≥ α

∫

Ω

|∇u|2dx+ (1 − β)

∫

Ω

c0|u|2

≥ min{α, (1 − β)}‖u‖2
V − α‖u‖2

L2.



150 11. Elliptic Operators and Domination

Since D(Ω) is dense in V it follows that

a(u) + α‖u‖2
L2 ≥ min{α, (1 − β)}‖u‖2

V

for all u ∈ V . Thus a is elliptic.
The above estimate also shows that a(u) ≥ 0 for u ∈ D(Ω) and hence, by density

arguments, for u ∈ V .

Remark 11.4.3. If Ω is bounded, then the estimate shows that the form a is actually
coercive.

Define A : H1(Ω) → D(Ω)′ by

(11.11) Au = −
n∑

i,j=1

Dj(aijDiu) +

n∑

j=1

(bjDju−Dj(cju)) + c0u.

Observe that for u ∈ H1(Ω), cju ∈ L1
loc(Ω), hence Dj(cju) ∈ D(Ω)′. So the operator

A is well-defined.

Theorem 11.4.4. Assume that (11.9)– (11.10) hold and Ω is connected. The operator A
on L2(Ω) associated with a is given by

(11.12)

{
D(A) := {u ∈ V : Au ∈ L2(Ω)}
Au := Au .

The semigroup (e−tA)t≥0 and its adjoint are submarkovian. There exist consistent, con-
tractive, positive, irreducible C0-semigroups (e−tAp)t≥0 on Lp(Ω), 1 ≤ p < ∞, such that
A2 = A. For all 1 ≤ p < ∞ one has Ap ⊂ A. If 0 < f ∈ Lp(Ω), then e−tApf ≫ 0 for all
t > 0, 1 ≤ p <∞.

Proof. a) By the preceding proposition the form a is continuous and elliptic. Denote by
A the operator associated with a. Let u ∈ D(A). Then u ∈ V and a(u, v) = (Au | v)L2

for all v ∈ V . Taking v ∈ D(Ω) we see that Au = Au. Conversely, assume that u ∈ V
such that Au ∈ L2(Ω). Then by the definition of Au as distribution (Au | v) = a(u, v)
for all v ∈ D(Ω). Since D(Ω) is dense in V it follows that u ∈ D(A) and Au = Au. We
have shown that the operator A is given by (11.12).

b) Let u ∈ V . Then u+, (u − 1)+ ∈ V . Now by the proof of Example 9.3.4 one has
a(u∧1, (u−1)+) ≤ 0 and a((u−1)+, u∧1) ≤ 0. This shows that the semigroup (e−tA)t≥0

and (e−tA
∗

)t≥0 are submarkovian.
c) It follows from Proposition 11.1.2 and Theorem 10.1.5 that the semigroup (e−tA)t≥0

is irreducible. Hence also the extrapolation semigroups are irreducible. In fact, since the
semigroup on L2(Ω) is holomorphic, for 0 < f ∈ L1(Ω) ∩ L∞(Ω) one has e−tApf =
e−tA2f ≫ 0 for all t > 0, 1 ≤ p <∞. Since for each 0 < g ∈ Lp(Ω) there exists 0 < f ≤ g,
f ∈ L1(Ω) ∩ L∞(Ω), it follows that e−tApg ≥ e−tApf ≫ 0 for all t > 0.
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d) Finally, we show that Amin ⊂ Ap. For p = 2 this follows from a). Hence, for

u ∈ D(Ω), v = Aminu, e
−tAu − u =

∫ t
0
e−sAvds for all t ≥ 0. Since v ∈ Lp(Ω) for all

1 ≤ p <∞, and since the semigroups are consistent, we deduce that

e−tApu− u =

∫ t

0

e−sApvds (t ≥ 0).

By Proposition 2.2.4 this implies that u ∈ D(Ap) and Apu = v.

Now we drop the assumptions (11.9)–(11.10) and merely assume

(11.13) divb ≤ c0, divc ≤ c0 a.e.

Then for k ∈ N we consider

ck0 = (1 +
1

k
)c0 +

1

k
(|b| + |c|) ∈ L1

loc(Ω),

which satisfies (11.9)–(11.10). Then ck0 → c0 in L1
loc(Ω) as k → ∞. By this we mean that

∫

K

|ck0 − c0|dx→ 0 as k → ∞

for all compact subsets K ⊂ Ω. Moreover, call ak the form a with c0 replaced by ck0, i.e.,
ak is defined on Vk × Vk by

ak(u, v) := a(u, v) +

∫

Ω

(ck0 − c0)uv,

where Vk := {u ∈ H1
0 (Ω) :

∫
Ω
|u|2ckdx < ∞}. Then ak is continuous, elliptic, and

accretive. Denote by Ak the operator associated with ak on L2(Ω) and by (e−tAp,k)t≥0 the
positive extrapolation semigroup on Lp(Ω). Then for 1 ≤ p <∞

‖e−tAp,k‖ ≤ 1 (t ≥ 0).

Since Vk is clearly an ideal in Vk+1 and ak(u, v)− ak+1(u, v) =
∫
Ω
(ck0 − ck+1

0 )uv ≥ 0 for all
0 ≤ u, v ∈ Vk it follows from Theorem 11.3.1 that

(11.14) 0 ≤ e−tAp,k ≤ e−tAp,k+1 (t ≥ 0)

for p = 2. But then (11.14) remains true for all 1 ≤ p < ∞ by consistency. Now we use
the following.

Theorem 11.4.5. Let 1 ≤ p < ∞. Let (Tk(t))t≥0 be contraction C0-semigroups on Lp(Ω),
k ∈ N, such that

0 ≤ Tk(t) ≤ Tk+1(t) (t ≥ 0).

Then T (t) = limk→∞ Tk(t) exists strongly and defines a C0-semigroup (T (t))t≥0 on Lp(Ω).
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We postpone the proof of Theorem 11.4.5 and conclude in our situation that

Tp(t)f := lim
k→∞

e−tAp,kf

exists in Lp(Ω) for all f ∈ Lp(Ω) and defines a C0-semigroup on Lp(Ω) whose generator
we denote by Ap. Since Amin ⊂ Ap,k for all k it follows also that Amin ⊂ Ap. In fact, let
u ∈ D(Ω), Aminu = v. Then

e−tAp,ku− u =

∫ t

0

e−sAp,kvds (t ≥ 0).

Letting k → ∞ we conclude that

e−tApu− u =

∫ t

0

e−sApvds (t ≥ 0).

By Proposition 2.2.4 this implies that u ∈ D(Ap) and Apu = v. Finally, it follows
from (11.14) that

0 ≤ e−tAp,k ≤ e−tAp (t ≥ 0)

for all k ∈ N and t ≥ 0. Since the semigroup (e−tAp,k)t≥0 is irreducible, also (e−tAp)t≥0 is
irreducible. We have shown the following.

Theorem 11.4.6. Assume (11.13) and let Ω be connected. There exists an operator Ap ⊃
Amin which generates a positive, irreducible, contractive C0-semigroup on Lp(Ω), 1 ≤ p <
∞.

We conclude this lecture by the proof of Theorem 11.4.5.

Proof of Theorem 11.4.5. The strong limit exists by the Beppo Levi Theorem. Then
T (t) ∈ L(Lp(Ω)) and T (t + s) = T (t)T (s) for t, s ≥ 0. It remains to prove strong
continuity. Let tn ↓ 0, 0 ≤ f ∈ Lp(Ω). We have to show that fn := T (tn)f → f as
n → ∞. Let gn := T1(tn)f . Then 0 ≤ gn ≤ fn and gn → f as n → ∞. Moreover,
‖gn‖Lp ≤ ‖f‖Lp.

a) Let p = 1. Then
∫

Ω

(fn − gn) +

∫

Ω

gn =

∫

Ω

fn ≤ ‖f‖L1.

Since
∫
Ω
gn → ‖f‖L1, it follows that ‖fn − gn‖L1 =

∫
(fn − gn) → 0 as n → ∞. Since

gn → f in L1(Ω) also fn → f in L1(Ω).
b) Let 1 < p < ∞. It suffices to show that each subsequence of (fn)n∈N has a

subsequence converging to f in Lp(Ω). Since Lp(Ω) is reflexive, we may assume that
(fn)n∈N converges weakly to a function h ∈ Lp(Ω) (consider a subsequence otherwise).
Since gn ≤ fn and gn → f it follows that f ≤ h. Hence ‖f‖Lp ≤ ‖h‖Lp. Since Lp(Ω)
is uniformly convex, this implies that (fn)n∈N converges strongly to h. It follows that
‖h‖Lp ≤ ‖f‖Lp. Since f ≤ h, this implies that f = h.
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11.5 Exercises

In the first exercise we show that in most cases irreducibility is actually equivalent to the open
set Ω being connected.

Exercise 11.5.1 (local forms and irreducibility). Let Ω ⊂ Rn be open, (a, V ) a continuous, densely
defined elliptic form on H = L2(Ω). Assume that a is local, i.e.,

u ∈ V implies u+ ∈ V and a(u+, u−) = 0.

Denote by A the associated operator.

a) Show that (e−tA)t≥0 is irreducible if and only if 1ωV ⊂ V implies |ω| = 0 or |Ω \ ω| = 0
for all Borel measurable sets ω.

b) Let Ω ⊂ Rn be an open set and let (a, V ) be a form on L2(Ω) given by (11.1), where V
is a closed subspace of H1(Ω) containing H1

0 (Ω). Assume that u ∈ V implies u+ ∈ V , so that
e−tAV ≥ 0 (t ≥ 0). Show that the semigroup (e−tAV )t≥0 is irreducible if Ω is connected and find
an example of a disconnected Ω such that (e−tAV )t≥0 is still irreducible.

In the second and third exercise we study how irreducibility is preserved by domination.

Exercise 11.5.2 (domination and irreducibility).

1. Let (S(t))t≥0, (T (t))t≥0 be C0-semigroups on Lp(Ω), 1 ≤ p < ∞, such that

(11.15) 0 ≤ S(t) ≤ T (t) (t ≥ 0).

Assume that (S(t))t≥0, is irreducible. Show that (T (t))t≥0 is irreducible.

2. Give a second proof of a) using the characterisation in Theorem 10.1.5, in the case where
(S(t))t≥0 and (T (t))t≥0 are associated with elliptic forms.

3. Let (a, V ) be an elliptic, continuous, densely defined form on L2(Ω) such that the associated
semigroup (T (t))t≥0 is positive and irreducible. Let c0 : V → R+ be measurable. Consider

V0 := {u ∈ L2(Ω) :

∫

Ω
c0|u|2dx < ∞}.

Assume V1 := V0 ∩ V to be dense in L2(Ω). Consider the form b(u, v) := a(u, v) +∫
Ω c0uv with domain V1. Show that b is continuous and elliptic and denote by (S(t))t≥0

the associated semigroup. Show that (11.15) holds.

4. Find an example which satisfies the assumption of 3. such that the semigroup (S(t))t≥0

is not irreducible.
(Hint: Consider c0(x) := x−2, Ω = (−1, 1), V = H1

0 (Ω))

Exercise 11.5.3. Find two semigroups (S(t))t≥0 and (T (t))t≥0 such that (11.15) holds, (T (t))t≥0

is irreducible, but (S(t))t≥0 is not. (Hint: use Exercise 11.5.1 (a).)
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The last exercise is rather a question concerning an alternative abstract proof of Lemma 11.4.1.

Question 11.5.4. Let X,Y be Banach spaces and D ⊂ X ∩Y be a subspace such that D is dense
in X and also in Y . Consider the Banach space X ∩ Y with norm ‖x‖ = ‖x‖X + ‖x‖Y . Is D is
dense in X ∩ Y ?

Answer (by Jan Maas, Delft):
The following example shows that the answer is no.

Let X = L2[−1, 1] ∩ C[0, 1] and Y = L2[−1, 1] ∩ C[−1, 0] be endowed with the norms
‖f‖X = ‖f‖L2[−1,1] + ‖f‖L∞[0,1] and ‖f‖Y = ‖f‖L2[−1,1] + ‖f‖L∞[−1,0] respectively. Then X ∩ Y
equals C[−1, 1] endowed with a norm equivalent to the supremum norm.

We define D = {f ∈ C[−1, 1] : f(−1) = f(1)}. Observe that D is dense in both X and Y
but not in X ∩ Y.

Exercise 11.5.5 (the dual of intersection).
a) Show that for each φ ∈ (X ∩ Y )′ there exists x′ ∈ X ′, y′ ∈ Y ′ such that φ = x′ + y′

(by which we mean φ(x) = x′(x) + y′(x)). In order to do so consider the closed subspace
Z := {(x, x) : x ∈ X ∩ Y } of X ⊕ Y . Consider φ as a functional on Z and extend it by the
Hahn–Banach Theorem. Thus the dual space of X ∩Y is X ′ + Y ′. However, this seems to be of
little help for the question above.

b) Assume that the answer of the previous question is yes. Give an alternative short proof
of Lemma 11.4.1.

11.6 Comments

The domination criterion of Section 11.3 is due to Ouhabaz. We refer to [Ouh05] for the proof
and also to various other domination criteria.

Elliptic operators with unbounded drift were considered in [AMP06], where the same form

methods were used. However, the semigroups are approximated by changing the domain Ω

instead of the absorption term c0. This method is used systematically in [Vog01], see also [SB02].

Theorem 11.4.5 is taken from [AGG06], but such arguments were known before, see e.g. [Voi86].



Lecture 12

Ultracontractivity

In this lecture we consider ultracontractive semigroups, i.e., semigroups (T (t))t≥0 on L1(Ω)
satisfying an estimate of the form

(12.1) ‖T (t)‖L(L1,L∞) ≤ ct−n/2 (t > 0).

In view of the Dunford–Pettis criterion, this property implies that the semigroup is given
by a bounded kernel. In the first section we show the equivalence of Lp−Lq and L1 −L∞

estimates. Then we give a simple criterion to prove ultracontractivity if the semigroup is
associated with a form. A more refined criterion is obtained using Nash’s Inequality. It
allows one to show that in the case where T is contractive in all Lp-spaces the constant c
in (12.1) only depends on the coerciveness constant. There are four sections.

• Interpolation - extrapolation.

• Ultracontractivity for forms.

• Nash’s Inequality.

• Elliptic operators with unbounded drift.

12.1 Interpolation - Extrapolation

Let (Ω, σ, µ) be a σ-finite measure space. We frequently write Lp for Lp(Ω), 1 ≤ p ≤ ∞.
Recall that

L1(Ω) ∩ L∞(Ω) ⊂ Lp(Ω) ⊂ L1(Ω) + L∞(Ω)

for all 1 ≤ p ≤ ∞. Moreover, L1(Ω) ∩ L∞(Ω) is dense in Lp(Ω) for all 1 ≤ p < ∞. Thus
it is frequently sufficient to give estimates for functions in L1(Ω) ∩ L∞(Ω). Let

B : L1(Ω) ∩ L∞(Ω) → L1(Ω) + L∞(Ω)

155
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be a linear mapping. As before, for 1 ≤ p1, p2 ≤ ∞, we let

‖B‖L(Lp1 ,Lp2) = sup{‖Bf‖Lp2 : f ∈ L1 ∩ L∞ , ‖f‖Lp1 (Ω) ≤ 1},

which is defined as an element of [0,∞]. If ‖B‖L(Lp1 ,Lp2 ) < ∞ and if 1 ≤ p1 < ∞, then
there exists a unique operator

B̃ ∈ L(Lp1, Lp2) such that B̃|L1∩L∞
= B.

We call B̃ the extrapolation operator of B. If B ∈ L(Lp) where 1 ≤ p < ∞ and if
‖B‖L(Lp1 ,Lp2 ) <∞ then it follows by density, that

‖Bf‖Lp2 ≤ ‖B‖L(Lp1 ,Lp2)‖f‖Lp1

for all f ∈ L1 ∩ L∞. Moreover, B̃ and B coincide on the space Lp1 ∩ Lp.

Next we formulate the Riesz–Thorin interpolation theorem.

Theorem 12.1.1 (Riesz–Thorin). Let B : L1 ∩ L∞ → L1 + L∞. Let

0 < θ < 1 , 1 ≤ p1, p2 ≤ ∞ , 1 ≤ q1, q2 ≤ ∞ ,

1

p
=

θ

p1
+

1 − θ

p2
,

1

q
=

θ

q1
+

1 − θ

q2
.

Then

‖B‖L(Lp,Lq) ≤ ‖B‖θL(Lp1 ,Lq1) · ‖B‖1−θ
L(Lp2 ,Lq2 ).

We also note the following particular case.

Corollary 12.1.2. If ‖B‖L(L1) ≤ M and ‖B‖L(L∞) ≤ M , then ‖B‖L(Lp) ≤ M for all
1 ≤ p ≤ ∞.

We are mainly interested in the case where ‖B‖L(L1,L∞) <∞. Then by the Dunford–
Pettis criterion, there exists a kernel K ∈ L∞(Ω × Ω) such that

Bf(x) =

∫
K(x, y)f(y)dµ(y) for a.e. x ∈ Ω

for all f ∈ L1 ∩ L∞.
We first consider an interpolation result. Let (T (t))t≥0 be a semigroup which operates

on all Lp-spaces. A typical case is when (T (t))t≥0 is a C0-semigroup on Lp(Ω) such that
(T (t))t≥0 and (T (t)∗)t≥0 are submarkovian. Then ‖T (t)‖L(Lq) ≤ 1 for all t ≥ 0, 1 ≤ q ≤ ∞.
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Proposition 12.1.3 (interpolation). Let (T (t))t≥0 be a C0-semigroup on L1(Ω) such that

(12.2) ‖T (t)‖L(L1) ≤ 1 , ‖T (t)‖L(L∞) ≤ 1

for all t ≥ 0. Assume that

(12.3) ‖T (t)‖L(L1,L∞) ≤ ct−n/2 (t ≥ 0)

where c ≥ 0 and n > 0 is a real number. Then for 1 ≤ p < q ≤ ∞

(12.4) ‖T (t)‖L(Lp,Lq) ≤ c
1
p
− 1

q t−
n
2
( 1

p
− 1

q
) (t > 0).

Proof. a) Let 1
p

= α
1

+ 1−α
∞

, i.e., α = 1
p
. Then by the Riesz–Thorin Theorem,

‖T (t)‖L(Lp,L∞) ≤ ‖T (t)‖αL(L1,L∞)‖T (t)‖1−α
L(L∞)

≤ c
1
p t−

n
2

1
p (t > 0).

b) Let 1
q

= β
p

+ 1−β
∞

, i.e., β = p
q
. Then by the Riesz–Thorin Theorem and a) we obtain

‖T (t)‖L(Lp,Lq) ≤ ‖T (t)‖βL(Lp) ‖T (t)‖1−β
L(Lp,L∞)

≤
(
c

1
p t−

n
2

1
p

)1− p
q

= c
1
p
− 1

q t−
n
2
( 1

p
− 1

q
).

This concludes the proof.

The prototype of the semigroups we consider here is the Gaussian semigroup which
satisfies an estimate (12.2)–(12.3) and hence also (12.4). It is surprising that it is possible
to go back from the interpolation estimate (12.4) to (12.3). This is a consequence of the
semigroup property as we will show next.

We call a C0-semigroup (T (t))t≥0 on Lp(Ω) completely contractive if

‖T (t)‖L(L1) ≤ 1 and ‖T (t)‖L(L∞) ≤ 1

for all t ≥ 0. Then it follows that ‖T (t)‖L(Lq) ≤ 1 for all t ≥ 0 and all 1 ≤ q ≤ ∞.
For example, if (T (t))t≥0 and (T (t)∗)t≥0 are submarkovian, then (T (t))t≥0 is completely
contractive.

We will use the following rescaling in the proof: If A generates the C0-semigroup
(T (t))t≥0 on a Banach space X, then for β > 0 the operator βA generates the C0-
semigroup (T (βt))t≥0, see Exercise 2.6.2.
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Theorem 12.1.4 (extrapolation). For 1 ≤ p < q ≤ ∞ there exist constants cp,q such that
the following holds. Let (T (t))t≥0 be a completely contractive C0-semigroup on L2(Ω).
Assume that

(12.5) ‖T (t)‖L(Lp,Lq) ≤ t−
n
2 (

1
p
− 1

q ) (t > 0).

Then
‖T (t)‖L(L1,L∞) ≤ cp,qt

−n
2 (t > 0).

Proof. The proof goes in two steps.
1st step: extrapolation to L(L1, Lq). Let 0 < θ < 1 such that

1

p
=
θ

1
+

1 − θ

q
.

Then for α = n
2
(1
p
− 1

q
), β = n

2
(1 − 1

q
) one has α = θβ. Let f ∈ L1 ∩ L∞, ‖f‖L1 ≤ 1. Note

that by hypothesis

(12.6) ‖T (t)‖L(Lp,Lq) ≤ t−α (t > 0).

Define

(12.7) cf := sup
t>0

tβ‖T (t)f‖Lq .

We want to find a bound for cf which is independent of f . Recall the interpolation
inequality

‖g‖Lp ≤ ‖g‖θL1‖g‖1−θ
Lq ,

which is valid for each measurable function g. Thus by (12.6)–(12.7)

‖T (t)f‖Lq = ‖T (t/2)T (t/2)f‖Lq

≤ (t/2)−α‖T (t/2)f‖Lq

≤ (t/2)−α‖T (t/2)f‖θL1‖T (t/2)f‖1−θ
Lq

≤ (t/2)−α(t/2)−β(1−θ)c1−θf

= (t/2)−βc1−θf = t−β2βc1−θf ,

since α = θβ. It follows from the definition of cf that cf ≤ 2βc1−θf . Hence cf ≤ 2β/θ := ap,q.
We have shown that

(12.8) ‖T (t)‖L(L1,Lq) ≤ ap,qt
−n

2
(1− 1

q
) (t > 0).

2nd step: extrapolation to L(L1, L∞). It follows from (12.8) that

‖T (t)∗‖L(Lq′ ,L∞) ≤ ap,qt
−n

2
(1− 1

q
) = ap,qt

−β (t > 0).
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Write

ap,qt
−β = (a

− 1
β

p,q t)
−β.

Hence
‖T (a1/β

p,q t)
∗‖L(Lq′ ,L∞) ≤ t−β = t

−n
2

1
q′ (t > 0),

where q−1 + q′−1 = 1. Applying the first step to this semigroup, we deduce that

‖T (a1/β
p,q t)

∗‖L(L1,L∞) ≤ aq′,∞t
−n/2 (t > 0).

Taking adjoints, it follows that

‖T (a1/β
p,q t)‖L(L1,L∞) ≤ aq′,∞t

−n/2

hence
‖T (t)‖L(L1,L∞) ≤ aq′,∞(a−1/β

p,q t)−n/2 = cp,qt
−n/2

for all t > 0 where cp,q = aq′,∞ · cn/2βp,q . This completes the proof.

If in (12.5) a constant occurs we obtain the following more general result by rescaling.

Corollary 12.1.5 (extrapolation). Let (T (t))t≥0 be a completely contractive C0-semigroup
on L2(Ω). Let 1 ≤ p < q ≤ ∞. Assume that

‖T (t)‖L(Lp,Lq) ≤ ct−
n
2
( 1

p
− 1

q
) (t > 0).

Then there exists a constant c̃ such that

‖T (t)‖L(L1,L∞) ≤ c̃t−
n
2p (t > 0).

The constant c̃ depends merely on n, p, q and on c.

Proof. Let α = n
2
(1
p
− 1

q
). Then

ct−α = (c−
1
α t)−α.

Apply Theorem 12.1.4 to the semigroup (S(t))t≥0 = (T (c
1
α t))t≥0 which satisfies (12.5).

Of particular interest is the case when p = 2 and 1
q

= 1
2
− 1

n
.

Corollary 12.1.6. Let (T (t))t≥0 be a completely contractive C0-semigroup on L2(Ω) such
that

(12.9) ‖T (t)‖L(L2,Lq) ≤ ct−
1
2 (t > 0).

where 1
q

= 1
2
− 1

n
. Then

‖T (t)‖L(L1,L∞) ≤ c2,qc
nt−

n
2 (t > 0).
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Proof. Observe that n
2
(1

2
− 1

q
) = 1

2
. It follows from (12.9) that

‖T (c2t)‖L(L2,Lq) ≤ c(c2t)−
1
2 = t−

1
2

= t−
n
2
( 1
2
− 1

q
) (t > 0).

It follows from Theorem 12.1.4 that

‖T (c2t)‖L(L1,L∞) ≤ c2,qt
−n

2 (t > 0).

Hence
‖T (t)‖L(L1,L∞) ≤ c2,q(c

−2t)−
n
2 = c2,qc

nt−
n
2 (t > 0),

the claimed inequality.

12.2 Ultracontractivity for forms

Now we apply the results of the previous section to the case where the C0-semigroup is
associated with a form. We consider the real space H = L2(Ω) where Ω ⊂ Rn is open.
Let V be a Hilbert space such that V →֒ L2(Ω) is dense. We assume that u ∈ V implies
that u ∧ 1 ∈ V . Furthermore, we assume that n ≥ 2 and

V ⊂ Lq where
1

q
=

1

2
− 1

n
.

The following criterion for ultracontractivity has the advantage that the L1−L∞-estimate
merely depends on the coerciveness constant of the form.

Theorem 12.2.1. There exists a constant cV > 0 which merely depends on V such that
the following holds. Let a : V × V → R be bilinear, continuous such that for some µ > 0

a(u) ≥ µ ‖u‖2
V

and a(u∧1, (u−1)+) ≥ 0, a((u−1)+, u∧1) ≥ 0 for all u ∈ V . Denote by T the semigroup
associated with a on L2(Ω). Then

‖T (t)‖L(L1,L∞) ≤ cV µ
−n/2t−n/2 (t > 0).

We use the following well-known product rule.

Lemma 12.2.2. Let u ∈ C1((a, b);H). Then

d

dt
‖u(t)‖2

H = 2 Re(u(t) | u̇(t))H .
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Proof. One has

lim
h→0

1

h
(‖u(t+ h)‖2

H − ‖u(t)‖2
H)

= lim
h→0

1

h
{(u(t+ h) | u(t+ h))H − (u(t) | u(t))H}

= lim
h→0

1

h
{((u(t+ h) − u(t) | u(t+ h))H + (u(t) | u(t+ h) − u(t))H}

= (u̇(t) | u(t))H + (u(t) | u̇(t))H
= (u(t) | u̇(t))H + (u(t) | u̇(t))H
= 2 Re(u(t) | u̇(t))H ,

as we have claimed.

Proof of Theorem 12.2.1 a) First we observe that V →֒ Lq, i.e., the injection is continuous.
This is a simple consequence of the Closed Graph Theorem. In fact, let vk → v in V such
that vk → w in Lq as k → ∞. We have to show that w = v. Since V →֒ L2(Ω), there
exists a subsequence vkℓ

converging to v a.e. as ℓ→ ∞. Hence w = v a.e.
b) Since the injection V →֒ Lq is continuous, there exists a constant c ≥ 0 such that

‖u‖Lq ≤ c ‖u‖V (u ∈ V ).

Note that ‖T (t)‖L(Lq) ≤ 1, hence ‖T (·)f‖Lq is decreasing for all f ∈ Lq. Consequently,
for f ∈ V one has

t‖T (t)f‖2
Lq =

t∫

0

‖T (t)f‖2
Lq ds ≤

t∫

0

‖T (s)f‖2
Lq ds ≤ c2

t∫

0

‖T (s)f‖2
V ds

≤ c2/µ

∫ t

0

a(T (s)f) ds = −c2/µ
∫ t

0

(AT (s)f | T (s)f)L2 ds

= −c2/(2µ)

∫ t

0

d

ds
‖T (s)f‖2

L2ds = c2/(2µ)(‖f‖2
L2 − ‖T (t)f‖2

L2)

≤ c2/(2µ)‖f‖2
L2

where we used Lemma 12.2.2. We have shown that

‖T (t)f‖q ≤
c√
2µ
t−1/2‖f‖L2 (t > 0).

It follows from Corollary 12.1.6 that

‖T (t)‖L(L1,L∞) ≤ c2,q2
−n/2cnµ−n/2t−n/2 (t > 0).

This completes the proof.

Finally we give the definition of ultracontractivity in a slightly more general setting.



162 12. Ultracontractivity

Definition 12.2.3. Let (T (t))t≥0 be a C0-semigroup on Lp(Ω) where 1 ≤ p < ∞. We say
that (T (t))t≥0 is ultracontractive if there exist q ∈ (p,∞], β > 0 and c > 0 such that

(12.10) ‖T (t)‖L(Lp,Lq) ≤ ct−β (0 < t ≤ 1).

Then we may let 0 < n ∈ R be such that β = n
2
(1
p
− 1

q
) to be consistent with the

preceding. In (12.10) we merely consider 0 < t ≤ 1. But if

sup
0<t≤1

‖T (t)‖L(Lq) <∞,

then it follows that there exist ω ∈ R,M > 0 such that

e−ωt‖T (t)‖L(Lp,Lq) ≤Mt−
n
2
( 1

p
− 1

q
)

for all t > 0.
Now the proof of Theorem 12.1.4 shows the following.

Proposition 12.2.4. Let (T (t))t≥0 be a C0-semigroup on Lp(Ω) where 1 ≤ p <∞. Assume
that

sup
0<t≤1

‖T (t)‖L(L1) <∞ and

sup
0<t≤1

‖T (t)‖L(L∞) <∞.

If (T (t))t≥0 is ultracontractive, then there exist constants M > 0 , ω ∈ R such that

‖T (t)‖L(L1,L∞) ≤Meωtt−n/2 (t > 0).

12.3 Ultracontractivity via Nash’s inequality

The following inequalities can be proved in Rn with the help of the Fourier transform
(see [Rob91, p. 169]).

Theorem 12.3.1 (Nash’s inequality). Let Ω ⊂ Rn be open. Let V = H1
0 (Ω) or V = H1(Ω).

In the latter case we suppose that Ω has Lipschitz boundary. Then there exists a constant
cN such that

(12.11) ‖u‖2+ 4
n

L2 ≤ cN‖u‖2
V ‖u‖

4
n

L1 (u ∈ V ∩ L1(Ω)).

Under the hypotheses on Ω (even if Ω is possibly unbounded) there exists an extension
operator

E ∈ L(H1(Ω), H1(Rn))
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such that ‖E‖L(L1(Ω),L1(Rn)) <∞, cf. [Ste70] and [Bie00]. This extension property (which
is stronger than the one considered in Proposition 11.1.5) allows one to carry over Nash’s
inequality from Rn to Ω.

Now let V be a Hilbert space such that V
d→֒L2(Ω). We assume that V satisfies

Nash’s inequality in the sense that there exists a constant cN > 0 such that (12.11)
holds. For example, this is the case if V →֒ H1

0 (Ω) without any further condition on the
open set Ω; or if V →֒ H1(Ω) and Ω has Lipschitz boundary. This follows directly from
Theorem 12.3.1.

Let a : V ×V → R be a continuous, coercive form. Thus there exists α > 0 such that

(12.12) a(u) ≥ α‖u‖2 (u ∈ V ).

Denote by (T (t))t≥0 the semigroup associated with a.

Theorem 12.3.2 (ultracontractivity via Nash’s inequality). Assume in addition to (12.12)
that the semigroups (T (t))t≥0 and (T (t)∗)t≥0 are submarkovian. Then

(12.13) ‖T (t)‖L(L1,L∞) ≤
(ncN

2α

)n
2
t−

n
2 (t ≥ 0).

Proof. Let f ∈ L1(Ω) ∩ L2(Ω). Then by (12.13)

d

dt
‖T (t)f‖2

L2 = 2(AT (t)f | T (t)f)L2 = −2a(T (t)f)

≤ −2α‖T (t)f‖2
V ≤ −2α

cn

‖T (t)f‖2+ 4
n

L2

‖T (t)f‖
4
n

L1

.

Consequently,

d

dt
(‖T (t)f‖2

L2)−
2
n ≥

(
−2

n

)
(‖T (t)f‖2

L2)−
2
n
−1

(
−2α

cN

)
(‖T (t)f‖2

L2)1+ 2
n

‖T (t)f‖
4
n

L1

=
4α

ncN
‖T (t)f‖−

4
n

L1

≥ 4α

ncN
‖f‖−

4
n

L1 ,

since (T (t))t≥0 is contractive on L1(Ω). Hence,

‖T (t)f‖−
4
n

L2 =

∫ t

0

d

ds
(‖T (s)f‖2

L2)−
2
nds+ (‖f‖2

L2)−
2
n

≥ 4α

ncN
t‖f‖−

4
n

L1 .
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Hence ‖T (t)f‖
4
n

L2 ≤ ncN
4α
t−1‖f‖

4
n

L1. We have shown that

(12.14) ‖T (t)‖L(L1(Ω),L2(Ω)) ≤
(ncN

4α

)n
4
t−

n
4 (t ≥ 0).

Applying (12.14) to (T (t)∗)t≥0 we obtain

(12.15) ‖T (t)‖L(L2(Ω),L∞(Ω)) ≤
(ncN

4α

)n
4

t−
n
4 (t ≥ 0).

These two inequalities yield the final estimate

‖T (t)‖L(L1,L∞) ≤ ‖T
(
t

2

)
‖L(L1,L2)‖T

(
t

2

)
‖L(L2,L∞)

≤
(ncN

2α

)n
2
t−

n
2 (t ≥ 0).

This concludes the proof.

12.4 Elliptic operators with unbounded drift

Here we reconsider the example of Section 11.4. Let Ω ⊂ Rn be open. Let aij ∈ L∞(Ω)
be real coefficients satisfying

n∑

i,j=1

aij(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
for a.e. x ∈ Ω and some α > 0. Let b = (b1, . . . , bn) ∈ C1(Ω,Rn), c = (c1, . . . , cn) ∈
C1(Ω,Rn). Let c0 : Ω → R be measurable. We assume that there are constants 0 < β < 1
and γ > 0 such that

(12.16) divb ≤ βc0, divc ≤ βc0 a.e.

and

(12.17) |b| ≤ γc
1
2
0 , |c| ≤ γc

1
2
0 , a.e.

As in Section 11.4 we consider

V := {u ∈ H1
0 (Ω) :

∫

Ω

c0|u|2dx <∞}

and the form a : V × V → R given by

a(u, v) :=

∫

Ω

(
n∑

i,j=1

aijDiuDjv +
n∑

j=1

(bjDjuv + cjuDjv + c0uv

)
.
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We know from Proposition 11.4.2 that the form is continuous and elliptic. Moreover, by
the proof of Proposition 11.4.2,

a(u) + α‖u‖2
L2 ≥ α0‖u‖2

V (u ∈ V ),

where α0 = min{α, 1 − β} > 0.
Thus, the form a+ α is coercive. Denote by A the operator associated with a. Then

A + α is associated with a + α. Now observe that V satisfies Nash’s inequality in the
sense of the preceding section. It follows from Theorem 12.3.2 that

(12.18) ‖T (t)‖L(L1,L∞) ≤
(
ncN
2α0

)n
2

eαtt−
n
2 (t ≥ 0).

12.5 Exercises

The first exercise is used in Section 12.2 but rather belongs to Section 2.

Exercise 12.5.1 (all semigroups are contractive up to renorming). Let (T (t))t≥0 be a bounded
C0-semigroup on a Banach space X. Then

‖x‖1 := sup
t≥0

‖T (t)x‖

defines an equivalent norm on X such that

‖T (t)x‖1 ≤ ‖x‖1 (t ≥ 0).

Next we investigate some properties of ultracontractive semigroups if the underlying space
has finite measure. Let (T (t))t≥0 be a C0-semigroup on L1(Ω) where (Ω,Σ, µ) is a finite measure
space. Assume that

‖T (t)‖L(L1,L∞) ≤ ct−
n
2 (t > 0),

where c > 0, n > 0.

Exercise 12.5.2. a) Show that T (t) is compact for all t > 0.

Let 1 < p < ∞.

b) Show T (t)Lp(Ω) ⊂ Lp(Ω) (t > 0).

Let S(t) := T (t)|Lp(Ω). Show that the following properties hold.

c) S(t + s) = S(t)S(s) (s, t > 0);

d) S(t) is compact for all t > 0;

e) There exist M > 0 and ǫ > 0 such that

‖S(t)‖L(Lp) ≤ Me−ǫt (t ≥ 1).

f) If sup0<t≤1 ‖T (t)‖L(Lp) < ∞, then (S(t))t≥0 is a C0-semigroup.
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Next we consider operators of purely second order. We recall that

H1
0 (Ω) ⊂ L

2n
n−2 (Ω)

for arbitrary open sets in Ω ⊂ Rn, n ≥ 3, and

H1(Ω) ⊂ L
2n

n−2 (Ω)

if Ω has the extension property in the simple form of Definition 11.1.4.

Exercise 12.5.3. Let Ω ⊂ Rn be open, n ≥ 3, and let aij ∈ L∞(Ω) such that

n∑

i,j=1

aij(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
for some α > 0 and a.e. x ∈ Ω. Let V = H1

0 (Ω) or let V be a closed subspace of H1(Ω)
containing H1

0 (Ω). Suppose in the latter case that Ω has the extension property and that u ∈ V
implies 1 ∧ u ∈ V . Consider the form

a(u, v) :=

∫

Ω

n∑

i,j=1

aijDiuDjv (u, v ∈ V ).

Let (T (t))t≥0 be the semigroup associated with a. Show that there exists a constant c > 0 and
ω ≥ 0 such that

‖T (t)‖L(L1,L∞) ≤ ct−
n
2 eωt (t > 0).

Finally we suggest to reconsider Definition 12.2.3.

Exercise 12.5.4. Give a proof of Proposition 12.2.4. (Hint: show first that ‖T (t)‖L(Lp) ≤ Meωt

(t ≥ 0) for p = 1,∞. Replace (T (t))t≥0 by (e−ωtT (t))t≥0 and modify the proof of Theo-
rem 12.1.4.)

12.6 Comments

Ultracontractivity has been studied systematically by Coulhon, Varopoulos and Saloff–Coste.
We refer to [VSC93], [Sal02], and [Dav89] for the historical references and many further results.
The simple proof of the extrapolation Theorem 12.1.4 is due to Coulhon [Cou90]. One may add
the following interesting further equivalences to Proposition 12.2.4 to obtain the following more
complete characterisation.

Theorem 12.6.1. Let (Tp(t))t≥0 be conistent C0-semigroups on Lp(Ω) with generator −Ap such
that

‖T (t)‖L(L1) ≤ Meωt, ‖T (t)‖L(L∞) ≤ Meωt (t ≥ 0).

The following are equivalent.
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(i) There exist 1 ≤ p, q ≤ ∞ and c > 0 such that

‖T (t)‖L(Lp,Lq) ≤ ct−
n
2
( 1

p
− 1

q
) (0 < t ≤ 1);

(ii) For all 1 ≤ p, q ≤ ∞ there exists c > 0 such that

‖T (t)‖L(Lp,Lq) ≤ ct−
n
2
( 1

p
− 1

q
) (0 < t ≤ 1);

(iii) There exist 1 < p, q < ∞ and 0 < α < n
2p such that D((ω − Ap)

α) ⊂ Lq(Ω) where q is

defined by α = n
2 (1

p − 1
q );

(iv) For all 1 < p, q < ∞ and all 0 < α < n
2p one has D((ω −Ap)

α) ⊂ Lq(Ω) where q is defined

by α = n
2 (1

p − 1
q );

(v) V ⊂ L
2n

n−2 (Ω);

where (v) is equivalent to (i)–(iv) if n > 2.

We refer to [Are04, § 7.3.2] for a survey and precise references. The constant n > 0
appearing in the ultracontractivity estimate

‖T (t)‖L(Lp,Lq) ≤ ct−
n
2
( 1

p
− 1

q
) (0 < t ≤ 1)

is the same as the one appearing in the injections in (iii) − (v).
If Ap = −∆ on Lp(Rn), 1 < p < ∞, then D(∆k

p) = W 2k,p(Rn) and these equivalences
correspond to classical Sobolev Embedding Theorems.
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Lecture 13

Gaussian Estimates

The aim of this lecture is to establish Gaussian estimates for semigroups generated by
elliptic operators of second order. This means that the semigroup T is given by a kernel
k(t, ·, ·) which has an upper bound of the form

|k(t, x, y)| ≤ ceωtt−n/2e−|x−y|2/bt

x, y -a.e. for all t > 0. These estimates are interesting in their own right. Even though
the generator is a quite general elliptic operator, the semigroup is close to the Gaussian
semigroup. But later we will see that Gaussian estimates also have most valuable conse-
quences for spectral theory and they imply strong regularity property for the parabolic
equation.

In this lecture we want to present a technique for proving Gaussian estimates. We
show in the first section that the existence of an upper Gaussian bound is actually equiv-
alent to uniform ultracontractivity of certain semigroups T ̺ which are obtained by per-
turbation of the given semigroup T . In the second section we prove that the semigroup
generated by an elliptic operator with unbounded drift has a Gaussian estimate. We will
use merely our first very elementary ultracontractivity criterion providing a very elemen-
tary proof. However, for this approach we need some regularity of the coefficients and it
only works for Dirichlet boundary conditions. The underlying open set may be arbitrary
though. There are two sections:

13.1 Gaussian bounds by ultracontractivity.

13.2 Gaussian bounds for elliptic operators with unbounded drift.

13.1 Gaussian bounds by ultracontractivity

Let Ω ⊂ Rn be an open set and let T be a C0-semigroup on L2(Ω). The following definition
is basic for this and the following sections.

169
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Definition 13.1.1. The semigroup T has a Gaussian (upper) bound if there exists a kernel
k(t, ·, ·) ∈ L∞(Ω × Ω) satisfying

(13.1) |k(t, x, y)| ≤ ct−n/2e−|x−y|2/bteωt

x, y -a.e. for all t > 0 (where b, c > 0, ω ∈ R are constants) such that

(13.2) (T (t)f)(x) =

∫

Ω

k(t, x, y)f(y)dy

x -a.e. for all t > 0, f ∈ L2(Ω).

In the following remark we reformulate the definition in terms of domination by the
Gaussian semigroup without mentioning kernels explicitly.

Remark 13.1.2. Identify L2(Ω) with a subspace of L2(Rn) by extending functions by 0
outside of Ω. Then also T (t) may be seen as an operator on L2(Rn) by letting T̃ (t)f =
(T (t)(f|Ω))∼ where for g : Ω → K , g̃ is the extension by 0 of g to Rn. We identify T and

T̃ . Assume that T is positive. Then T has a Gaussian upper bound if and only if there
exists b, c > 0, ω ∈ R such that

(13.3) T (t) ≤ ceωtG(bt) (t > 0) .

This follows immediately from Corollary 4.1.3. In the case where T is not positive, (13.3)
has to be replaced by

(13.4) |T (t)f | ≤ ceωtG(bt)|f | (t > 0)

for all f ∈ L2(Ω).

The purpose of this section is to show that the existence of a Gaussian bound is
equivalent to ultracontractivity of certain perturbed semigroups. We continue to consider
arbitrary semigroups even though later on we are mostly interested in positive semigroups.
We first define a distance in Rn which is equivalent to the Euclidean distance.

Let

W := {ψ ∈ C∞(Rn) ∩ L∞(Rn) : ‖Diψ‖∞ ≤ 1 , ‖DiDjψ‖∞ ≤ 1 for all i, j = 1, . . . , n} .

Then

d(x, y) := sup{ψ(x) − ψ(y) : ψ ∈W}(13.5)

= sup{|ψ(x) − ψ(y)| : ψ ∈W}

defines a metric in Rn which is actually equivalent to the Euclidean distance.
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Lemma 13.1.3. There exist constants d1, d2 > 0 such that

(13.6) d1|x− y| ≤ d(x, y) ≤ d2|x− y| for all x, y ∈ Rn .
We refer to [Rob91, p. 200 - 202] for the proof.
Now let T be a C0-semigroup on L2(Ω). For ̺ ∈ R, ψ ∈ W define the C0-semigroup

T ̺ on L2(Ω) by

(13.7) T ̺(t)f = e−̺ψT (t)(e̺ψf) .

We do omit the dependance of T ̺ on ψ.

Theorem 13.1.4 (Davies’ trick). The following assertions are equivalent:

(i) There exist c > 0, ω ∈ R s.t.

‖T ̺(t)‖L(L1,L∞) ≤ ceω(1+̺2)t · t−n/2 (t > 0)

for all ψ ∈W , ̺ ∈ R;

(ii) T has a Gaussian bound.

For the proof we use the following lemma.

Lemma 13.1.5. Let F ⊂ C(Ω × Ω), f0 ∈ C(Ω × Ω). Assume that f0(x) = inf
f∈F

f(x) for all

x ∈ Ω × Ω. Let h : Ω × Ω → R be measurable s.t. h(x) ≤ f(x) a.e. for all f ∈ F . Then
h(x) ≤ f0(x) a.e.

Proof. Let K ⊂ Ω × Ω be compact. We show that h(x) ≤ f0(x) a.e. on K. Since
Ω × Ω can be written as the countable union of compact sets the claim follows from
this. We may assume that f0 ≡ 0 (replacing F by F − f0 and h by h − f0 otherwise).
Let m ∈ N. For each x ∈ K there exists fm,x ∈ F such that fm,x(x) < m−1. Let
Um,x = {y ∈ K : fm,x(y) < m−1}. Since Um,x is open and K compact, there exist

xm1 , · · ·xmpm
∈ K such that K =

pm⋃
j=1

Um,xm
j
. Thus inf

j=1,··· ,pm

fm,xj
(y) < m−1 for all y ∈ K.

The set F0 = {fm,xj
: m ∈ N, j = 1, · · · , pm} is countable and inf

f∈F0

f(y) = 0 for all y ∈ K.

Since h(x) ≤ f(x) a.e. for all f ∈ F0, it follows that h ≤ 0 a.e.

Proof of Theorem 13.1.4 (i) ⇒ (ii) The Dunford-Pettis criterion implies that there exists
a kernel k(t, ·, ·) ∈ L∞(Ω × Ω) such that T is given by (13.2). We write T ∼ k. Then for
ψ ∈W, ̺ ∈ R one has T ̺ ∼ k̺ where

k̺(t, x, y) = k(t, x, y)e̺(ψ(y)−ψ(x)) .
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Hence by (i) and the Dunford-Pettis criterion one has

|k̺(t, x, y)| ≤ ceω(1+̺2)tt−n/2 (t > 0)

x, y -a.e. Thus

|k(t, x, y)| ≤ ct−n/2eωteω̺
2t±̺(ψ(x)−ψ(y))

x, y -a.e. for all ψ ∈W, ̺ ∈ R. Hence

|k(t, x, y)| ≤ ct−n/2eωteω̺
2te−̺|ψ(x)−ψ(y)|

x, y - a.e. for all ̺ ≥ 0, ψ ∈ W, t > 0. It follows from (13.6) that d : Ω × Ω → R+ is
continuous. Thus Lemma 13.1.5 implies that

(13.8) |k(t, x, y)| ≤ ct−n/2eωteω̺
2te−̺d(x,y)

x, y -a.e. for all x, y ∈ Ω, ̺ ≥ 0. Given x, y ∈ Ω the minimum over ̺ at the right hand
side of (13.8) is attained for ̺ = d(x,y)

2ωt
. By Lemma 13.1.5 again, it follows that

|k(t, x, y)| ≤ ct−n/2eωte−d(x,y)
2/4ωt

x, y -a.e. for all t > 0. Letting b = 4ω/d2
1, it follows from Lemma 13.1.3. that

|k(t, x, y)| ≤ ct−n/2eωte−|x−y|2/bt

x, y -a.e. for all t > 0.
(ii) ⇒ (i) Let ̺ ∈ R, ψ ∈W . Then

‖T ̺(t)‖L(L1,L∞) = ess sup
x,y∈Ω

|k̺(t, x, y)|

≤ ess sup
x,y∈Ω

|k(t, x, y)|e|̺||ψ(x)−ψ(y)|

≤ sup
x,y∈Ω

ct−n/2eωte−|x−y|2/bte|̺|d2(x−y)

≤ ct−n/2eωteω1̺2t

where ω1 = bd2
2/4, since

−|x− y|2/bt + |̺|d2|x− y| = −1/bt{|x− y|2 − |̺|btd2|x− y|} =

− 1/bt(|x− y| − |̺|btd2/2)2 +
1

bt
̺2b2t2d2

2/4 ≤ ̺2btd2
2/4 .
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13.2 Gaussian bounds for elliptic operators with unbounded

drift

In the preceding section we saw that Gaussian estimates can be obtained by proving ul-
tracontractivity of perturbed semigroups. A major problem is the control of the constants
appearing in these perturbations. Here we use the elementary method presented in Sec-
tion 12.1, 12.2. It is probably the easiest way to prove Gaussian estimates. It is restricted
to Dirichlet boundary conditions and requires some regularity of the coefficients but no
regularity of Ω. We will consider elliptic operators with unbounded drift as they were
introduced in Section 11.4 and 12.4.

Let Ω ⊂ Rn be an arbitrary open set. By C1
b (Ω) we denote the space of all bounded

functions in C1(Ω) with bounded partial derivatives. Let aij ∈ C1
b (Ω) be real coefficients

such that
n∑

i,j=1

aij(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
a.e. where α > 0. Let b = (b1, · · · , bn), c = (c1, · · · , cn) ∈ C1(Ω,Rn) be possibly un-
bounded real coefficients. Let c0 : Ω → R+ be locally integrable and assume that there
are constants γ > 0 and 0 < β < 1 such that

(13.9) |b| ≤ γc
1/2
0 , |c| ≤ γc

1/2
0 a.e.

(13.10) div b ≤ βc0 , div c ≤ βc0 a.e.

As in Section 11.4 we consider the Hilbert space

(13.11) V := {u ∈ H1
0 (Ω) :

∫

Ω

|u|2c0dx <∞}

with scalar product (u|v)V := (∇u|∇v) +
∫
Ω
c0uv dx and the continuous elliptic form

a : V × V → R given by

a(u, v) = a0(u, v) +

∫

Ω

{
n∑

j=1

(bjDjuv + cjuDjv) + c0uv}dx

where a0(u, v) =

∫

Ω

n∑

i,j=1

aijDiuDjvdx .

Denote by A the operator associated with a and let T (t) = e−tA (t ≥ 0).
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Theorem 13.2.1. The semigroup T has a Gaussian bound.

The proof will be based on Theorem 13.1.4. For ̺ ∈ R, ψ ∈W we let

T ̺(t) = e−̺ψT (t)e̺ψ

where e−̺ψ is considered as the multiplication operator f 7→ e−̺ψ·f on L2(Ω). By Theorem
13.1.4 the semigroup T has a Gaussian bound if and only if there exist constants c > 0,
b > 0, ω ∈ R such that

(13.12) ‖e−(1+̺2)ωtT ̺(t)‖L(L1,L∞) ≤ ct−n/2 (t > 0) .

In order to prove such an estimate we will use the ultracontractivity criterion Theorem
12.2.1.

Given ̺ ∈ R, ψ ∈W , the semigroup T ̺ is generated by the operator

A̺ = e−̺ψAe̺ψ

with domain D(A̺) = {u ∈ L2(Ω) : e̺ψu ∈ D(A)}. Observe that

(13.13) e̺ψV = V .

Lemma 13.2.2. The operator A̺ is associated with the form a̺ : V × V → R defined by

(13.14) a̺(u, v) = a0(u, v) +

∫

Ω

{
n∑

j=1

(b̺jvDju+ c̺juDjv) + c̺uv}dx

where

b̺j = bj − ̺
n∑

k=1

ajkψk,

c̺j = cj + ̺
n∑

k=1

akjψk , j = 1, · · · , n,

c̺ = c0 − ̺2

n∑

i,j=1

aijψiψj + ̺

n∑

i=1

biψi − ̺

n∑

i=1

ciψi.

and where ψi = Diψ. This means that for u, f ∈ L2(Ω) one has u ∈ D(A̺), A̺u = f if
and only if u ∈ V and a̺(u, v) = (f | v)L2 for all v ∈ V .

Proof. By definition of A̺ one has for u, f ∈ L2(Ω),

u ∈ D(A̺) , A̺u = f if and only if u ∈ V and a(e̺ψu, v) = (e̺ψf | v)L2 for all v ∈ V .
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Replacing v by e−̺ψv this is equivalent to u ∈ V and a̺(u, v) := a(e̺ψu, e−̺ψv) = (f | v)L2

for all v ∈ V . Thus we have to compute a(e̺ψu, e−̺ψv). Observe that

Dj(e
̺ψu) = e̺ψ(̺ψju+Dju).

Hence

Di(e
̺ψu)Dj(e

−̺ψv) = (̺ψiu+Diu)(−̺ψjv +Djv)

Dj(e
̺ψu)e−̺ψv = (̺ψju+Dju)v

e̺ψuDj(e
−̺ψv) = u(−̺ψjv +Djv).

Thus

a0(e
̺ψu, e−̺ψv) = a0(u, v) +

∫

Ω

n∑

i,j=1

aij(−̺ψjvDiu+ ̺ψiuDjv − ̺2ψiψjuv),

and

n∑

j=1

{bje−̺ψvDj(e
̺ψu)+ cje

̺ψuDj(e
−̺ψv)} =

n∑

j=1

{bjvDju+ bjv̺ψju+ cjuDjv− cj̺uψjv} .

This shows that a̺ has the form (13.14).

Lemma 13.2.3. There exist µ > 0, ω ∈ R such that the form b̺ given by

b̺(u, v) = a̺(u, v) + ω(1 + ̺2)(u | v)L2

satisfies

b̺(u) ≥ µ‖u‖2
V ,(13.15)

b̺(u ∧ 1 , (u− 1)+) ≥ 0 ,(13.16)

b̺((u− 1)+ , u ∧ 1) ≥ 0(13.17)

for all u ∈ V .
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Proof. a) Let u ∈ V . Then a0(u) ≥ α
∫
Ω

|∇u|2dx and since u ∈ H1
0(Ω),

∫

Ω

n∑

j=1

(b̺juDju+ c̺juDju) =

∫

Ω

(
n∑

j=1

(b̺j + c̺j )
1

2
Dju

2)

= −1

2

∫

Ω

n∑

j=1

Dj(b
̺
j + c̺j )u

2

= −1

2

∫

Ω

n∑

j=1

Dj(bj + cj)u
2 +

̺

2

∫

Ω

n∑

j=1

Dj(
n∑

k=1

(ajk − akj)ψk)u
2

≥ −β
∫

Ω

c0u
2 − ̺ω1‖u‖2

2

≥ −β
∫

Ω

c0u
2 − (1 + ̺2)ω1‖u‖2

2

for some ω1 ≥ 0 independent of ̺ and u since akj , ψk ∈ C1
b (Ω). Here we also use that

div b, div c ≤ βc0. The 0-order term in a̺ is estimated using the hypothesis, |b|, |c| ≤ γc
1/2
0 ,

the fact that ‖ψi‖∞ ≤ 1 and Cauchy’s inequality

a · b =
√
εa · b√

ε
≤ εa2 +

1

ε
b2 ,

which give

̺

∫

Ω

n∑

i=1

(bi − ci)ψi|u|2 ≥ −|̺|2γ
∫

Ω

c
1/2
0 |u|2 ≥ −ε

∫

Ω

c0|u|2 −
1

ε
̺24γ2

∫

Ω

|u|2 .

Putting all together we find for ε = 1−β
2

,

a̺(u) ≥ α

∫

Ω

|∇u|2 − β

∫

Ω

c0u
2 − (1 + ̺2)ω1‖u‖2

2 +

∫
|u|2c0

− ̺2

∫ n∑

i,j=1

|aij||ψi||ψj ||u|2 − ε

∫

Ω

c0|u|2 −
1

ε
̺24γ2

∫
|u|2

≥ α

∫

Ω

|∇u|2 +
1 − β

2

∫

Ω

c0|u|2 − (1 + ̺2)ω2‖u‖2
L2

≥ µ‖u‖2
V − (1 + ̺2)ω2‖u‖2

L2
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for all u ∈ V, ̺ ∈ R for some constant ω2, where µ = min{α, 1−β
2
} > 0. This finishes the

proof of (13.15).

b) We prove (13.16) replacing ω2 by a larger constant ω. Let u ∈ V . Since

Dj(u ∧ 1) = Dju1{u<1} , Dj(u− 1)+ = Dju1{u>1}

one has Di(u ∧ 1)Dj(u− 1)+ = 0 and Di(u ∧ 1)(u− 1)+ = 0 a.e. Hence

a̺
(
(u ∧ 1), (u− 1)+

)
=

∫

Ω

n∑

j=1

c̺j (u ∧ 1)Dj(u− 1)+ +

∫

Ω

c̺0(u ∧ 1)(u− 1)+ =

∫

Ω

n∑

j=1

c̺jDj[(u ∧ 1)(u− 1)+] +

∫

Ω

c̺0(u ∧ 1)(u− 1)+ =

−
∫

Ω

n∑

j=1

Djc
̺
j (u ∧ 1)(u− 1)+ +

∫

Ω

c̺0(u ∧ 1)(u− 1)+ .

Thus it suffices to show that

−
n∑

j=1

Djc
̺
j + c̺0 ≥ −(1 + ̺2)ω5 a.e.

for all ̺ ∈ R and some ω5 ≥ 0. Since div c ≤ βc0 and |b|, |c| ≤ γc
1/2
0 we have

c̺0 −
n∑

j=1

Djc
̺
j = c0 − ̺2

n∑

i,j=1

aijψiψj + ̺
n∑

j=1

(bj − cj)ψj − div c− ̺
n∑

j=1

Dj

n∑

i=1

aijψi

≥ c0 − ̺2ω3 − ̺

n∑

j=1

(bj − cj)ψj − βc0 − (1 + ̺2)ω4

≥ (1 − β)c0 − (1 + ̺2)(ω3 + ω4) − 2̺c
1/2
0 2γ

≥ (1 − β)c0 − (1 + ̺2)(ω3 + ω4) − εc0 −
1

ε
̺2 · 4γ2

≥ −(1 + ̺2)ω5

for all ̺ ∈ R if ω5 = ω3 + ω4 + 4
ε
γ2 , ε = (1 − β). This proves the estimate (13.16). The

estimate (13.17) follows in the same way since the conditions in b and c are symmetric.

Now we can apply Theorem 12.2.1 to the form b̺ and we conclude that

‖e−ω(1+̺2)tT ρ(t)‖L(L1,L∞) ≤ cV µ
−n/2t−n/2 (t > 0)

for all ψ ∈ W, ̺ ∈ R. Theorem 13.1.4 implies that T has a Gaussian upper bound. Thus
Theorem 13.2.1 is proved.
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13.3 Exercises

In the first exercise we show that a Gaussian estimate on the interval [0, 1] implies Gaussian estimates
on R+.

Exercise 13.3.1 (exponential bound). Let T be a C0-semigroup on L2(Ω) such that

|T (t)f | ≤ cG(bt)|f | (0 < t ≤ 1)

for all f ∈ L2(Ω) where b, c > 0. Show that there exist M ≥ 0, ω ≥ 0 such that

|T (t)f | ≤ MeωtG(bt)|f |
for all f ∈ L2(Ω) and all t ≥ 0. Here we use the convention of Remark 13.1.2.

Hint: Imitate the proof of (2.14).

In the next two exercises one can compute the kernels explicitly and prove Gaussian estimates.

Exercise 13.3.2 (elliptic operators with constant coefficients). Let C = (cij)i,j=1···n be a strictly positive
definite matrix and define the operator A on L2(Rn) by

A = −
n∑

i,j=1

cijDiDj ,

D(A) = H2(Rn). Denote by v1, · · · vn > 0 the eigenvalues of C.
a) Show that the kernel of e−tA is given by

k(t, x, y) = (4πt)−n/2(v1 · · · vn)−
1
2 exp

(
−
∥∥C−1 (x − y)

∥∥2
/4t
)

.

b) Deduce from a) that (e−tA)t≥0 has an upper Gaussian estimate.

Exercise 13.3.3. Let Af = −f ′′ + f ′ on the real space L2(R), i.e., A is associated with the form

a(u, v) =

∫R u′v′ +

∫R u′vdx , V = H1(R) .

Compute the kernel of e−tA and show that it has an upper Gaussian estimate.

Hint: Show that e−tA = G(t)S(t) where (S(t)f)(x) = f(x − t).

The semigroup generated by the Neumann Laplacian does not always have a bounded kernel. Some
regularity of Ω is needed (see Theorem 13.4.1 in the comments). Here is a counterexample.

Exercise 13.3.4 (the Neumann Laplacian without kernel). a) Let A be an operator with compact resolvent.
Show that dimkerA < ∞.
Let Ω = (0, 1) \ { 1

m : m ∈ N} ⊂ R.
b) Show that the Neumann Laplacian ∆N

Ω on L2(Ω) does not have compact resolvent.
c) Show that for t > 0 there is no kernel k(t, ·, ·) ∈ L∞(Ω × Ω) such that

(et∆N
Ω f)(x) =

∫

Ω

k(t, x, y)f(y)dy a.e.

(f ∈ L2(Ω)).
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The proof of Theorem 13.2.1 was based on the elementary characterisation of ultracontractivity
given in Section 1 and 2. Here is an alternative way.

Exercise 13.3.5 (Gaussian estimates via Nash’s inequality). Give a proof of Theorem 13.2.1 via Theorem
12.3.2.

Hint: Use Theorem 13.1.4, Lemma 13.2.3 and Lemma 13.2.2.

13.4 Comments

Upper and lower Gaussian bounds for non-symmetric elliptic operators with bounded measurable coef-
ficients on Rn were first proved by Aronson [Aro68] who used Moser’s Harnack inequality for the proof.
New impetus to the subject came from Davies [Dav87] who introduced the perturbation method Theorem
13.1.4 and proved Gaussian upper bounds with optimal constants for symmetric purely second order op-
erators with L∞-coefficients for Dirichlet and Neumann boundary conditions (see also [Dav89]). Gaussian
bounds for non-symmetric elliptic operators with Dirichlet, Neumann and Robin boundary conditions
were proved in [AtE97] by two different approaches to prove uniform ultracontractivity as needed to apply
Davies’ Theorem 13.1.4. The first is very elementary and is based on the Beurling-Deny criterion but
needs some regularity on the coefficients and is restricted to Dirichlet boundary conditions. This method
was extended in [AMP06] to unbounded first order coefficients. The proof we give here differs slightly.
We use the elementary ultracontractivity estimate of Section 12.1., 12.2 instead of Nash’s inequality.

Gaussian estimates hold also for more general boundary conditions. Here is a quite general result.
By C2

b (Rn) we denote all bounded C2 functions on Rn with bounded first and second order derivatives.

Theorem 13.4.1. Let Ω ⊂ Rn open, H = L2(Ω), and let V be a closed subspace of H1(Ω) containing
H1

0 (Ω). Assume that u ∧ 1 ∈ V for all u ∈ V and that Ω has Lipschitz boundary if V 6= H1
0 (Ω). Assume

furthermore that C2
b (Rn)V ⊂ V . Let aij , bj , cj, c0 ∈ L∞(Ω), i, j = 1, . . . , n be real coefficients such that

∑
aijξiξj ≥ α|ξ|2 (ξ ∈ Rn)

a.e. where α > 0. Consider the elliptic continuous form a : V × V → R given by

a(u, v) =

∫
{

n∑

i,j=1

aijDiuDjv +
n∑

j=1

bjvDju + cjuDjv + c0uv}dx .

Denote by A the operator associated with a. Then (e−tA)t≥0 has an upper Gaussian bound.

For bj , cj ∈ W 1,∞(Ω) (also possibly complex-valued) Theorem 13.4.1 was proved by an iteration

method in [AtE97] (due to Fabes-Stroock [FS86]) and then by Daners [Dan00] in the general case.

Ouhabaz [Ouh04] gave a new proof and generalizations, which are also presented in his book [Ouh05].
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Lecture 14

Heat Semigroups on L1(Ω)

The natural space to describe diffusion is L1(Ω). The semigroup T generated by an
elliptic operator with real coefficients is positive as we saw. Given a positive initial value
f ∈ L1(Ω), i.e., an initial density of the substance which diffuses in the liquid, the function
T (t)f gives the density at time t > 0 and, for S ⊂ Ω

(14.1)

∫

S

(T (t)f)(x)dx

is the amount of the substance in the region S. Similarly, if the model is heat conduction,
then f is the initial heat distribution and (14.1) is the heat amount in the set S. Thus
the L1-norm has a physical meaning. For this reason it is important to study diffusion
semigroups (which is the same as heat semigroups) on L1(Ω). However, for many questions
the space L1(Ω) turns out to be more difficult then the reflexive Lp-spaces. One such
delicate property is holomorphy. Let Tp be a consistent family of C0-semigroups on
Lp(Ω), 1 ≤ p < ∞. Frequently one first constructs T2 (for example by form methods)
and Tp is obtained by extrapolation. If T2 is holomorphic, then we have seen in Lecture
4 that also Tp is holomorphic, for 1 < p < ∞ (see also the comment 4.6.6). However,
T1 may fail to be holomorphic, in general. Things are different, if T2 allows a Gaussian
estimate. Then holomorphy extrapolates to L1. This is the main result of this Lecture.
There are three sections.

14.1 Extrapolation.

14.2 Holomorphy in L1.

14.3 Convergence to an equilibrium.
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14.1 Extrapolation

The Gaussian semigroup operates on all spaces Lp(Rn), 1 ≤ p < ∞ as a C0-semigroup.
The same is true for semigroups which have a Gaussian upper bound. Let Ω ⊂ Rn be an
open set. We identify Lp(Ω) with a subspace of Lp(Rn) extending functions in Lp(Ω) by
0 outside of Ω.

Proposition 14.1.1. Let S be a C0-semigroup on L1(Rn) and let T be a C0-semigroup on
L2(Ω) such that

|T (t)f | ≤ cS(t)|f | (0 < t ≤ 1)

for all f ∈ L1(Ω) ∩ L2(Ω), where c > 0. Then there exists a C0-semigroup T1 on L1(Ω)
which is consistent with T .

Proof. It suffices to show that T (t)f → f in L1(Ω) as t ↓ 0 for all f ∈ L1(Ω) ∩ L2(Ω).
Let f ∈ L1(Ω) ∩ L2(Ω). Let tn → 0. It suffices to show that T (tnk

)f → f in L1(Ω)
as k → ∞ for some subsequence. Recall that each convergent sequence in L1 has a
dominated subsequence. Since S(t)|f | → |f | as t ↓ 0 in L1(Rn), we may assume that
S(tn)|f | ≤ h and some h ∈ L1(Rn) for all n ∈ N (taking a subsequence otherwise). Hence
|T (tn)f | ≤ cS(tn)|f | ≤ ch for all n ∈ N. Since T (tn)f → f in L2(Ω) as n → ∞, there
exists a subsequence such that T (tnk

)f → f a.e. as k → ∞. Hence T (tnk
)f → f in L1(Ω)

by the Dominated Convergence Theorem.

Corollary 14.1.2. Let T be a C0-semigroup on L2(Ω) admitting an upper Gaussian bound.
Then there exist C0-semigroups Tp on Lp(Ω), 1 ≤ p < ∞, and a dual semigroup T∞ on
L∞(Ω) such that

Tp(t)f = Tq(t)f for all t > 0, f ∈ Lp ∩ Lq, 1 ≤ p, q ≤ ∞ and T2(t) = T (t) (t > 0) .

Proof. By assumption there exist c > 0, b > 0, ω ≥ 0 such that

|T (t)f | ≤ ceωtG(bt)|f | (t > 0)

for all f ∈ L2(Ω). Now the claim follows from Proposition 14.1.1 for p = 1. For 1 < p <∞,
part 1 of the proof of Theorem 4.4.1 works also here. Since also T ∗ has a Gaussian upper
bound, we may define

T∞(t) = ((T ∗)1(t))
′ .

See also the discussion following Theorem 4.4.1.

We will now use the Gaussian estimates to show that various properties extend from
the semigroup T to the semigroups Tp and in particular to T1. Our first point concerns
holomorphy.
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14.2 Holomorphy in L1

Let Ω ⊂ Rn be open. We consider the complex Lp spaces. The purpose of this section is
to prove the following.

Theorem 14.2.1. Let T be a holomorphic C0-semigroup on L2(Ω) admitting an upper
Gaussian bound. Each extrapolation semigroup Tp is a holomorphic C0-semigroup on
Lp(Ω) , 1 ≤ p <∞.

We will see in the proof that the maximal holomorphy angle (i.e. the maximal angle
θp ∈ (0, π/2] such that Tp has a holomorphic locally bounded holomorphic extension to
Σ(θp) is independent of p ∈ [1,∞)). For the proof we need several auxiliary results. At
first we show that for a holomorphic function of kernel operators one may choose a kernel
representation which is a holomorphic function.

Lemma 14.2.2. Let D ⊂ C be open and F : D → L∞(S) holomorphic where (S,Σ, µ) is a
measure space. Then there exists f : D × S → C such that

f(z, ·) ∈ L∞(S) for all z ∈ D ,
f(z, ·) = F (z) a.e. for all z ∈ D ,
f(·, x) : D → C is holomorphic for all x ∈ Ω .

Proof. Let B = B(z0, r) = {z ∈ C , |z − z◦| < r} such that B̄ ⊂ D. Then there

exist an ∈ L∞(S) such that
∞∑
n=0

‖an‖∞rn < ∞ and F (z) =
∞∑
n=0

an(z − z0)
n. Define

h : B × S → C by h(z, x) =
∞∑
n=0

an(x)(z − z0)
n. Then h(·, x) : B → C is holomorphic

for all x ∈ S and h(z, ·) = F (z) in L∞(S). Let B1, B2 be two such discs such that
B1 ⊂ D , B2 ⊂ D and let hj : Bj×D → C be functions (j = 1, 2) such that hj(z, ·) = F (z)
in L∞(S) (z ∈ Bj) and such that hj(·, x) is holomorphic on Bj for all x ∈ S. If
B1 ∩B2 6= ∅, then h1(z, x) = h2(z, x) for all z ∈ B1 ∩B2 , x ∈ S by the identity theorem.
Now it suffices to cover D by such discs.

The next criterion is very convenient to prove holomorphy of vector-valued functions.
A subset W of X∗ is called separating if for all x ∈ X, x 6= 0 there exists ϕ ∈ W such
that ϕ(x) 6= 0.

Theorem 14.2.3. Let D ⊂ C be open and f : D → X be locally bounded such that ϕ ◦ f is
holomorphic for all ϕ ∈W where W ⊂ X∗ is separating. Then f is holomorphic.

Proposition 14.2.4. Let D ⊂ C be open and T : D → L(L2) holomorphic such that

sup
z∈K

‖T (z)‖L(L1,L∞) <∞
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for each compact subset K of Ω. Then there exists a function

k : D × Ω × Ω → C such that

k(z, ·, ·) ∈ L∞(Ω × Ω) for all z ∈ D ,

(T (z)f)(x) =

∫
k(z, x, y)f(y)dy a.e. for all f ∈ L1 ∩ L2 ,

k(·, x, y) : D → C is holomorphic for all x, y ∈ Ω .

Proof. There exists a function

T̃ : D → L(L1, L∞) such that T̃ (z)f = T (z)f for all f ∈ L1 ∩ L2 , z ∈ D .

It follows from the preceding Theorem 14.2.3 that T̃ is holomorphic. Since by the Dunford-
Pettis criterion (Theorem 4.1.1), L(L1, L∞) and L∞(Ω × Ω) are isomorphic, we find a
holomorphic function k̃ : D → L∞(Ω × Ω) such that T̃ (z) is represented by the kernel
k̃(z) for all z ∈ D. Now the claim follows from Lemma 14.2.2.

Next we recall the following well-known version of the Phragmen-Lindelöf theorem
[Con78, cor. 6.4.4].

Proposition 14.2.5. Let γ ∈ (0, π
2
) and let D = {reiθ : r > 0 , 0 < θ < γ}. Let k : D̄ → C

be continuous, holomorphic on D such that |h(z)| ≤ α exp(β|z|) (z ∈ D) where α, β > 0.
If |h(r)| ≤M , |h(reiγ)| ≤ M for all r > 0, then |h(z)| ≤M for all z ∈ D.

We need the following consequence.

Lemma 14.2.6. Let γ ∈ (0, π
2
) and let k : Σ(γ) → C be continuous, holomorphic in

Σ(γ) := {reα : r > 0 , |α| < γ} such that

a) |k(z)| ≤ c (z ∈ Σ(γ)) and

b) |k(t)| ≤ ce−b/t (t > 0),

where c, b > 0. Then for 0 < θ1 < γ one has

|k(z)| ≤ c · exp(−b1/|z|) (z ∈ Σ(θ1))

where b1 = sin(γ−θ1)
sinγ

· b.

Proof. Let g(z) = k(z−1) · exp{bei(π
2
−γ) · z 1

sinγ
}. Then

(i) |g(r)| ≤ ce−b·r exp{bRe ei(
π
2
−γ) · r 1

sinγ
} = c (r > 0);
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(ii) |g(reiγ)| ≤ c · exp{bRe (ei(
π
2
−γ)reiγ) 1

sinγ
} = c,

(iii) |g(z)| ≤ c exp{ b
sinγ

|z|} , z ∈ Σ(γ).

It follows from Proposition 4.3 that |g(z)| ≤ c for all z ∈ D. Replacing g by z 7→ g(z̄), we
see that |g(z)| ≤ c for all z ∈ Σ(γ). Hence for z = reiθ , |θ| ≤ γ.

|k(z)| = |g(z−1) exp(−bei(π
2
−γ)z−1 1

sinγ
)|

≤ c · exp(−b/r · Re ei(
π
2
−γ−θ) 1

sin γ
)

= c exp(−b/r sin(γ + θ)/ sin γ)

≤ c exp(−b · sin(γ − |θ|)/(r · sin γ)) .

Lemma 14.2.7. Let k : Ω × Ω → C measurable, h ∈ L1(Rn) such that |k(x, y)| ≤ h(x −
y) (x, y ∈ Ω). Then

(Bkf)(x) =

∫
k(x, y)f(y)dy

defines a bounded operator Bk on Lp(Ω) and ‖Bk‖L(Lp) ≤ ‖h‖L1(Rn).

This is immediate from Young’s inequality. For the proof of Theorem 14.2.1 we use
the following terminology. Let S = (S(t))t≥0 be a C0-semigroup on a Banach space X.
We say that S is holomorphic of angle θ ∈ (0, π

2
] if S has a holomorphic extension (still

denoted by S) from the sector Σ(θ) into L(X) which is locally bounded, i.e., S is bounded
on the sets {reiα : 0 < r ≤ 1 , |α| ≤ θ − ε} for all ε > 0. Then the following is easy to
show (see Exercise 14.3.1).

S(z1)S(z2) = S(z1 + z2) (z1, z2 ∈ Σ(θ)) ;(14.2)

lim
z→0

z∈Σ(θ′)

S(z)x = x (x ∈ X) for all θ′ ∈ (0, θ)(14.3)

for all θ′ < θ there exist M ≥ 0, w ∈ R such that(14.4)

‖S(z)‖ ≤Me|z|ω (z ∈ Σ(θ′)) .

Proof of Theorem 14.2.1 Assume that T is a holomorphic C0-semigroup of angle
θ ∈ (0, π/2] on L2(Ω) which satisfies a Gaussian estimate. Let 0 < θ1 < θ. Choose
θ1 < γ < θ2 < θ3 < θ. Replacing T by (e−wtT (t))t≥0 we can assume that

‖T (z)‖L(L2) ≤ const (z ∈ Σ(θ3)) ;(14.5)

|T (t)f | ≤ const G(bt)|f | (t ≥ 0 , f ∈ L2(Ω)) .(14.6)

From this follows

‖T (t)‖L(L1,L2) ≤ const t−n/4 (t > 0) ;(14.7)

‖T (t)‖L(L2,L∞) ≤ const t−n/4 (t > 0) ,(14.8)
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see Section 12.1. Choose δ ∈ (0, 1) such that δt + is ∈ Σ(θ3) whenever t + is ∈ Σ(θ2).
Let z = t + is ∈ Σ(θ2). Then by (14.5), (14.8), (14.9), ‖T (z)‖L(L1,L∞) ≤ ‖T ((1 −
δ)t/2‖L(L1,L2)‖T (δt+is)‖L(L2) ·‖T ((1−δ)t/2)‖L(L1,L∞) ≤ const t−n/2 = const (Rez)−n/2.

By Proposition 14.2.4 there exists k : Σ(θ2)×Ω×Ω → C such that k(·, x, y) is holomor-
phic for all x, y ∈ Ω , k(z, ·, ·) ∈ L∞(Ω × Ω) and (T (z)f)(x) =

∫
Ω

k(z, x, y)f(y)dy (f ∈
L1 ∩ L2). Moreover,

(14.9) |k(z, x, y)| ≤ const (Rez)−n/2 (z ∈ Σ(θ2))

and by (4.5),

(14.10) |k(t, x, y)| ≤ const t−n/2 exp(−b−1|x− y|2/t) (t > 0) .

Applying Lemma 14.2.6 to the function zn/2k(z, x, y) we obtain a constant c > 0 such

that for b1 = b−1 · sin(γ−θ1)
sinγ

(14.11) |k(z, x, y)| ≤ c · |z|−n/2 exp(−b1|x− y|2/|z|)
for all z ∈ Σ̄(θ1) and all x, y ∈ Ω. It follows from Lemma 14.2.7 that

sup
z∈Σ(θ1)

‖T (z)‖L(Lp) <∞ , 1 ≤ p <∞ .

Thus there exist operators Tp(z) ∈ L(Lp) such that Tp(z)f = T (z)f (f ∈ Lp ∩ L2) (z ∈
Σ(θ1)). It follows from Theorem 14.2.3 that Tp(·) : Σ(θ1) → L(Lp(Ω)) is holomorphic.
This finishes the proof.

We apply the result to the examples we had seen before.

Example 14.2.8 (Dirichlet Laplacian on L1). Let Ω ⊂ Rn be open. The Dirichlet Laplacian

∆D
Ω,p generates a holomorphic C0-semigroup on Lp(Ω), 1 ≤ p <∞. Here (et∆

D
Ω,p)t≥0 is the

extrapolated semigroup of (et∆
D
Ω )t≥0.

Example 14.2.9 (elliptic operators with unbounded drift on L1). Let Ω ⊂ Rn. Consider
the elliptic operator A on L2(Ω) defined in Section 13.2. Then by Theorem 13.2.1 the
semigroup (e−tA)t≥0 has an upper Gaussian bound. Thus the extrapolated C0-semigroups
(e−tAp)t≥0 on Lp(Ω), 1 ≤ p <∞ are all holomorphic.

14.3 Convergence to an equilibrium

In this section we consider an elliptic operator with Neumann boundary conditions which
generates a stochastic C0-semigroup on L1(Ω). We will use the Perron-Frobenius Theory
of Lecture 10 to describe its asymptotic behaviour. Throughout this section we considerK = R as underlying field. Let Ω ⊂ Rn be a connected, open, bounded set. We start to
describe stochastic semigroups on L1(Ω).



14.3. Convergence to an equilibrium 187

Definition 14.3.1. A C0-semigroup T on L1(Ω) is stochastic if T is positive and ‖T (t)f‖L1 =
‖f‖L1 for all 0 ≤ f ∈ L1(Ω).

It is easy to describe when a semigroup on L2(Ω) associated with an elliptic form admits a
stochastic extension. Recall that L2(Ω) ⊂ L1(Ω) since we assume here that Ω is bounded.

Proposition 14.3.2. Let (a, V ) be an elliptic, continuous form on L2(Ω) such that the
associated semigroup T on L2(Ω) is positive. Denote by −A the generator of T .
a) The following assertions are equivalent.

(i) T is stochastic,

(ii) 1Ω ∈ ker(A′),

(iii) 1Ω ∈ V and a(u, 1Ω) = 0 for all u ∈ V .

b) If the equivalent conditions are satisfied then there exists a unique stochastic C0-
semigroup T1 on L1(Ω) such that

T1(t)|L2(Ω)
= T (t) (t > 0) .

We leave the proof as an exercise.

Now we consider an elliptic operator. Let aij ∈ L∞(Ω) such that

n∑

i,j=1

aij(x)ξiξj ≥ α|ξ|2 (ξ ∈ Rn)
a.e. Let bj , cj , c0 ∈ L∞(Ω), j = 1, · · · , n. Define the form a with domain V = H1(Ω) by

a(u, v) = a0(u, v) +

∫
{

n∑

j=1

(bjDjuv + cjuDjv) + c0uv}dx

where a0(u, v) =

∫ n∑

i,j=1

aijDiuDjvdx .

Proposition 14.3.3. The form (a, V ) is continuous and elliptic and the associated C0-
semigroup T is positive and irreducible.

Proof. Continuity is obvious. Ellipticity is proved with the help of Cauchy’s inequality

a · b =
√
εa · 1√

ε
b ≤ εa2 +

1

ε
b2 .
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Let |b| = (
n∑
j=1

|bj |2)
1
2 . Then

∫

Ω

n∑

j=1

bjDju · u ≥ − ‖ |b| ‖∞
∫

Ω

|∇u| |u|dx

≥ −ε
∫

Ω

|∇u|2dx − 1

ε
‖ |b| ‖2

∞

∫

Ω

|u|2dx .

Similarly, ∫

Ω

n∑

j=1

cjuDju ≥ −ε
∫

Ω

|∇u|2dx− 1

ε
‖ |c| ‖2

∞ ·
∫

Ω

|u|2dx .

Since a0(u) ≥ α
∫
Ω

|∇u|2dx, letting ε = α
3
, ω = 1

ε
(‖ |b| ‖2

∞ + ‖ |c| ‖2
∞) we conclude that

a(u) ≥ a0(u) −
2α

3

∫
|∇u|2 − ω‖u‖2

L2

≥ α

3

∫

Ω

|∇u|2dx− ω‖u‖2
L2 .

Hence

a(u) + (ω +
α

3
)‖u‖2

L2 ≥ α

3
‖u‖2

H1

for all u ∈ H1(Ω), which proves ellipticity. Since a(u+, u−) = 0 for all u ∈ H1(Ω),
it follows from the first Beurling-Deny criterion, Theorem 9.2.1, that T is positive. It
follows from Theorem 10.1.5 that T is irreducible.

By

W 1,∞(Ω) := {u ∈ H1(Ω) ∩ L∞(Ω) : Dju ∈ L∞(Ω)}
we denote the Sobolev space with norm

‖u‖W 1,∞ := max({‖Dju‖L∞, j = 1 · · ·n} ∪ {‖u‖L∞}) .

Let W 1,∞
0 be the closure of D(Ω) in W 1,∞. Then the following product rule holds.

Lemma 14.3.4. Let u ∈ H1(Ω), v ∈W 1,∞
0 (Ω). Then uv ∈ H1

0 (ω) and

(14.12) Dj(uv) = Dju · v + uDjv .

Proof. For v ∈ D(Ω), (14.13) is true. So it suffices to pass to the limit.



14.3. Convergence to an equilibrium 189

Now we add the assumption that

(14.13) bj ∈ W 1,∞
0 (Ω) and c0 =

n∑

j=1

Djbj .

Proposition 14.3.5. Under the assumption (14.14) there exists a unique stochastic C0-
semigroup T1 on L1(Ω) such that

T1(t)|L2(Ω)
= T (t) (t ≥ 0) .

Proof. Let u ∈ H1(Ω). Then

a(u, 1Ω) =

∫

Ω

{
n∑

j=1

bjDju+ c0u}dx

=

∫

Ω

n∑

j=1

Dj(bju) + c0udx

∫

Ω

(−
n∑

j=1

Djbj + c0)udx

=

∫

Ω

n∑

j=1

Dj(bju)dx = 0

since bju ∈ H1
0 (Ω), j = 1, · · · , n. Now the claim follows from Proposition 14.3.2.

Now we formulate the convergence result.

Theorem 14.3.6. Assume that Ω has Lipschitz boundary and that (14.14) holds. Then
there exists 0 ≪ w ∈ L1(Ω) such that

lim
t→∞

T1(t) = P in L(L1(Ω))

where Pf =
∫
Ω

fdxw for all f ∈ L1(Ω). Moreover,
∫
Ω

wdx = 1.

For the proof we use the following modification of Theorem 12.1.4 which is proved
exactly in the same way (only the first step is needed).

Proposition 14.3.7. Let S be a C0-semigroup on L1(Ω), 2 < q ≤ ∞, such that

‖S(t)‖L(L2) ≤ c (0 < t ≤ 1), and(14.14)

‖S(t)‖L(L2,Lq) ≤ ct−
n
2
( 1
2
− 1

q
) (0 < t ≤ 1) .(14.15)

Then there exists a constant c1 > 0 such that

(14.16) ‖S(t)‖L(L1,Lq)) ≤ c1t
−n

2
(1− 1

q
) (0 < t ≤ 1) .
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Proof of Theorem 14.3.6 a) We first prove that T1(t) is compact for all t > 0. For this
we need the assumption that Ω has Lipschitz boundary. In fact, this implies that there
exists 2 < q ≤ ∞ such that H1(Ω) ⊂ Lq(Ω) (1

q
= 1

n
− 1

2
if n > 2; 2 < q <∞ arbitrary if

n ≤ 2). Hence ‖u‖Lq ≤ cq‖u‖H1 for all u ∈ H1(Ω) and some constant cq > 0. Recall from
(7.8) that

‖T2(t)‖L(L2,H1) ≤ c2t
−1/2 (0 < t < 1)

for some c2 > 0. It follows that

‖T2(t)‖L(L2,Lq) ≤ cqc2t
−1/2 (0 < t ≤ 1) .

Thus Proposition 14.3.7 implies that T1(t)L
1(Ω) ⊂ L2(Ω) for all t > 0. Since the injection

j : H1(Ω) →֒ L2(Ω) is compact, the operator T2(t) is compact. Factorizing

T1(t) = j ◦ T2(t/2)T1(t/2)

one sees that T1(t) is compact for all t > 0.
b) Denote by B1 the generator of T1. Since T1 is stochastic, it follows that s(B1) = 0,
where s(B1) denotes the spectral bound. It follows from a) that T1 is immediately norm
continuous and B1 has compact resolvent (Proposition 2.5.7). Since T1 is immediately
norm continuous, s(B1)+ iR is bounded (see [Nag86, A-II, Theorem 1.20, p. 38] or [EN00,
II.4.18, p. 113]). Since T2 is irreducible also T1 is irreducible (this follows directly from the
definition). Now since B1 has compact resolvent and T1 is immediately norm continuous it
follows from the proof of Theorem 10.4.1 that lim

t→∞
T1(t) = P in L1(Ω) where Pf = ϕ(f)w

for some 0 ≪ ϕ ∈ L1(Ω)′ , 0 ≪ w ∈ L1(Ω). Since 1Ω ∈ kerB′
1 and dim kerB′

1 = 1, it
follows that ϕ(f) = c

∫
Ω

fdx for all f ∈ L1(Ω) and some c > 0. Replacing w by w
c

the

claim is proved.

14.4 Exercises

In the first exercise we show that ultracontractivity alone allows one to deduce that the induced semigroups
on Lp have holomorphic extensions to a sector whenever the given semigroup on L2 is holomorphic.

Exercise 14.4.1. Let Ω ⊂ Rn be open and bounded. Let T be a holomorphic C0-semigroup on L2(Ω) of
angle θ ∈ (0, π/2] such that

‖T (t)‖L(L1,L∞) ≤ ct−n/2eωt(0 < t ≤ 1) .

Assume that

‖T (t)‖L(L1) ≤ c (0 < t ≤ 1)

‖T (t)‖L(L∞) ≤ c (0 < t ≤ 1) .

a) Observe that there are consistent C0-semigroups Tp on Lp(Ω), 1 ≤ p < ∞, such that T2 = T .
b) Show that for each 1 ≤ p < ∞ the semigroup Tp has a holomorphic extension Σθ → L(Lp).
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Remark 14.4.2. However, it is not clear that

sup
z∈Σ′

θ
|z|≤1

‖Tp(t)‖L(Lp) < ∞

for 0 < θ′ < θ, 1 ≤ p < ∞, p 6= 2. The point in this lecture was that such an estimate holds if T has
Gaussian upper bounds.

Next we give an alternative proof of the fact that the semigroup generated by ∆0 is holomorphic
(Theorem 5.2.4). It uses the fact that the semigroup generated by the Dirichlet Laplacian on L1(Ω) is
holomorphic (Example 14.2.8) which we proved with the help of Gaussian estimates.

Exercise 14.4.3 (the Dirichlet Laplacian on C0(Ω) revisited). Let Ω ⊂ Rn be a bounded open set which is
Dirichlet regular. Consider the Laplacian ∆0 on C0(Ω) given by

D(∆0) = {u ∈ C0(Ω : ∆u ∈ C0(Ω)}
∆0u = ∆u .

Denote by ∆D
Ω,p the Dirichlet Laplacian on Lp(Ω), 1 ≤ p < ∞. Recall from the proof of Proposition 5.2.8

that R(λ, ∆D
Ω,2)C0(Ω) ⊂ C0(Ω) for λ > 0 and R(λ, ∆0) = R(λ, ∆D

Ω,2)|C0(Ω)
. Use Example 4.2.8 to show

that ∆0 generates a holomorphic C0-semigroup.

Hint: Show that R(λ, ∆0)
′
|
L1

= R(λ, ∆D
Ω,1) (λ > 0).

Exercise 14.4.4. Prove Proposition 14.3.2

In the last exercise it is shown that a very weak form of ultracontractivity implies compactness of
a semigroup defined on L1. It is an immediate consequence of the following classical result.

Theorem 14.4.5. Let B ∈ L(L1) be a weakly compact operator. Then B2 is compact.

We refer to [Sch74] for the proof.

Exercise 14.4.6. Let |Ω| < ∞ and let T be a C0-semigroup on L1(Ω) such that T (t)L1 ⊂ Lq for some
q > 1 and all t > 0. Show that T (t) is compact for all t > 0.

14.5 Comments

The weak characterization of vector-valued holomorphic functions, Theorem 14.2.3, can be found in

[ABHN01, Theorem A7]. It is a consequence of the Krein-Smulyan Theorem, see [AN00], [AN06] for the

proof and further information on vector-valued holomorphic functions.

Theorem 14.2.1 is due to Ouhabaz [Ouh92a] in the symmetric case. The extension to the non-symmetric

case is given in [AtE97] and Hieber [Hie96]. Here we follow [Are97]. The harmonic oscillator leads to an

example of a consistent family of C0-semigroups Tp on Lp, 1 ≤ p < ∞ such that Tp is holomorphic for

1 < p < ∞, but T1 is not (and not even eventually norm-continuous), see [Dav89, Theorem 4.3.6].
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Lecture 15

Interpolation of the Spectrum

In this lecture we study spectral properties of generators of semigroups which operate in
a consistent way on Lp spaces, 1 ≤ p < ∞. Then it may happen that the spectrum of
the generator does depend on p. We show this by a simple example. The reason for this
strange phenomenon is that even though the semigroups are consistent, the resolvents need
not to be so for some λ. We do study this consistency problem giving several illustrating
results and examples. The main result given in Section 15.5 shows that the spectrum is
Lp-independent if the semigroup has a Gaussian upper bound. We start by studying a
notion of convergence of a sequence of unbounded operators. There are 5 sections in this
lecture.

15.1 Convergence of a sequence of unbounded operators in the resolvent sense.

15.2 Spectral independence with respect to subspaces.

15.3 Consistency of the resolvent.

15.4 Examples.

15.5 Lp-independence of the spectrum.

15.1 Convergence of a sequence of unbounded operators in

the resolvent sense

Here we prove a general result on the continuity of the resolvent. Let X be a complex
Banach space.

Theorem 15.1.1. Let A be an operator on X and let K ⊂ ρ(A) be a compact set. Let
λ0 ∈ ρ(A). Let ǫ > 0. Then there exists δ > 0 such that the following holds. If B is an

193
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operator such that λ0 ∈ ρ(B) and

‖R(λ0, A) − R(λ0, B)‖L(X) ≤ δ,

then K ⊂ ρ(B) and
‖R(λ,A) −R(λ,B)‖L(X) ≤ ǫ

for all λ ∈ K.

Proof. We may assume that λ0 = 0, replacing A by A − λ0 and B by B − λ0 otherwise.
Let M = sup

µ∈K
‖µ− µ2R(µ,A)‖ and δ0 := 1

2M
. Let 0 < δ < δ0 and B be an operator on X

such that 0 ∈ ρ(B) and ‖A−1 −B−1‖L(X) ≤ δ. Let µ ∈ K \ {0}. Then

(µ−1 −A−1)−1 = [µ−1(A− µ)A−1]−1 = −µAR(µ,A) = µ− µ2R(µ,A).

Hence ‖(µ−1 −A−1)−1(B−1 −A−1)‖ ≤Mδ. Thus

Q := (I − (µ−1 − A−1)−1(B−1 − A−1))

is invertible and

Q−1 =

∞∑

k=0

((µ−1 −A−1)−1(B−1 −A−1))k.

Consequently,

(µ−B) = −µ(µ−1 − B−1)B

= −µ(µ−1 − A−1 + A−1 − B−1)B

= −µ(µ−1 − A)−1){I − (µ−1 − A−1)−1(A−1 −B−1)}B

is invertible and R(µ,B) = −B−1Q−1(I − µR(µ,A)). Since

R(µ,A) = −A−1(I − µR(µ,A)),

it follows that

R(µ,B) −R(µ,A) = (A−1 − B−1Q−1)(I − µR(µ,A))

=

(
(A−1 − B−1) +

∞∑

k=1

(
(µ−1 − A−1)−1(B−1 − A−1)

)k
)

(I − µR(µ,A)).

Thus for c = sup
µ∈K

‖I − µR(µ,A)‖ we have

‖R(µ,B) − R(µ,A)‖ ≤ δ +

∞∑

k=1

(Mδ)k · c = δ +
Mδ

1 −Mδ
· c ≤ δ(1 + 2Mc),

since Mδ ≤ 1
2
.
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The preceding result leads us to the following definition which we only use to illustrate
further the result.

Let An be operators on X, n ∈ N ∪ {∞}. We say that An converges to A∞ in the
resolvent sense if there exists λ0 ∈ ρ(An) for all n ∈ N ∪ {∞} such that

lim
n→∞

‖R(λ0, An) − R(λ0, A∞)‖ = 0.

As a consequence of Theorem 15.1.1, for each compact set K ⊂ ρ(A∞) there exists n0 ∈ N
such that K ⊂ ρ(An) for all n ≥ n0 and

sup
λ∈K

‖R(λ,An) − R(λ,A∞)‖ → 0 as n→ ∞.

If An ∈ L(X) for all n ∈ N ∪ {∞}, then it is easy to see that An converges to A in
the resolvent sense if and only if lim

n→∞
‖An − A∞‖ = 0. For such a sequence of bounded

operators, Theorem 15.1.1 implies the upper semicontinuity of the spectrum.

Corollary 15.1.2. Let An ∈ L(X), n ∈ N ∪ {∞} such that

lim
n→∞

An = A∞ in L(X).

Let O ⊂ C be open such that σ(A∞) ⊂ O. Then there exists n0 ∈ N such that σ(An) ⊂)
for all n ≥ n0.

15.2 Spectral independence with respect to subspaces

In this short introductory section we present a simple result of spectral independence.
Let X, Y be Banach spaces such that Y →֒ X (by this we mean that Y is a subspace of
X and the inclusion is continuous). Let A be an operator on X. We denote by AY the
part of A in Y , i.e. AY is given by D(AY ) = {x ∈ D(A) ∩ Y : Ax ∈ Y }, AY x = Ax.

Proposition 15.2.1. Assume that there exists µ ∈ ρ(A) such that R(µ,A)Y ⊂ Y and that
there exists k ∈ N such that D(Ak) ⊂ Y . Then σ(A) = σ(AY ) and R(λ,AY ) = R(λ,A)|Y
for all λ ∈ ρ(A).

Proof. a) Let λ ∈ ρ(A). Iteration of the resolvent equation R(λ,A) = R(µ,A) + (µ −
λ)R(µ,A) yields

(15.1) R(λ,A) =
k∑

j=1

(µ− λ)j−1R(µ,A)j + (µ− λ)kR(µ,A)kR(λ,A).

This shows that R(λ,A)Y ⊂ Y . It is now obvious that λ ∈ ρ(AY ) and R(λ,AY ) =
R(λ,A)|Y .
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b) Conversely, let λ ∈ ρ(AY ). The space D(Ak) is a Banach space for the norm ‖x‖D(Ak) =
‖(µ− A)kx‖X and D(Ak) →֒ X. Since Y →֒ X it follows from the closed graph theorem
that D(Ak) →֒ Y . Note that R(µ,A)k is anisomorphism of X onto D(Ak). Thus

Qx :=

k∑

j=1

(µ− λ)j−1R(µ,A)jx+ (µ− λ)kR(λ,AY )R(µ,A)kx (x ∈ X)

defines a bounded operator on X. Moreover, for x ∈ X,Qx ∈ D(A) and

(λ−A)Qx =
k∑

j=1

{(µ− λ)j−1R(µ,A)j−1x− (µ− λ)jR(µ,A)jx} + (µ− λ)kR(µ,A)kx = x.

Since for x ∈ D(A), AQx = QAx, it follows that λ ∈ ρ(A) and Q = R(λ,A).

15.3 Consistency of the resolvent

Let X, Y be two Banach spaces. We assume that there exists a third Banach space Z
such that X →֒ Z and Y →֒ Z.

Definition 15.3.1. Two operators BX ∈ L(X) and BY ∈ L(Y ) are consistent if

BXx = BY x (x ∈ X ∩ Y ).

Let TX and TY be C0-semigroups on X and Y , resp., with generators AX and AY ,
resp. We assume that TX and TY are consistent, i.e., that TX(t) and TY (t) are consistent
for all t ≥ 0. We will see below (Section 15.4) that this does not imply in general that
R(λ,AX) and R(λ,AY ) are consistent for all λ ∈ ρ(AX) ∩ ρ(AY ).

Proposition 15.3.2. The set U of all λ ∈ ρ(AX)∩ρ(AY ) such that R(λ,AX) and R(λ,AY )
are consistent is open and closed in ρ(AX) ∩ ρ(AY ).

Note that X + Y is Banach space for the norm

‖u‖X+Y = inf{‖x‖X + ‖y‖Y : x ∈ X, y ∈ Y, u = x+ y}

and X ∩ Y is a Banach space for the norm

‖u‖X∩Y = ‖u‖X + ‖v‖Y .

The injections X∩Y →֒ X →֒ X+Y,X∩Y →֒ Y →֒ X+Y are continuous. In particular,
if xn ∈ X ∩ Y, xn → x in X and xn → y in Y , then x = y and xn → x in X ∩ Y .
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Proof of Proposition 15.3.2. It follows from the remark above that U is closed in ρ(AX)∩
ρ(AY ). Let λ0 ∈ U . Let ǫ > 0 such that {λ ∈ C : |λ − λ0| ≤ ǫ} ⊂ ρ(AY ). Then for x ∈
X∩Y,R(λ,AX)x =

∞∑
n=0

(λ0−λ)nR(λ0, AX)n+1x and R(λ,AY )x =
∞∑
n=0

(λ0−λ)nR(λ0, AY )n+1

where |λ− λ0| < ǫ. Since R(λ0, AX))n+1 and R(λ,AY )n+1 are consistent, it follows from
the remark above that R(λ,AX) and R(λ,AY ) are consistent.

Recall that for x, y ∈ X,

(15.2)

x ∈ D(AX), AXx = y if and only if
t∫

0

TX(s)yds = TX(t)x− x (t ≥ 0).

In the following we assume that X ∩ Y is dense in X and in Y .

Proposition 15.3.3. Let λ ∈ ρ(AX). Assume that there exists Q ∈ L(Y ) which is consistent
with R(λ,AX). Then λ ∈ ρ(AY ) and R(λ,AY ) = Q.

Proof. We can assume that λ = 0 (considering AX − λ otherwise). It follows from (15.2)
that

t∫

0

TX(s)yds = TX(t)A−1
X y − A−1

X y (y ∈ X, t ≥ 0).

Hence
t∫

0

TY (s)yds = TY (t)Qy ((t ≥ 0) for all y ∈ Z ∩ Y , and by density, for all y ∈ Y .

It follows from (15.2) (with X replaced by Y ) that Qy ∈ D(AY ) and AYQy = y for all
y ∈ Y . Since QTY (t)y = TY (t)Qy if y ∈ X ∩ Y , it follows that Q and TY (t) commute
(t ≥ 0). Hence AYQy = QAY y if y ∈ D(AY ).

The following is a converse of Proposition 15.3.3.

Proposition 15.3.4. Let λ ∈ ρ(AX)∩ ρ(AY ). If R(λ,AT (X ∩ Y ) ⊂ X ∩ Y , then R(λ,AX)
and R(λ,AY ) are consistent.

Proof. We can assume that λ = 0. Let x ∈ X ∩ Y . By hypothesis A−1
Y x ∈ X ∩ Y . Hence

t∫

0

TX(s)xds =

t∫

0

TY (s)xds = TY (t)A−1
Y x− A−1

Y x = TX(t)A−1
Y x−A−1

Y x (t ≥ 0).

It follows from (15.2) that A−1
Y x ∈ D(AX) and AX(A−1

Y x) = x; i.e. A−1
Y x = A−1

X x.

Corollary 15.3.5. Assume that Y ⊂ X. Then R(λ,AX) and R(λ,AY ) are consistent for
all λ ∈ ρ(AX) ∩ ρ(AY ).
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Proposition 15.3.6. Assume that

(a) TX(t)X ⊂ Y for some t > 0 or

(b) D(AkX) ⊂ Y for some k ∈ N.

Then R(λ,AX) and R(λ,AY ) are consistent for all λ ∈ ρ(AX) ∩ ρ(AY ).

Proof. a) Let λ ∈ ρ(AX) ∩ ρ(AY ). We can assume that λ = 0. Let x ∈ X ∩ Y . Then

by (15.2), A−1
X x = TX(t)A−1

X −
t∫

0

TX(s)xds = TX(t)A−1
X x−

t∫
0

TY (s)xds ∈ X ∩Y . It follows

from Proposition 15.2.4 that A−1
X and A−1

Y are consistent.
b) If µ is larger than the type of TX and TY , then R(µ,AX) and R(µ,AY ) are consistent
since they are the Laplace transforms of the consistent semigroups. Let λ ∈ ρ(AX)∩ρ(AY ).
It follows from (15.2) that R(λ,AX)(X ∩ Y ) ⊂ X ∩ Y . Thus the claim follows from
Proposition 15.2.4.

Proposition 15.3.7. Assume that AX and AY have compact resolvent. Then σ(AX) =
σ(AY ).

Proof. Since ρ(AX) ∩ ρ(AY ) is connected, R(µ,AX) and R(µ,AY ) are consistent for all
µ ∈ ρ(AX)∩ ρ(AY ). Let λ0 ∈ ρ(AY ). Since σ(AX) consists of isolated points, there exists
ǫ > 0 such that {λ ∈ C : 0 < |λ− λ0| ≤ ǫ} ⊂ ρ(AX) ∩ ρ(AY ). Since λ0 ∈ ρ(AY ), one has

∫

|λ−λ0|=ǫ

R(λ,AY )dλ = 0.

By consistency, it follows that
∫

|λ−λ0|=ǫ

R(λ,AX)dλ = 0,

hence λ0 ∈ ρ(AX).

15.4 Examples

We give three example of consistent operators on Lp whose spectra depend on p.

Example 15.4.1. Define the consistent C0-groups Tp on Lp(0,∞) by

(Tp(t)f)(x) = f(e−tx) (t ∈ R),

1 ≤ p <∞ and denote by Ap the generator of Tp. Then
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(a) σ(Ap) = {λ ∈ C : Reλ = 1
p
};

(b) R(λ,Ap) and R(λ,Aq) are not consistent whenever p < q and 1
q
< Reλ < 1

p
;

(c) Ap is given by (Apf)(x) = −xf ′(x),

D(Ap) = {f ∈ Lp(0,∞) : x 7→ xf ′(x) ∈ Lp(0,∞)}.

Proof. For f ∈ Lp(0,∞) one has ‖Tp(t)f‖p = (
∞∫
0

|f(e−tx)|pdx) 1
p = e

1
p |f‖p. Hence

(e−
1
pTp(t))t∈R is an isometric group on Lp(0,∞). It follows that its generator Ap − 1

p

has spectrum in iR, i.e. σ(Ap) ⊂ 1
p

+ iR. Let 1
q
< λ < 1

p
. Since the type of Tq is 1

q

and the type of (Tp(t))t≥0 is −1
p

we have R(λ,Aq) =
∞∫
0

eλtTq(t)dr ≥ 0 and R(λ,Ap) =

−R(−λ,−Ap) = −
∞∫
0

eλtTq(−t)dt ≤ 0. Thus R(λ,Ap) and R(λ,Aq) are not consistent. It

follows from Proposition 15.3.2 that σ(Ap) = 1
p

+ iR, σ(Aq) = 1
q

+ iR and that R(λ,Ap)

and R(λ,Aq) are not consistent on the entire strip {λ ∈ C : 1
q
< Reλ < 1

p
}. We have

shown (a) and (b). The last point (c) will become clear from 2.

Example 15.4.2. Let Cpf)(x) = 1
x

x∫
0

f(y)dy, 1 < p <∞. Then Cp is a bounded operator on

Lp(0,∞), ‖Cp‖ ≤ p
p−1

, and σ(Cp) = { 1
1− 1

p
−is

: s ∈ R} ∪ {0}, so that σ(Cp) ∩ σ(Cq) = {0}
if 1 < p, q <∞, p 6= q.

The norm estimate of Cp is known as Hardy’s inequality. We obtain both as an easy
consequence of 1.

Proof. Let 1 < p < ∞. Then by 1., 1 ∈ ρ(Ap) and (R(1, Ap)f)(x) =
∞∫
0

e−tf(e−tx)dt =

1
x

x∫
0

f(y)dy. Hence Cp = R(1, Ap). Since ‖Tp(t)‖ = e
t
p we have

‖R(1, Ap)‖ ≤
∞∫

0

e−te
1
pdt =

1

1 − 1
p

=
p

p− 1
.

Since, by Proposition 1.2.3, σ(R(1, Ap)) = { 1
1−λ

: λ ∈ σ(Ap)} ∪ {0} the assrtion on the
spectrum of Cp follows from Example 15.4.1. Now 1(c) is an immediate consequence of
R(1, Ap) = Cp.

Example 15.4.3. Let Bp = (Ap − 1
2
)2. Then Bp generates a holomorphic semigroup

since Ap − 1
2

generates a C0-group on Lp(0,∞) (see e.g. [ABHN01, Exa. 3.14.15 and
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Thm. 3.14.17]). The group generated by A2 − 1
2

is isometric, thus B2 is self-adjoint. By
the spectral mapping theorem one has

σ(B2) = (−∞, 0]

σ(Bp) =

{
(
1

p
− 1

2
+ is)2 : s ∈ R}

(1 ≤ p < ∞). Hence σ(Bp) ∩ σ(Bq) = ∅ whenever 1 ≤ p, q ≤ 2, p 6= q. This follows
immediately from Example 15.4.1. It is easy to see that Bp is given by

D(Bp) = {f ∈ Lp(0, 1) : xf ′ ∈ Lp(0, 1), x2f ′′ ∈ Lp(0,∞)}

(Bpf)(x) = x2f ′′ + 2xf ′ +
f

4
.

Thus Bp is a degenerate elliptic operator of second order.

15.5 Lp-independence of the spectrum

Let Ω ⊂ Rn be open and let T be a C0-semigroup on L2(Ω) having an upper Gaussian
bound, i.e.,

(15.3) |T (t)f | ≤ ceωtG(bt)|f |

for all f ∈ L2(Ω), t ≥ 0 where G is the Gaussian semigroup and c, b > 0, ω ∈ R (cf.
Lecture 13). This means that T is given by a kernel k(t, ·, ·) ∈ L∞(Ω × Ω) satisfying

(15.4) |k(t, x, y)| ≤ ceωt(4πbt)−n/2e−|x−y|2/4bt x, y - a.e.

for all t > 0. By Corollary 14.1.2, there exists a consistent family of semigroups (Tp(t))t≥0

on Lp(Ω), 1 ≤ p ≤ ∞, such that (T∞(t))t≥0 = (T (t))t≥0. Here (Tp(t))t≥0 is a C0-semigroup
for 1 < p <∞ and (T∞(t))t≥0 is a dual semigroup on L∞(Ω). Denote by Ap the generator
of (Tp(t))t≥0. Our aim is to prove the following theorem.

Theorem 15.5.1. One has

σ(Ap) = σ(A2) (1 ≤ p ≤ ∞).

For the proof of Theorem 15.5.1 we may assume that ω = 0 replacing T (t) by e−ωtT (t)
otherwise. Thus, we assume that ω = 0 in the sequel. The proof will be given by
considering perturbations of Tp by modifying the kernel by certain weights. Let w : Ω → R
be a continuous function such that w(x) > 0 for all x ∈ Ω and such that

(15.5)
w(x)

w(y)
≤ eα|x−y| (x, y ∈ Ω)
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where ω > 0. We call such a function a weight function in the sequel. Let 1 ≤ p < ∞.
The operator

Uw,p : Lp(Ω, w−pdx) → Lp(Ω)

defined by Uw,pf = f
w

is an isometric isomorphism. Thus

S̃p(t) = U−1
w,pTp(t)Uw,p

defines a C0-semigroup S̃p on Lp(Ω, w−pdx). The operator S̃p(t) is given by the kernel

(15.6) kw(t, x, y) =
w(x)

w(y)
k(t, x, y).

We now show that this kernel also defines a C0-semigroup on Lp(Ω).

Lemma 15.5.2. There exists a C0-semigroup (Sp(t))t≥0 on Lp(Ω) such that Sp(t) is given
by the kernel kw(t, ·, ·). Moreover,

(15.7) |Sp(t)f | ≤ c2n/2e2btα
2

G(2bt)|f |
for all t ≥ 0, f ∈ Lp(Ω).

Proof. By the assumption (15.5.6) the kernel kw satisfies

|kw(t, x, y)| ≤ c(4πbt)−n/2e−|x−y|2/8bteα|x−y| · e−|x−y|2/8bt

x, y - a.e. Observe that
sup
s≥0

(−s2/8bt+ αs) = 2btα2.

Hence
|kw(t, x, y)| ≤ c(4πbt)−n/2e2btα

2

e−|x−y|2/8bt

x, y - a.e. Thus the kernel kw(t, ·, ·) defines a bounded operator Sp(t) on Lp(Ω) satisfying

|Sp(t)f | ≤ c2n/2e2btα
2

G(2bt)|f |
for all t > 0 and f ∈ Lp(Ω). Since Sp(t)f = S̃p(t)f for all f ∈ Lp(Ω) ∩ Lp(Ω, w−pdx) it
follows that Sp(t+ s) = Sp(t)Sp(s) for all s, t ≥ 0. It remains to show that

lim
t↓0

‖Sp(t)f − f‖Lp(Ω) = 0

for all f ∈ Lp(Ω). It suffices to prove this on a dense subspace of Lp(Ω). Thus we may
assume that f ∈ Lp(Ω) vanishes outside of a compact set K ⊂ Ω. Since inf

x∈K
w(x) > 0, it

follows that


∫

K

|Sp(t)f − f |pdx




1/p

≤ C‖Sp(t)f − f‖Lp(Ω,w−pdx)

= C‖S̃p(t)f − f‖Lp(Ω,w−pdx) → 0
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for some C > 0, as t ↓ 0. Outside of K the function f vanishes, hence by (15.7)

(

∫

Ω\K

|Sp(t)f − f |pdx)1/p

= (

∫

Ω\K

|Sp(t)f |pdx)1/p

≤ 2
n
2 (

∫

Ω\K

(e2bα
2tG(2bt)|f |)pdx)1/p

≤ 2
n
2 (

∫

Ω\K

(e2bα
2tG(2bt)|f | − |f |)pdx)1/p

≤ 2
n
2 ‖e2bα2tG(2bt)|f | − |f |‖Lp(Rn) → 0

as t ↓ 0. This concludes the proof.

Now for ǫ = (ǫ1, · · · , ǫn) ∈ Rn let wǫ be a weight satisfying

(15.8)
wǫ(x)

wǫ(y)
≤ eαǫ|x−y| (x, y ∈ Ω)

where αǫ > 0, lim
|ǫ|→0

αǫ = 0. Let Tǫ,p be the C0-semigroup defined by the kernel kwǫ on

Lp(Ω) according to Lemma 15.5.2. By Aǫ,p we denote the generator of Tǫ,p.

Lemma 15.5.3. There exist ǫ0 > 0, M1 > 0 such that for all |ǫ| ≤ ǫ0, p ∈ [1,∞),

(15.9) ‖Tǫ,p(t)‖ ≤M1e
t (t ≥ 0).

If p ∈ [1,∞) and λ ∈ ρ(Ap), then there exists and ǫ1 ∈ (0, ǫ0] such that λ ∈ ρ(Aǫ,p)
whenever |ǫ| ≤ ǫ1 and

(15.10) lim
|ǫ|→0

‖R(λ,Aǫ,p) −R(λ,Ap)‖ = 0.

Proof. Since the Gaussian semigroup is contractive, the first assertion follows directly
from Lemma 15.5.2. Let 0 < δ < 1. We show that Tǫ,p(t) → Tp(t) as |ǫ| → 0 uniformly in
t ∈ [δ, 1/δ]. In fact, the operator Tp(t) − Tǫ,p(t) is a kernel operator with kernel

k̃ǫ(t, x, y) := k(t, x, y)(1 − ωǫ(x)ωǫ(y)
−1).

It follows from (15.8) that

e−αǫ|x−y| ≤ wǫ(x)

wǫ(y)
≤ eαǫ|x−y|,
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hence

|1 − wǫ(x)

wǫ(y)
| ≤ |1 − eαǫ|x−y|| (x, y − a.e.).

By (15.4) the kernel satisfies k̃ǫ of Tp(t) − Tp,ǫ(t) satisfies

|k̃ǫ(t, x, y)| ≤ c(4πbt)−n/2e−|x−y|2/4bt|1 − eαǫ|x−y||

x, y-a.e. It follows from Young’s inequality (Proposition 15.5.4 below) that

‖Tp(t) − Tǫ,p(t)‖L(Lp(Ω)) ≤ c(4πbt)−n/2
∫Rn

e−|x|2/4bt|1 − eαǫ|x||dx→ 0

as |ǫ| → 0 uniformly in t ∈ [δ, δ−1]. The claim is proved.

Now let λ > 1. Let ǫ0 > 0,M1 > 0 such that ‖Tǫ,p(t)‖ ≤M1e
t (t ≥ 0) for |ǫ| ≤ ǫ0.

Then

lim
|ǫ|→0

‖R(λ,Ap,ǫ) −R(λ,Ap)‖Lp(Ω)

= lim
|ǫ|→0

‖
∞∫

0

e−λt(Tǫ,p(t) − Tp(t))dt‖L(Lp(Ω))

≤ lim
|ǫ|→0

(

δ∫

0

+

1/δ∫

δ

+

∞∫

1/δ

)e−λt‖Tǫ,p(t) − T (t)‖L(Lp)dt

≤ 2M(δ +
1

λ− 1
e−(λ−1)/δ).

The last expression converges to 0 as δ ↓ 0. Thus (15.10) is proved if λ > 1. For arbitrary
λ ∈ ρ(Ap) assertion (15.10) now follows from Theorem 15.1.1.

We recall Young’s inequality, which was used in the proof of the preceding lemma.

Proposition 15.5.4. Let h ∈ L1(Rn), 1 ≤ p ≤ ∞. Let f ∈ Lp(Rn). Then f(x − ·)h(·) ∈
L1(Rn) for almost all x ∈ Rn. Moreover there exists a function f ∗ h ∈ Lp(Rn) such that

f ∗ h(x) =

∫Rn

f(x− y)h(y)dy (x− a.e.).

Moreover, one has

‖f ∗ h‖Lp ≤ ‖f‖Lp‖h‖L1 (Young’s inequality).
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After these preparations we prove Theorem 15.5.1.

Proof of Theorem 15.5.1. a) Let 1 ≤ p, q <∞. We want to show that ρ(Ap) = ρ(Aq). For

ǫ, x ∈ Rn we denote by ǫx =
n∑
j=1

ǫjxj the canonical scalar product and we let ωǫ(x) := eǫx.

Then ωǫ satisfies (15.8) for ǫǫ = |ǫ|. Let Tǫ,p be the C0-semigroup defined by the kernel
Kωǫ on Lp(Ω) according to Lemma 15.3.2. Denote by Aǫ,p its generator.

Define for ǫ ∈ Rn the space Lpǫ := Lp(Ω, e−ǫpxdx). Then Wǫ,pf(x) := e−ǫxf(x) defines
an isometric isomorphism Lpǫ → Lp(Ω). Thus, T̃ǫ,p(t) := W−1

ǫ,p Tp(t)Wǫ,p defines a C0-

semigroup on Lpǫ . Its generator Ãǫ,p is similar to Ap and hence σ(Ãǫ,p) = σ(Ap). The
operator T̃ǫ,p(t) is represented by the kernel kwǫ(t, ·) and therefore T̃ǫ,p(t) is consistent
with Tǫ,p(t) (where T̃ǫ,p(t) is defined on Lpǫ and Tǫ,p(t) on Lp(Ω)). Now let λ ∈ ρ(Ap). We
want to show that λ ∈ ρ(Aq). It follows from Proposition 2.2.6 and by rescaling that

(15.11) R(λ,Ap) =

1∫

0

e−λtTp(t)dt+ e−λTp(1)R(λ,Ap)

(see Exercise 15.6.1). By Proposition 15.3.3 it suffices to show that ‖R(λ,Ap)‖L(Lq) <∞.

The term
1∫
0

e−λtTp(t)dt is consistent with
1∫
0

e−λtTq(t)dt ∈ L(Lq(Ω)). Thus it suffices to

show that

(15.12) ‖e−λtTp(1)R(λ,Ap)‖L(Lq) <∞.

By Lemma 15.5.3 there exists ǫ1 > 0 such that λ ∈ ρ(Aǫ,p) whenever |ǫ| ≤ ǫ1 and

sup
|ǫ|≤ǫ1

‖R(λ,Aǫ,p)‖ <∞.

Moreover, by (15.7) we may choose ǫ1 > 0 so small that

sup
|ǫ|≤ǫ1

(‖Tǫ,p(1/2)‖L(L1,Lp) + ‖Tǫ,p(
1

2
)‖L(Lp,L∞)) <∞.

Observe that

Tǫ,p(1)R(λ,Aǫ,p) = Tǫ,p(
1

2
)R(λ,Aǫ,p)Tǫ,p(

1

2
).

It follows that

(15.13) ‖Tǫ,p(1)R(λ,Aǫ,p)‖L(L1,L∞) ≤ c1

whenever |ǫ| ≤ ǫ1 where c1 > 0 is a constant. By the Dunford-Pettis criterion (Theo-
rem 4.1.1) the operator Tǫ,p(1)R(λ,Aǫ,p) is given by a kernel kǫ ∈ L∞(Ω × Ω) such that
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‖kǫ‖L∞ ≤ c1 whenever |ǫ| ≤ ǫ1. In particular, Tp(1)R(λ,Ap) is given by the kernel k0. We
claim that

(15.14) kǫ(x, y) = eǫ(x−y)k0(x, y) (x, y − a.e.)

whenever |ǫ| ≤ ǫ1. Once (15.17) is shown the proof is accomplished as follows. It follows
from (15.15) that

k0(x, y) = e−ǫ(x−y)kǫ(x, y) (x, y − a.e.)

whenever |ǫ| ≤ ǫ1. Observe that inf
|ǫ|≤ǫ1

−ǫ(x − y) = −ǫ1|x − y| by the Cauchy-Schwarz

inequality. Now it follows from Lemma 13.1.5 that

|k0(x, y)| ≤ e−ǫ1|x−y| (x, y − a.e.).

This implies that k0 defines a bounded operator on Lq(Ω) by Young’s inequality. Thus
(15.15) is shown and it follows that λ ∈ ρ(Aq). We have shown that ρ(Ap) ⊂ ρ(Aq). Since
1 ≤ p, q < ∞ are arbitrary, it follows that ρ(Ap) = ρ(Aq) and the proof of a) is finished,
once the claim (15.17) is proved. This means we have to show that eǫ(x−y)k0(x, y) is the
kernel of Tǫ,p(1)R(1, Aǫ,p). It is clear from the definition that eǫ(x−y)k0(x, y) is the kernel
of T̃ǫ,p(1)R(λ, Ãǫ,p) on the space Lpǫ . We know that Tǫ,p(1) and T̃ǫ,p(1) are consistent.
Thus it remains to show that R(λ,Aǫ,p) and R(λ, Ãǫ,p) are consistent for |ǫ| ≤ ǫ1. Recall
that λ ∈ ρ(Ãǫ,p) since Ãǫ,p and Aǫ,p are similar. To show consistency we use an auxiliar
semigroup. Let vǫ(x) = eǫx−|ǫ||x| (x ∈ Ω) where ǫ ∈ Rn. Then vǫ is a weight satisfying
(15.8) for αǫ = 2|ǫ|. Define the semigroup (Sǫ,p(t))t≥0 on Lp(Ω) associated with the kernel

vǫ(x)

vǫ(y)
k(t, x, y)

according to Lemma 15.3.2. Denote by Bǫ,p the generator of Sǫ,p. Define the space

L̂pǫ := Lp(Ω, e−p|ǫ||x|dx). Then (Vǫ,pf)(x) = e−|x||ǫ|f(x) defines an isometric isomorphism

Vǫ,p from L̂pε onto Lp(Ω). Define the semigroup T̂ǫ,p on L̂pǫ by

T̂ǫ,p(t) := V −1
ǫ,p Sǫ,p(t)Vǫ,p

and denote by Âǫ,p its generator. Then ρ(Âǫ,p) = ρ(Bǫ,p) by similarity. The operator

T̂ǫ,p(t) is given by the kernel

eǫ(x−y)k(t, x, y) =
e|ǫ||x|

e|ǫ||y|
vǫ(x)

vǫ(y)
k(t, x, y).

Thus, T̂ǫ,p(t) and Tǫ,p(t) are consistent. Choosing ǫ1 small enough, by Lemma 15.5.3 we

may assume that λ ∈ ρ(Bǫ,p) whenever |ǫ| ≤ ǫ1. Hence λ ∈ ρ(Âǫ,p) whenever |ǫ| ≤ ǫ1.
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Since Lp(Ω) ⊂ L̂pǫ now it follows from Corollary 15.3.5 that R(λ, Âǫ,p) and R(λ,Aǫ,p) are

consistent. Since T̂ǫ,p(t) and T̃ǫ,p(t) have the same kernel, they are consistent. Since also

L̃pǫ ⊂ L̂pǫ , it follows from Corollary 15.3.5 again that R(λ, Ãǫ,p) and R(λ, Âp,ǫ) are consis-
tent. Hence also R(λ, Ãǫ,p) and R(λ,Aǫ,p) are consistent. The proof of (a) is finished.

b) Finally we consider the case where p = ∞. Consider the adjoint semigroup
(T (t)′)t≥0 of (T (t))t≥0 which also satisfies a Gaussian estimate. Let A be the generator of
(T (t))t≥0. The adjoint A′ of A is the generator of (T (t)′)t≥0. Hence σ(A′) = σ(A). Denote
by (T ′

1(t))t≥0 the extrapolation semigroup of (T ′(t))t≥0 on L1(Ω) and by A′
1 its generator.

Then σ(A′
1) = σ(A′) by a). The generator A∞ of (T∞(t))t≥0 is the adjoint of A′

1. Hence
σ(A∞) = σ(A′

1) = σ(A). Now the proof of Theorem 15.5.1 is complete.

15.6 Exercises

In the first exercise we prove an identity which occurs in the proof of Theorem 15.5.1.

Exercise 15.6.1. Let (T (t))t≥0 be a C0-semigroup with generator A and let λ ∈ ρ(A). Show that

R(λ,A) =

∫ 1

0
e−λtT (t)xdt + e−λT (1)R(λ,A)x (x ∈ X).

(Hint: Use Proposition 2.2.6 and Exercise 2.6.2.)

In the next exercise we consider an elliptic operator with unbounded drift. We use Lp-
invariance of the spectrum to prove exponential stability of the semigroup in all Lp-spaces.

Exercise 15.6.2. Assume that K = R. Let Ω ⊂ Rn be open and contained in a strip. Let aij
satisfy the uniform ellipticity condition and let c0 : Ω → R+ be measurable and b, c ∈ C1(Ω,Rn)
such that (11.9) and (11.10) hold for some γ > 0, 0 ≤ β < 1. Let H = L2(Ω), V := {u ∈
H1

0 (Ω) :
∫
Ω c0|u|2}.

a) Observe that

[u|v]V :=

∫

Ω
∇u∇vdx +

∫

Ω
c0uv

defines a scalar product on V which induces a norm equivalent to the one considered in Sec-
tion 11.4 (use Poincaré’s inequality).

b) Consider the form a : V × V → R defined before Proposition 11.4.2. Check the proof of
Proposition 11.4.2 to deduce that the form is coercive.

c) Consider the semigroups (e−tA1)t≥0 on L1(Ω) defined in Theorem 11.4.4. Show that
there exists ǫ > 0, M ≥ 0 such that

‖e−tA1‖L(L1(Ω)) ≤ Me−ǫt (t ≥ 0).

(Hint: Use the following theorem: Let (T (t))t≥0 be a positive C0-semigroup on an L1-space
with generator A. Then s(A) = ω(A).)



15.6. Exercises 207

Remark 15.6.3. See e.g. [ABHN01, Prop. 5.3.7] for the proof of the theorem mentioned in the
hint to the above exercise. The theorem also holds in general Lp-spaces. This is Weis’ Theorem
( [ABHN01, Thm. 5.3.6]).

In the following exercise we continue to investigate consistency of resolvents.

Exercise 15.6.4 (consistency of resolvents). Let X,Y be Banach spaces such that X →֒ Z and
Y →֒ Z, where Z is a Banach space. Assume that X ∩ Y is dense in X and in Y . Consider the
Banach space X ∩ Y with norm

‖u‖X∩Y := ‖u‖X + ‖u‖Y (u ∈ X ∩ Y ).

Let (TX(t))t≥0 and (TY (t))t≥0 be C0-semigroups on X and Y with generators AX and AY ,
respectively. Assume that

TX(t)x = TY (t)x (x ∈ X ∩ Y, t ≥ 0).

a) Show that there exists a unique C0-semigroup (S(t))t≥0 on X ∩ Y such that (S(t))t≥0 is
consistent with (TX(t))t≥0 and with (TY (t))t≥0 (t ≥ 0).

b) Show that the generator B of (S(t))t≥0 is given by

D(B) := {x ∈ D(AX) ∩ D(AY ) : AXx = AY x}
Bx := AXx.

c) Show that

{λ ∈ ρ(AX) ∩ ρ(AY ) : R(λ,AX) and R(λ,AY ) are consistent } ⊂ ρ(B).

d) Show that for λ ∈ ρ(B) ∩ ρ(AX) ∩ ρ(AY ), R(λ,AX) and R(λ,AY ) are consistent.

e) Consider the semigroup defined by Tp(t)f(x) := f(e−tx) (f ∈ Lp(0,∞), x ∈ (0,∞)),
where 1 ≤ p < ∞, with generator Ap as in Example 15.4.1. Let q ∈ (p,∞). Show that there
exists a unique C0-semigroup (S(t))t≥0 on Lp(0,∞) ∩ Lq(0,∞) consistent with (Tp(t))t≥0 and
(Tq(t))t≥0. Denote by B the generator of (S(t))t≥0. Show that

σ(B) =

{
λ ∈ C :

1

q
≤ Reλ ≤ 1

p

}
.

f) Study a C0-semigroup (T (t))t≥0 on the Banach space X + Y with norm

‖u‖X+Y := inf{‖x‖X + ‖y‖Y : x ∈ X, y ∈ Y, u = x + y}

which is consistent with (TX(t))t≥0 and (TY (t))t≥0. Establish properties that are analogous to
those in a)–e).
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15.7 Comments

We comment on the diverse topics.

Convergence of unbounded operators is studied in detail in Kato’s monography [Kat66]. A
similar result to Theorem 15.5.1 is in [Kat66, p. 212]. Our notion of convergence in the resolvent
sense corresponds to the convergence in the operator norm. Similarly, one may consider strong
convergence for resolvents, see [ABHN01, Prop. 3.6.2] for a characterisation in terms of the
generators. Upper semicontinuity of the spectrum is a classical result for bounded operators
which is valid in all Banach algebras. It is usually proved by a contour integral argument.

The possible inconsistency of the resolvent of consistent semigroups (as in Example 15.4.1)
was discovered in [Are94], where also the results of Sections 15.2–15.4 are taken from.

Theorem 15.5.1 has been proved in [Are94] in the case where the resolvent set of A is
connected. The additional argument leading to the general result is due to Kunstmann [Kun99].
The proof given here follows closely the two papers [Are94] and [Kun99]. The technique used in
this proof goes back to Hempel and Voigt [HV86]– [HV87], who prove a Lp-spectral independence
for Schrödinger operators. Kunstmann studies Lp-independence of spectra by kernel estimates
in a systematic way in a series of papers [Kun99]– [Kun00]– [Kun01]– [Kun02]. In particular,
we mention the following interesting example from [Kun02].

Example 15.7.1. On an open bounded subset Ω ⊂ R2 define in a weak sense the Neumann
Laplacian ∆Ω

2 as in Section 3.1. As we have seen in Example 11.1.7, the semigroup generated
by ∆Ω

2 is positive and irreducible; in fact, one can see that Theorem 9.3.2 applies, and the

semigroup is submarkovian. By the results of Section 4.4, we can consider the family (et∆
Ω
p )t≥0

of extrapolated semigroups on Lp(Ω), 1 ≤ p ≤ ∞. Then the domain Ω can be chosen in such a
way that

σ(∆Ω
p ) = Sp :=

{
z ∈ C \ {0} : |arg(z)| ≤ π

2
− θp

}
∪ {0} ,

where θp ∈ [0, π2 ], with cos θp = |1 − 2
p |, 1 ≤ p ≤ ∞. Thus, the spectrum of ∆Ω

p does depend on
p ∈ [1,∞]. Such a striking result is [Kun01, Thm. 4], where it is also shown that Ω can be even
chosen with of measure. But of course, this Ω has not the extension property, since otherwise
(by Example 11.1.7) ∆Ω would have compact resolvent, which contradicts Proposition 15.3.7
asserting the Lp-independence of the spectrum and also the fact that σ(∆Ω

2 ) is uncountable..

Observe in particular that σ(A1) is the closed right halfplane. Consequently, the semigroup

(et∆
Ω
1 )t≥0 is not holomorphic. By Theorem 14.2.1 it follows that (et∆

Ω
2 )t≥0 does not have a

Gaussian upper bound.

Remark 15.7.2. If −A2 generates a symmetric submarkovian C0-semigroup on L2(Ω), then by
a result of Liskevich and Semenov [LS96] one always has σ(Ap) ⊂ Sp, 1 ≤ p ≤ ∞. Thus, in the
above example the worst case occurs.

A different approach to spectral Lp-independence based on commutator estimates is given
by Hieber and Schrohe [HS99]. In the self-adjoint case, Davies proves spectral Lp-independence
under the hypothesis of Gaussian estimates by a special functional calculus due to Sjöstrand,
cf. [Dav95a]– [Dav95b]. This proof is also given in Ouhabaz’s monograph [Ouh04].
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Spectral Lp-independence of the Laplace–Beltrami operator on a Riemannian manifold

M depends on the geometry of M , see Sturm [Stu93] for positive and Davies, Simon, and

Taylor [DST88] for negative results in this direction.
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Epilogue

This last lecture is the end of our introduction to heat kernels. We saw how they can
be used for spectral properties (Weyl’s formula, Lp-independence of the spectrum), for
regularity (L1-holomorphy), and for asymptotics (irreducibility). This is only part of
many interesting implications and interplays with mathematical analysis and physics.

Missing is in particular the subject of maximal regularity which opens the door to
nonlinear parabolic equations. Classical approaches are based on precise knowledge of the
domains of the operators. This can be obtained only for smooth coefficients and domains
(Agmon–Douglis–Niremberg estimates in the Lp-framework, Schauder estimates for the
Cα-case). The weak formulation based on form methods, with the help of kernel estimates,
gives us those analytical properties that allow us to pass to semilinear and quasilinear
problems even though the coefficients might be just measurable and the domains arbitrary.
In fact, maximal regularity is one more striking consequence of kernel estimates. We refer
to [Are04, § 6] for a brief survey and to Denk–Hieber–Prüss [DHP03] and Kunstmann–
Weis [KW04] for more detailed information.

The diverse projects of the Phase 2 of ISEM0506 will fill some of these gaps and lead
to many new discoveries as will the workshop in Blaubeuren.
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The Conundrum of the Workshops

When the flush of a new-born sun fell first on Eden’s green and gold,
Our father Adam sat under the Tree and scratched with a stick in the mould;
And the first rude sketch that the world had seen was joy to his mighty heart,
Till the Devil whispered behind the leaves, “It’s pretty, but is it Art?”

Wherefore he called to his wife, and fled to fashion his work anew –
The first of his race who cared a fig for the first, most dread review;
And he left his lore to the use of his sons – and that was a glorious gain
When the Devil chuckled “Is it Art?” in the ear of the branded Cain.

They fought and they talked in the North and the South, they talked and they fought in
the West,
Till the waters rose on the pitiful land, and the poor Red Clay had rest –
Had rest till that dank blank-canvas dawn when the dove was preened to start,
And the Devil bubbled below the keel: “It’s human, but is it Art?”

They builded a tower to shiver the sky and wrench the stars apart,
Till the Devil grunted behind the bricks “It’s striking, but is it Art?”
The stone was dropped at the quarry-side and the idle derrick swung,
While each man talked of the aims of Art, and each in an alien tongue.

They fought and they talked in the North and the South, they talked and they fought in
the West,
Till the waters rose on the pitiful land, and the poor Red Clay had rest –
Had rest til the dank, blank-canvas dawn when the dove was preened to start,
And the Devil bubbled below the keel: “It’s human, but is it Art?”

The tale is as old as the Eden Tree – and new as the new-cut tooth –
For each man knows ere his lip-thatch grows he is master of Art and Truth;
And each man hears as the twilight nears, to the beat of his dying heart,
The Devil drum on the darkened pane: “You did it, but was it Art?”

We have learned to whittle the Eden Tree to the shape of a surplice- peg
We have learned to bottle our parents twain in the yelk of an addled egg,
We know that the tail must wag the dog, for the horse is drawn by the cart;
But the Devil whoops, as he whooped of old: “It’s clever, but is it Art?”

When the flicker of London sun falls faint on the Club-room’s green and gold,
The sons of Adam sit them down and scratch with their pens in the mould –
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They scratch with their pens in the mould of their graves, and the ink and the anguish
start,
For the Devil mutters behind the leaves: “It’s pretty, but is it Art?”

Now if we could win to the Eden Tree where the Four Great Rivers, flow,
And the Wreath of Eve is red on the turf as she left it long ago,
And if we could come when the sentry slept and softly scurry through,
By the favour of God we might know as much as out father Adam knew.

Rudyard Kipling 1890

The foundations of semigroup theory were established in Einar Hille’s treatise [Hil48], which
contains the first publication of Hille’s proof of the Hille–Yosida Theorem and which starts by
the lines:

And each man hears as the twilight nears,
to the beat of his dying heart,
The Devil drum on the darkened pane:
“You did it, but was it Art?”

It was Eberhard Michel [Mic01] who discovered the entire poetry.
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Letters

First Letter

Dear Participants of ISEM 2005/06, now we are ready to start!
I know that you will be disappointed: it is full of preliminaries.

There are 2 possibilities:

1. you do not have the preliminaries to understand the preliminaries: do not worry ,
you will get used to the new notions very soon and your friendly local coordinator
will be of great help or

2. you know all this stuff. Then you can check whether you are able to do the exercises
in minimal time and fill in all other proofs.

And also, it will be useful to have a common language. Maybe you share my enthusiasm
for the Spectral Theorem. Selfadjoint operators are the same as multiplication operators
up to unitary equivalence. This is the easiest and most useful formulation (but you can
also fiddle around with spectral projections and Stieltjes integrals). Many of our examples
will be selfadjoint. But the Spectral Theorem is also most useful to illustrate the form
methods which will occupy a big part of the course.

The subject of ISEM2005/06 is HEAT KERNELS. There is no heat in the first lecture,
but there is a kernel, the most simple one, namely a Hilbert-Schmidt kernel. We omit the
proof of the well-known characterization. But I wonder whether the participants of class
b) all know the criterion by which the lecture ends. It will be useful later.

At the very end of the lecture are comments. These give further information, which
will not be used later, in general. This time you find Mercer’s Theorem as additional
information. If the kernel is continuous, one can express it by the series of eigenfunctions.
Will we be able to prove continuity of heat kernels?

The excercises are compulsory. But there are others hidden in the text. Frequently
they carry names like ”it is easy to see”, ”as is well-known”, ”a short inspection shows”...
Also the so-labelled exercises are recommended.

For the first lecture the Ulm team volunteered to put the solutions into the web.
Which team will follow next week?
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Now it is time to introduce the organization team: Enza Galdino is the main manager,
Delio Mugnolo and Markus Biegert form the scientific committee together with the virtual
lecturer.

We are hoping for interesting discussions. Critics and suggestions are most welcome.

We try to send the course each friday (10-15 pages + exerxcises and comments).
Wishing you a good start,

the virtual lecturer, Wolfgang Arendt

Second Letter

Dear Participants of ISEM2006,

there is always evolution in ISEM. But this time semigroups figure among the pre-
liminaries (sorry). The second lecture is a concentrated presentation of semigroup theory
and several results are presented without proof. The pace will lower in Lecture 3 when
we will talk about more concrete things.

In today’s lecture, the elementary properties of semigroups are given with proof, so
that we learn how to manipulate things.

An important question is which operators generate a semigroup. We present two
generation theorems. For our purposes the characterisation theorem for generators of
holomorphic semigroups is the most important. We state it without proof. And in fact
the contour technique used in the proof will not be used later on.

You will see that we pay particular attention to the asymptotic behaviour at 0. And
indeed, we will find out later that the asymptotic behaviour of the semigroup at 0 is also
responsible for the existence of a kernel and properties like ultracontractivity. It is most
interesting that holomorphy of the semigroup can be described by such an asymptotic
property, and for this we include the short proof. Also some of the exercises give insight
to asymptotics at 0. The most beautiful is Exercise 2.6.5. You can communicate it to
your friends having a beer and writing the short proof on a Bierdeckel (beer mat). This
is to make you already a little familiar with German customs. More of this during the
workshop in Blaubeuren June 11th to 17th, 2006 (dates for your diary!).

Till next week, best wishes

Wolfgang Arendt (virtual lecturer)

Third Letter

Dear Participants of ISEM 06,

Lecture 3 is on the web. Preliminaries are over now with the end of lecture 2.

The main actor in the game is presented, her majesty the Laplacian.
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Actually Pierre Simon Laplace (1749-1827) was made Marquis by Napoleon. He knew
him since he had to take a mathematical exam with Laplace when he entered the miltary
school of Saint Cyr. Napoleon did quite well as he did in his battle of Ulm , exactly 200
years ago, October 16, 1805. Ulm was Bavarian at that time, which was on the French
side if I understand the story correctly . You can see the battle sight when you come to
Blaubeuren, if you really want to see a battle sight.

The population of Ulm would have greatly prefered to have a visit of Laplace instead
of Napoleon. We could have learnt about heat kernels 200 years before today which would
have been much more delightful.

Anyway, today we learn about positivity and Poincare’s inequality , which can be
reformulated by saying that the heat flow decreases exponentially on strip bounded do-
mains. The next few lectures will all be devoted to the Laplacian with Dirichlet boundary
conditions. Much can be said about it, much more than the Marquis could have imagined
200 years ago.

Wishing you delightful reading,

virtually yours,

Wolfgang Arendt

4th Letter

Dear Participants of ISEM06,

Lecture 4 establishes the first heat kernels, governed by the Dirichlet Laplacian, our
guiding example for the future.

Our favorite kernel criterion of ISEM06 is the one of Dunford-Pettis (1940), maybe
first proved by L. Kantorovich and B. Vulikh: Sur la representation des operations lin-
eaires, Comp. Math. 5 (1937) 119-165. Kantorovich wrote a book on Functional Analysis
jointly with G. Akilov which contains much more material on kernel representation of
operators.

It was not for his work on kernels that Kantorovich obtained the Nobel Prize in 1975,
but rather for his results on the allocation of scarce sources.

Is diffusion also an economical phenomenon? We wait for further results.

For the moment being, we imagine heat diffusion. And then the comparison result
Theorem 4.2.1 is plausible for physical reasons.

We work on Hilbert space. Is this natural? At least, it is easy, because of the Riesz-
Frechet Lemma, as we saw last week. Still, we obtain the Lp spaces by extrapolation.
We give easy direct proofs for the positive case in which we are mainly interested (see the
comments for credits!). Interpolation and extrapolation is a subject which we will pursue
also in the following lectures.

Virtually yours, Wolfgang Arendt (virtual lecturer)
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5th Letter

Dear ISEM Scholars,
the fifth lecture contains a call to the public:
ABOLISH THE DICTATORSHIP OF HILBERT SPACE.
We demand continuous functions.
So our goal is to establish continuous solutions to the heat equation and also contin-

uous kernels up to the boundary.
The lecture contains a diversion to the Dirichlet Problem, which is motivated by

physical problems in electro statics and which we need to reach our goal. When was it
first studied?

In 1822 Dirichlet went to Paris as a student, where he met the Marquis. But it
was only later that he formulated and investigated the Dirichlet Problem (1839). One
of his first results was the solution of Fermat’s Theorem for n=5. We also owe to him
the definition of a function, we all are used to nowadays. In fact , in 1837 he studied
Fourier series and these considerations lead him to give a clear and general definition of
a function. His investigations allowed him to establish the revolutionary theorem you all
know:

THEOREM (Dirichlet) : FOURIER SERIES ARE DEMOCRATIC.
And indeed, Dirichlet showed that the Fourier series of a piecewise differentiable

function converges pointwise to the function, where the function is continuous , and to
the mean value, in points where it has a jump.

Let us come back to the Dirichlet Problem.
A complete characterisation of Dirichlet regularity in terms of barriers is due to O.

Perron in 1923. And it was Norbert Wiener who characterised Dirichlet regularity by the
notion of capacity shortly after. That’s why one also uses the term ”Wiener regular” as
synonymous for Dirichlet regular.

So the main actor is Dirichlet in this lecture.
Will there be a counter revolution?
Who will be the main actor of Lecture 6? I fear, that he might be late , and excep-

tionally, Lecture 6 might be delayed for some days.
You have more time to devote to continuous solutions.
Virtually yours,
Wolfgang Arendt

6th Letter

Dear Participants of ISEM2006,
Lecture 6 is dedicated to

RAINER NAGEL
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We all send him our very best congratulations for his 65th birthday!
He is the generator of ISEM which took place for the first time 9 years ago.
Rainer Nagel did not meet the Marquis, of course.
But the Marquis met Dirichlet in Paris as we learnt last time. Dirichlet was the

successor of Gauss in Goettingen 1855. Dirichlet’s successor was Riemann in 1859, and
of course Riemann met Weierstrass.

Weiserstrass and Riemann had a long dispute about the Dirichlet principle which was
finally settled by Hilbert (and ultimately in ISEM06).

Weierstrass was the PhD-adviser of Hermann Schwarz who obtained his PhD in 1867 ,
proved the Cauchy Schwarz inequality and gave a rigorous proof of the Riemann Mapping
Theorem.

H. Schwarz was the PhD advisor of Lichtenstein (1909) and Lichtenstein the PhD
advisor of Ernst Hoelder (1926) and Ernst Hoelder was the PhD-adviser of H.H. Schaefer
and H.H. Schaefer established a Theory of Positivity in Analysis and was the PhD adviser
of Rainer .

And Rainer met Jerry Goldstein and that is why the Theory of Positive Semigroups
was born in 1978 (see the results in [Nag86]) .

And as you see, it is positivity which leads to the proof of Weyl’s Theorem which is
the subject of today’s lecture. And indeed, it is positivity which leads to the existence
of kernels, it is positivity which allows us to compare with the Gaussian semigroup.
It is positivity which gives us the maximum principle, and positivity is the Tauberian
hyposthesis in Karamata’s Tauberian Theorem.

This is the story of the positivity proof of Weyl’s Theorem you find in Lecture 6.
But this is only the second part of the story . Weyl’s proof is different. How did he

come into contact with this problem?
The story starts in 1670 when Fermat wrote his famous sentence on the margins

of Diophant’s arithmetica. Since then , mathematicians tried again and again to prove
Fermat’s Theorem (which now is Wiles’ Theorem). Beginning of the 20th century, Paul
Wolfskehl also failed to advance the problem . So he took over his father’s industrial plant
and in his testament he dedicated a prize of 100 000 Marks to the one who would find a
proof of Fermat’s Theorem up to September 13, 2007 (but nothing to anybody who might
give a counter example). And indeed , Andrew Wiles obtained the prize in July 1997.
But during many years there was no hope that the problem might be solved one day.
Wolfskehl had explicitely stated in his testament that part of the money could be used
by the Mathematical Institute in Goettingen to invite eminent mathematicians . It was
end of October 1910 that the dutch physicist H.A. Lorentz (Lorentz Transform, Nobel
Prize in Physics 1902) was invited to deliver a Wolfskehl lecture. And now we cite from
Marc Kac [66]. Lorentz gave five lectures under the overall title ”Alte und neue Fragen
der Physik”, and at the end of the fourth lecture he spoke as follows:

”In conclusion there is a mathematical problem which perhaps will arouse the interest
of mathematicians who are present. It originates in the radiation theory of Jeans. In an
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enclosure with a perfectly reflecting surface there can form standing electromagnetic waves
analogous to tones on an organ pipe; we shall confine our attention to very high overtones.
Jeans asks for the energy in the frequency intervall dv. To this end he calculates the
number of overtones which lie between the frequencies v and v+dv and multiplies this
number by the energy which belongs to the frequency v , and which according to a
theorem of statistical mechanics is the same for all frequencies. It is here that there arises
the mathematical problem to prove that the number of sufficiently high overtones which
lies between v and v + dv is independent of the shape of the enclosure and is simply
proportional to its volume”

There is an apocryphal report that Hilbert predicted that the theorem would not
be proved in his life time. Hilbert was wrong by many many years. Less than two years
later, Hermann Weyl, who was present at Lorentz’s lecture solved the problem and proved
Theorem 3.3.5 of Lecture 6.

This is the story of Weyl’s Theorem.
Virtual birthday wishes to Rainer and happy reading to everybody else,
virtually yours,
Wolfgang Arendt

7th Letter

Dear Participants of ISEM06,
Recall, continuous kernels were useful for the trace formula, and the trace formula

could be used to estimate the eigenvalues and to prove Weyl’s Theorem, and to obtain
continuous kernels it was most convenient to work in spaces of continuous functions.
These results were obtained for the Laplacian, to which the first part of the lectures was
devoted.

We start part 2 of the lectures, which is devoted to general elliptic operators and
their kernels. The continuity studies are definitely all aver now.

The methods of the following lectures are 100
The following quotation of Hilbert after listening to a talk is famous:
”Weyl, eine Sache muessen Sie mir erklaeren: Was ist das, ein hilbertscher Raum?

Ich habe das nicht verstanden”.
”Weyl, you should explain to me one thing: what is that exactly, a Hilbert space? I

did not understand”.
In fact, Hilbert had worked with quadratic forms in his 6 papers on integral equations

which appeared 1904-1910. His students E. Schmidt and F. Riesz introduced spaces and
operators and the final definition of Hilbert space is due to John von Neumann in 1929.

Form methods are sometimes also called ”variational methods”, because in the sym-
metric case, the solution can also be obtained by minimizing the form. And this idea goes
back to Dirichlet.
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The Riesz-Frechet Theorem was independently proved by F. Riesz and M. Frechet.
The corresponding articles both appeared in the Comptes Rundus Acad. Sci. Paris 1907.
These and more historical comments can be found in [Wer79].

In Lecture 7, the main tool is the Lax-Milgram Theorem , a decisive generalization
of the Riesz-Frechet Thorem to non-symmetric forms. It appeared in P.D. Lax, A. Mil-
gram: Parabolic equations. Contributions to the Theory of Partial Differential Equations.
Annals of Math. Studies 33. Princeton 1954.

And it was this year that P. Lax obtained the Abel prize.
We are talking a lot about forms today. You might miss the kernels.
Keep in form , though,
virtually yours,
Wolfgang Arendt
Virtual Lecturer

8th Letter

Dear Scholars of ISEM06,
”More on Forms”, this is the title of this lecture.
Still more on forms? This needs some explanations.
There are two different ways to present forms. On the one hand there is the french

way, based on the notion of an elliptic form, that we chose in Lecture 7 (following J.
L. Lions and the French school, see [DL88] and also [Tan79]). And then there is the
anglosaxon way, as in [RS78], [Dav80], [Dav90] and [Kat66], based on the notion of a
closed form. So in Lecture 8 we present closed forms and show that both notions are
equivalent.

Maybe we could live with one or the other form on our way to kernels. But we do
not yet know what we need on the way, and a reconsciliation might be a wise choice.
In fact here in Ulm, we have suffered already centuries ago from contradictory concepts.
Let us just mention the unhappy circumstances around 1700, more than 100 years before
Napoleon came to visit us here in Ulm.

On November 1, 1700 , Charles II, King of Spain, died. And by his testamentary
will, the Bourbon Duke Philippe of Anjou, son of the Dauphin and the bavarian Anna
Maria, should be his successor. The german emperor on the other side, making valid
old contracts also claimed the spanish throne. For these reasons the so called spanish
succession war started. On one side France and Bavaria, and on the other the German
emperor, England and Holland.

At that time Ulm was part of the German empire, actually a Freihe Reichsstadt,
but very close to the bavarian border, as it still is today. In summer 1702 the small
group of Ulmian soldiers were out of town, only 170 men formed the guard. This was
the occasion of the bavarian assult, which happened in the following way. The bavarian
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lieutnant von Pechstein was sent to Ulm to explore the city for its weak points concerning
defence. He stayed in the hotel am Griesbad, and discovered that one of the gates, the
Gaensetor, was only protected by 13 men. So on September 8, 1702, early in the morning,
several bavarian officiers, disguised as peasants in women’s dresses, entered the city by
the Gaensetor, overwhelmed the guard, and allowed three bavarian regiments to enter the
town.

This is how the Bavarian - French occupation started. For several years bavarian
and french soldiers populated the city, drinking and dancing (even in the entrance of the
cathedral as the chronisist emphasises), celebrating carnival and other festivities so far
unknown to the suffering population. And there was no single mathematician (as in the
war of a hundred more years before, see a later lecture) to enlighten people by sciences.
In June 1704, the Duke of Marlborough and Prince Eugen arrived with 30000 English
and Dutch soldiers. They beat the Bavarians and French in the battle of Hochstaedt or
Blenheim (close to Ulm) on September 13, 1704. (As a reward the Duke was given the
beautiful palace of Blenheim close to Oxford as recognition of his big success in Ulm.
Blenheim Palace is well-known as the birth place of Winston Churchill).

Anyway, it was Ulm which was the site of a big battle which finished the occupation,
the drinking and dancing, but left the city in a disastrous situation.

Useless to say that people here (like everywhere) do not like battles.

For this reason, coming back to forms, we want to conduct an inquiry among the
ISEM scholars.

So please fill out the following form, but not before a complete assimilation of the
two forms of forms, and not after the end of ISEM 2006 (if this is possible).

INQUIRY FROM
O I prefer elliptic forms
O I prefer closed forms
O No more forms, please. I want kernels
O In-formal comments:

Please send back the form, duly filled out, to the ISEM organisation team.

Looking forward to getting to know your opinion,

formally yours,

Wolfgang Arendt

P.S.: Historical source: D.A. Schultes: Chronik von Ulm. Ulm a.D. 1915
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9th Letter

Dear Scholars of ISEM06,
The last lecture of 2005 is now on the website.
We describe invariance of convex sets by a beautiful criterium due to Ouhabaz. This

brings us a big step further: We obtain positivity and also submarkovian semigroups
operating on all Lp spaces for quite general elliptic operators.

Let us see whether the New Year brings us Kernels, Heat and Fortune.
The Ulm team wishes all of you
Merry Christmas and Happy Feasts for the End of the Year

Wolfgang Arendt
Markus Biegert
Enza Galdino
Delio Mugnolo

10th Letter

Dear scholars of ISEM06,
First of all let me wish you an excellent new year 2006!
In order to see how the new lecture was conceived, I have to tell you how the ISEM

year 2005 ended.
This is an Internet Seminar and so we expect lot of communication. E-mails full

of comments on diffusion equations, discussions about the strange ways evolution goes,
chats on kernels etc. But at the end of the year, we were reminded of some young parents
I met recently. Let me tell you what happened to them.

Their young boy, Paul, was already 6 years old. Still, he did not talk at all. Never
had he pronounced a single word. You will understand that the parents were worried.
One day, the young family was sitting around the table for dinner. Suddenly Paul opened
his mouth and said loudly and clearly: ”There is salt missing in the soup”.

The parents, most joyful, exclaimed: ”Paul, so you can speak! This is wonderful. We
are so happy. But why did you not say a single word so far?” ”So far, everything was
allright” was Paul’s answer.

In the middle of December, we were making the point on ISEM05. We were in a
much better situation than Paul’s parents. There were always great comments from Delft
and Parma with lists of typos and shortcomings. But then arrived two mails from other
places. One was a yell through the interspace: AIUTO!

The second one, from more south on the globe, was an urgent request: REDUCE
THE MATERIAL, PLEASE!
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Of course, we came to help right away, but it was this second email which led us to
think more deeply about REDUCTION.

All this happened during these days of december, when we were preparing the pre
christmas meeting of the Ulm ISEM team and friends. I was sent to this famous cook
of the twin city to ask for a recipe. He looked at me with condescension, guessing that
I was not able to cook a single potato. I had no choice but to reveal my identity as
virtual lecturer. This changed his attitude completely and, henceforth, he treated me as
a colleague. He knew, there is no cooking without heat kernels. He took much care to
explain me that the most important action in cooking is to REDUCE the sauce. Then he
designed a tricky and complicated algorithm to do so.

My task was more of a theoretical kind, and I did transmit the algorithm and knowl-
edge to more competent hands. That is why it became so delicious .

And that is why the remarkable result gave the inspiration for Lecture 10: IRRE-
DUCIBILITY

is the title. Of course, it is just an extract. There are exercises and comments, and
10 pages of text , which is IRREDUCIBLE though, you will understand.

I hope you like the sauce.
Wolfgang Arendt Virtual Catering

11th Letter

There was no letter !

12th Letter

Dear Scholars of ISEM06,
even though you had the delicacy not to write complaining letters, I know what you

are thinking:
What is the use of the best sauce, as delicious and irreducible it might be, if no

KERNELS are on the table?
They are back, the kernels, in Lecture 12. And it is surprising, as bad as the coeffi-

cients might be, we always produce a measurable kernel, irreducible ones, of course.
The method is most simple: it is a pure semigroup property which allows us to

extrapolate things to infinity (Section 1 and 2).
Nash’s inequality is offered as a desert. You will be able to digest the next Lecture

13 without it, if you want.
But who wants to leave the table without desert?
Bon Appetit.
Wolfgang Arendt ISEM-Internet Cafe
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13th Letter

Dear Scholars of ISEM2006,

GAUSSIAN ESTIMATES form the subject of Lecture 13. Finally Gauss enters the
scene, the prince of mathematics (as E.T. Bell calls him in ”Men of Mathematics”). Much
has been written about him, who was discovered as a Wunderkind at early age. In his
thesis in Helmstedt 1799 he gave the first proof of the Fundamental Theorem of Algebra.
We started talking about Laplace, le Marquis, we heard about Dirichlet, who met Laplace
in Paris as a young student and who became the successor of Gauss in Goettingen. Gauss
did not meet Laplace. Born in Braunschweig (north of Goettingen) he staid his entire life
in the region. Soon after his extraordinary talents were discovered, he found in the Duke
Ferdinand a sponsor, who gave him a modest but sufficient material basis for himself and
his family which allowed him to dedicate his life to mathematics. This basis was suddenly
destroyed when Duke Ferdinand was put in command of the Prussian forces. He was
desastreously defeated and mortally wounded during the battle of Jena against Napolean
in 1806. Fortunately, Gauss obtained a position at the observatory of Goettingen. Still,
with three children, after the death of his first wife, he was in a difficult situation. The war
made his situation worse. In fact, in order to govern Germany according to their ideas the
victors of Jena fined the losers for more the traffic would bear. As professor and astromer
at Goettingen, Gauss was rated to be good for an involuntary contribution of 2000 francs
to the Napolean war chest. This exorbitant sum was quite beyond Gauss’ ability to pay,
even though he lived a most simple life. In this situation , Gauss received a friendly little
note from Laplace, telling him that the famous French mathematician had paid the 2000
franc fine for the greatest mathematition in the world and that he considered it an honour
to be able to lift this unmerited burdon from his friend’s shoulders.

Gauss had 7 PhD students. The following is a folk theorem.

Theorem . Almost every German mathematician is a descendant of Gauss.

Example. In the following list the predecessor is the PhD advisor of the successor.
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Gauss Helmstedt 1799

Bessel Göttingen 1810

Scherk Berlin 1823

Ernst Kummer Halle 1831

Hermann Schwarz Berlin 1864

Leon Lichtenstein Berlin 1909

Ernst Hoelder Leipzig 1926

H.H. Schaefer Leipzig 1951

W. Arendt Tübingen 1979

El Maati Ouhabaz Besancon 1992

Cesar Poupaud Bordeaux 2005

Exercise. Give a proof of the Theorem Hint: Gauss has 29792 descendants.
Given a mathematician, in view of the Theorem, it is not so much the problem to

prove the existence of a link to Gauss. The mathematical problem consists rather in
giving estimates of the number of scientific generations leading to Gauss.

Those are the so called GAUSSIAN ESTIMATES.
Virtually yours, Wolfgang Arendt

14th Letter

Dear Scholars of ISEM2006,
close to the end of the first phase of ISEM2006, let us go back to the foundations of

modern mathematics, to the bases which allow us our studies of heat kernels and their
effects on regularity and asymptotics as in today’s Lecture 14.

The starting point of modern mathematics falls in war time. It is the Thirty Years’
War which ravages Europe. But this time it brings not Napoleon, not the Bavarian-French
occupiers and English liberators to Ulm, as 200 and 100 years before, but it brings us - a
mathematician.

We cite the first lines of a book by Philip J. Davis and Reuben Hersh:
The modern world, our world of triumphant rationality, was born on November10,

1619, with a revelation and a nightmare. On that day, in a room in the small Bavarian
village of Ulm, Rene Descartes, a Frenchman, twenty-three years old, crawled into a wall
stove and, when he was well warmed, had a vision. It was the vision of the unification of
all science.

And E.T. Bell calls November10, 1619, the official birthday of analytical geometry
and of modern mathematics. He tells Descartes’ dreams as follows:
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In the first dream Descartes was revolved by a whirlwind and terrified by phantoms.
In his second dream he found himself observing a terrific storm with the unsuperstitious
eyes of science, and he noted that the storm, once seen for what it was, could do him
no harm. In the third dream, all was quiet and contemplative. An anthology of poetry
lay on the table . He opened it at random and read the verse of Ausonius ”Quod vitae
sectabor iter” (What path shall I take in life?).

Descartes said that he was filled with enthusiasm and that there had revealed to him,
as in the second dream, the magic key which would unlock the treasure house of nature
and put him in possession of the true foundation. What is this magic key? It is the
exploration ot natural phenomena by mathematics.

What was Descartes doing in Ulm? After his studies at the Jesuit College La Fleche
in Paris, at the age of eighteen, he found life in Paris too disturbing. To get a little peace,
Descartes decided to go to war. First he went to Holland under Prince Maurice of Orange.
Then he enlisted under the Elector of Bavaria, then waging war against Bohemia. In the
winter quarters near Ulm he found tranquillity and repose.

We do not know exactly what he discovered in Ulm. Of course he is the inventor of
Analytical Geometry , but he also discovered virtual velocity in mechanics. Had he also
a vision of virtual lecturing on heat kernels?

We still try to find the wall stove.
Virtually yours, Wolfgang Arendt
P.S. The citations are from:
Philip J. Davis, Reuben Hersh: Descartes’ Dream. The world according to mathe-

matics. Pinguin Books . London 1986
E.T. Bells: Men of Mathematics.New York 1932

15th Letter

Dear Scholars of ISEM05/06,
the last lecture is devoted to Spectral Theory.
The mathematical spectrum, as we use it today, had been defined by David Hilbert

in his work on integral equations early last century. Was it by chance or by ingeneous
intuition, that he chose this denomination? Only 25 years later the meaning could be fully
understood. In fact, it was von Neumann who introduced the notion of unbounded self-
adjoint operators and who gave the mathematical formulation of quantum theory in his
book: ”Mathematische Grundlagen der Quantentheorie” from 1932. And this formulation
is still entirely valid today with greatest success. Thus, an observable is described by a
self-adjoint operator, and the point spectrum corresponds to pure states. For example,
the hydrogen atom is described by a Schroedinger operator, i.e. the Laplacian plus the
Coulomb potential of the electron, and the mathematical spectrum of this operator is
precisely the spectrum of the atom we see.
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In today’s lecture , we learn that the spectrum does not depend on the functional
space we choose. This contrasts these equations coming from mathematical finance. In-
deed, Example 15.4.3 is nothing else than the Black-Scholes Equation.

So let us return to the Heat Equation . Our lectures started with Laplace. What was
his motivation to study this subject?

Laplace lived from March 23, 1827 to March 5, 1827. During his studies of Theology
at the University of Caen, he discovered his love of mathematics and his teacher Laplace’s
great mathematical talents. Laplace did not finish his studies at Caen but went to Paris
where he studied under direction of d’Alembert. His early work were major cotributions
to differential equations, to mathematical astronomy and to the theory of probability,
subjects on which he worked throughout his life.

It was in 1780 when Laplace made an excursion into a new area of science. Applying
quantative methods to a comparison of living and nonliving systems, Laplace and the
chemist Antoine Lavoisier, with the aid of an ice calorimeter that they had invented,
showed respiration to be a form of combustion. Athough Laplace soon returned to his
study of mathematical astronomy, this work with Lavoisier marked the beginning of a
third important area of research for Laplace, namely his work in physics, particuarly on
the theory of heat which he worked on towards the end of his career.

Laplace lived in a period full of political turbulence. During the Reign of Terror in
1893, together with Lavoisier, he was thrown off the commission to standardise measures,
becasuse of his lack of ”Republican virtues and hatred of kings”. He left Paris and lived
50km southeast of Paris until July 1794. The founder of modern Chemistry, Antoine
Lavoisier, was guillotined in May 1794.

You remember that Laplace examined and passed the 16 year old Napoleon in 1785.
Napoleon had great admiration for mathematics and under his reign, Laplace became
Minister of the Interior in 1799. Napoleon explained in his memoirs why he removed
Laplace from office merely after 6 weeks: ”...because he brought the spirit of the infinitely
small into the government”.

You know that Laplace never came to Ulm, but Napoleon did, not exactly for scientific
reasons. But, for scientific reasons, he founded the Ecole Normale in Paris in 1795 and
Laplace was one of the first to teach there. L’Ecole Normale is situated in the Rue d’Ulm,
and that is one reason why, today, Ulm is rather connected with mathematics than with
battles.

Wishing you an enjoyable and successful phase 2 of ISEM05/06,
virtually yours,
Wolfgang Arendt
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