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Abstract. Givenaclosed linear operator onaUMD-space,wecharacterize
maximal regularity of the non-homogeneous problem

u′ + Au = f

with periodic boundary conditions in terms ofR-boundedness of the resol-
vent. HereA is not necessarily generator of aC0-semigroup. As main tool
we prove an operator-valued discretemultiplier theorem.We also character-
ize maximal regularity of the second order problem for periodic, Dirichlet
and Neumann boundary conditions.

Classical theorems onLp-multipliers are no longer valid for operator-valued
functions unless the underlying space is isomorphic to a Hilbert space
(see Sect. 1 for precise statements of this result). However, recent work
of Clément-de Pagter-Sukochev-Witvliet [CPSW], Weis [W1], [W2] and
Clément-Pr̈uss [CP] show that the right notion in this context isR-bounded-
nessof sets of operators. This condition is strictly stronger than boundedness
in operator norm (besides in the Hilbert space) andmay be definedwith help
of theRademacher functions. And indeed,Weis [W1] showed thatMikhlin’s
classical theorem on Fourier multipliers onLp(R;X) holds if boundedness
is replaced byR-boundedness (see [CP] for another proof based on results
of Clément-de Pagter-Sukochev and Witvliet [CPSW]).

This research is part of the DFG-project: “Regularität und Asymptotik f̈ur elliptische und
parabolische Probleme”. The second author is supported by the Alexander-von-Humboldt
Foundation and the NSF of China.
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Motivation of these investigations are regularity problems for differential
equations in Banach spaces. Given the generatorA of a holomorphicC0-
semigroup, the problem ofmaximal regularityof the inhomogeneous prob-
lem

P0

{
u′(t) = Au(t) + f(t) t ∈ [0, 1]
u(0) = 0

with Dirichlet boundary conditions obtained much attention since the pi-
oneering articles of Da Prato-Grisvard [DG] and Dore-Venni [DV]. And
indeed, it is now possible to characterize maximal regularity of the problem
P0 in terms ofR-boundedness of the resolvent (see Weis [W1], [W2] and
Clément-Pr̈uss [CP]). In the present article we study maximal regularity of
the inhomogeneous problem with periodic boundary conditions

Pper

{
u′(t) = Au(t) + f(t) t ∈ [0, 2π]
u(0) = u(2π) .

Now it is no longer natural to suppose thatA is the generator of aC0-
semigroup.Wemerely assume thatA is a closed operator on aUMD-space.
One of our main results (Theorem 2.3) says thatPper is stronglyLp-well-
posed for1 < p < ∞ if and only if the set{k(ik − A)−1 : k ∈ Z} is
R-bounded.
In order to treat the periodic case we need a multiplier theorem in the dis-
crete case. Our main result of Sect. 1 is an operator-valued version of the
Marcinkiewicz theoremwhich is very easy to formulate. It turns out that this
discrete multiplier theorem is not only suitable for the treatment of the peri-
odic problemPper but gives an alternative approach to maximal regularity
forP0 (Sect. 5). It is possible to deduce our discretemultiplier theorem from
a more complicated version by̆Straklj and Weis [SW] whose formulation
and proof are quite involved. So we prefer to give a direct and easy proof in
Sect. 1.

Even though it became clear now thatR-boundedness of resolvents is the
right notion for maximal regularity, it is not easy to verify this condition in
concrete cases. In Sect. 4we showhowR-boundedness of|s|θ(is−A)−1 for
θ ∈ (0, 1) can be deduced from boundedness of|s|(is − A)−1 (s ∈ R).
This is used to prove that the mild solutions ofPper are Ḧolder continu-
ous. Again this result is true for arbitrary closed operators. We need some
preparation to clarify the notion of mild solution in Sect. 3. IfA generates
aC0-semigroupT , then it can be defined with help of the variation of con-
stant formula, and by a result of Prüss [Pr], mild well-posedness ofPper is
equivalent to(I − T (2π)) being invertible. We show in Sect. 3 that this in
turn is equivalent to((ik−A)−1)k∈Z being anLp-multiplier. An analogous
continuous version of this is proved by Latushkin and Shvydkoy [LS] in
recent work.
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Finally, in Sect. 6 we characterize strongLp-well-posedness of the sec-
ond order Cauchy problem with periodic, Dirichlet and Neumann boundary
conditions in terms ofR-boundedness. Again the results are valid for arbi-
trary closed operators.

Acknowledgements.The authors thank the referee for several valuable suggestions and
comments. They are most grateful to C. Le Merdy for illuminating information on Pisier’s
inequality and lacunary multipliers (cf. end of section 1).

1. The operator-valued Marcinkiewicz multiplier theorem

Let X be a complex Banach space. We consider the Banach space
Lp(0, 2π;X) with norm

‖f‖p :=

 2π∫
0

‖f(t)‖pdt


1
p

where1 ≤ p < ∞. Forf ∈ Lp(0, 2π;X) we denote by

f̂(k) :=
1
2π

2π∫
0

e−iktf(t)dt

the k-th Fourier coefficient off , wherek ∈ Z. For k ∈ Z, x ∈ X we
let ek(t) = eikt and(ek ⊗ x)(t) = ek(t)x (t ∈ R). Then forxk ∈ X,
k = −m,−m + 1, . . . ,m,

f =
m∑

k=−m
ek ⊗ xk

is the trigonometric polynomial given by

f(t) =
m∑

k=−m
eiktxk (t ∈ R) .

Thenf̂(k) = 0 if |k| > m. The spaceT(X) of all trigonometric polynomi-
als is dense inLp(0, 2π;X). In fact, letf ∈ Lp(0, 2π;X). Then by Fejer’s
theorem, one has

f = lim
n→∞σn(f)(1.1)

in Lp(0, 2π;X) where

σn(f) :=
1

n + 1

n∑
m=0

m∑
k=−m

ek ⊗ f̂(k) .
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As an immediate consequence we note theUniqueness Theorem. Let f ∈
L1(0, 2π;X).

a) If f̂(k) = 0 for all k ∈ Z, thenf(t) = 0 t−a.e.
b) If f̂(k) = 0 for all k ∈ Z \ {0}, thenf(t) = f̂(0) t−a.e.
LetX,Y be Banach spaces and letL(X,Y ) be the set of all bounded linear
operators fromX to Y . If (Mk)k∈Z ⊂ L(X,Y ) is a sequence, we consider
the associated linear mapping

M : T(X) → T(Y )

given by

M

(∑
k

ek ⊗ xk

)
=
∑
k

ek ⊗ Mkxk .

We say that the sequence(Mk)k∈Z is anLp-multiplier, if there exists a
constantC such that∥∥∥∥∥∑

k

ek ⊗ Mkxk

∥∥∥∥∥
p

≤ C

∥∥∥∥∥∑
k

ek ⊗ xk

∥∥∥∥∥
p

for all trigonometric polynomials
∑
k

ek ⊗ xk.

Proposition 1.1. Let (Mk)k∈Z ⊂ L(X,Y ) be a sequence, then the follow-
ing two statements are equivalent

(i) (Mk)k∈Z is anLp-multiplier.
(ii) For eachf ∈ Lp(0, 2π;X) there existsg ∈ Lp(0, 2π;Y ) such that

ĝ(k) = Mkf̂(k) for all k ∈ Z .

In that case there exists a unique operatorM ∈ L(Lp(0, 2π;X),
Lp(0, 2π;Y )) such that

(Mf )̂(k) = Mkf̂(k) (k ∈ Z)(1.2)

for all f ∈ Lp(0, 2π;X). We callM the operator associated with(Mk)k∈Z.
One has

Mf = lim
n→∞

1
n + 1

n∑
m=0

m∑
k=−m

ek ⊗ Mkf̂(k)(1.3)

in Lp(0, 2π;Y ) for all f ∈ Lp(0, 2π;X).
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Proof. (i) ⇒ (ii). DefineM̃ : T(X) → T(Y ) by M̃(
∑

ek ⊗ xk) =∑
ek ⊗ Mkxk. Then by the assumption,̃M has a unique extensionM ∈

L(X,Y ). Then (1.3) follows by continuity. Clearly, (1.3) implies (1.2).
(ii) ⇒ (i). DefineMf = g with ĝ(k) = Mkf̂(k) (k ∈ Z). Then the
uniqueness theorem and closed graph theorem show that
M ∈ L(Lp(0, 2π;X), Lp(0, 2π;Y )). ��

Let 1 ≤ q < ∞. Denote byrj thej-th Rademacher function on[0, 1].
Forx ∈ X we denote byrj ⊗ x the vector-valued functiont �→ rj(t)x.

Definition 1.2. A family T ⊂ L(X,Y ) is calledR-boundedif there exist
cq ≥ 0 such that∥∥∥∥∥∥

n∑
j=1

rj ⊗ Tjxj

∥∥∥∥∥∥
Lq(0,1;X)

≤ cq

∥∥∥∥∥∥
n∑
j=1

rj ⊗ xj

∥∥∥∥∥∥
Lq(0,1;X)

(1.4)

for all T1, . . . , Tn ∈ T, x1, · · · , xn ∈ X andn ∈ N, where1 ≤ q < ∞.
By Kahane’s inequality [LT, Theorem 1.e.13] if such constantcq exists for
someq ∈ [1,∞), there also exists such constant for allq ∈ [1,∞). We
denote byRq(T) the smallest constantcq such that (1.4) holds. Sometimes
we say thatT is R-bounded inL(X,Y ) to be more precise.

The concept ofR-boundedness (readRademacher boundednessor ran-
domized boundedness) was introduced by Bourgain [Bo]. It is fundamen-
tal to recent work of Cĺement-de Pagter-Sukochev-Witvliet [CPSW], Weis
[W1], [W2], S̆trkalj-Weis [SW]andCĺement-Pr̈uss [CP].Wewill use several
basic results of [CPSW].

Now we can formulate the following multiplier theorem which is the
discrete analog of the operator-valued version of Mikhlin’s theorem due to
Weis [W1] (see also [CP]).

Theorem 1.3 (Marcinkiewicz operator-valued multiplier theorem).Let
X,Y beUMD-spaces.LetMk ∈ L(X,Y ) (k ∈ Z). If thesets{k(Mk+1−
Mk) : k ∈ Z} and{Mk : k ∈ Z} areR-bounded, then(Mk)k∈Z is anLp-
multiplier for 1 < p < ∞.

We need the following definition. LetN0 = N ∪ {0}.
Definition 1.4. An unconditional Schauder compositionof X is a family
{∆k : k ∈ N0} of projection inL(X) such that

(a) ∆k∆� = 0 if k �= &

(b)
∞∑
k=0

∆π(k)x = x for all x ∈ X and for each permutationπ : N0 → N0.
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The basic example for our purposes is the following

Example 1.5.Let X be a UMD-space. Fork ∈ N define∆kf =∑
2k≤|m|<2k+1

em⊗ f̂(m) and∆0f = e−1 ⊗ f̂(−1)+ e0 ⊗ f̂(0)+ e1 ⊗ f̂(1),

(f ∈ Lp(0, 2π;X)). Then(∆k)k∈N0 is an unconditional Schauder decom-
position ofLp(0, 2π;X).

The proof of this result is due to Bourgain [Bo]. However, in the case
whereX = Lp(Ω), 1 < p < ∞, it can be deduced from the scalar case
which is a central part of classical Littlewood-Paley theory (see [EG]).

The following lemma due to Clément-de Pagter-Sukochev-Witvliet
[CPSW, Theorem 3.4] gives a sufficient condition for multipliers with re-
spect to an unconditional Schauder decomposition.

Proposition 1.6. Let (∆k)k∈N0 be an unconditional Schauder decomposi-
tion of a Banach spaceX. Let{Tk : k ∈ N0} ⊂ L(X) be anR-bounded
sequence such that

Tk∆k = ∆kTk

for all k ∈ N. Then

Tx =
∞∑
k=0

Tk∆kx

converges for allx ∈ X and defines an operatorT ∈ L(X).

Besides Proposition 1.6 we need the following properties for the proof of
the multiplier theorem.

Lemma 1.7 (Kahane’s contraction principle [LT]). One has∥∥∥∥∥∥
m∑
j=1

rj ⊗ λjxj

∥∥∥∥∥∥
p

≤ 2 max
j=1,...,m

|λj |
∥∥∥∥∥∥
m∑
j=1

rj ⊗ xj

∥∥∥∥∥∥
p

for all λ1, . . . , λm ∈ C, x1, . . . , xm ∈ X.

Lemma 1.8. LetS,T ⊂ L(X) beR-bounded sets. ThenS · T = {S · T :
S ∈ S, T ∈ T} is R-bounded and

Rp(ST ) ≤ Rp(S) · Rp(T) .

This is easy to see.

Lemma 1.9 ([CPSW, Lemma 3.2]).If S ⊂ L(X,Y ) is R-bounded, then

Rp(coS) ≤ 2Rp(S)
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(1 ≤ p < ∞) where

coS =


m∑
j=1

λjSj : Sj ∈ S , λj ∈ C ,

m∑
j=1

|λj | ≤ 1,m ∈ N

 .

If X is aUMD-space, then by a result of Burkholder [Bur],

R

(
N∑

k=−N
ek ⊗ xk

)
=

N∑
k=0

ek ⊗ xk

defines anLp-multiplier R for 1 < p < ∞, which is called theRiesz-
projection.

We need the following easy consequence.

Lemma 1.10. LetX be aUMD-space and1 < p < ∞. Define the pro-
jectionsP� onLp(0, 2π;X) by

P�(
∑
k∈Z

ek ⊗ xk) =
∑
k≥�

ek ⊗ xk .

Then the set{P� : & ∈ Z} is R-bounded inL(Lp(0, 2π;X)).

Proof. For n ∈ Z let Sn ∈ L(Lp(0, 2π;X)) be Snf = e−n · f . Then
P� = S−�RS�. SinceR is a bounded operator, it suffices to show that the set
{S� : & ∈ Z} isR-bounded inL(Lp(0, 2π;X)). This is an easy consequence
of Kahane’s contraction principle. ��
Proof of Theorem 1.3.a) We assume thatX = Y . Let Z = {f ∈
Lp(0, 2π;X) : f̂(k) = 0 for all k < 0}. Since the Riesz-projection is
bounded it suffices to show that for some constantC > 0∥∥∥∥∥

N∑
k=0

ek ⊗ Mkxk

∥∥∥∥∥
p

≤ C

∥∥∥∥∥
N∑
k=0

ek ⊗ xk

∥∥∥∥∥
p

wheneverx0, . . . , xN ∈ X. DefineQn ∈ L(Z) by

Qnf =
∑

2n−1≤k<2n

ek ⊗ f̂(k) for n ∈ N

andQ0f = e0 ⊗ f̂(0). It follows from Example 1.5 and the boundedness
of the Riesz-projection, that the sequence(Qn)n∈N0 is an unconditional
Schauder decomposition ofZ. For eachk ∈ N0 defineAk ∈ L(Z) by
(Akf)(t) = Mkf(t) (t ∈ [0, 2π]). It follows from the assumption and
Fubini’s Theorem that the sets{Ak : k ∈ Z} and{k(Ak+1 −Ak) : k ∈ Z}
areR-bounded inL(Z).
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Now letf =
∑
k≥0

ek ⊗ xk ∈ Z be a trigonometric polynomial. Let

Tf =
∑
k≥0

ek ⊗ Mkxk

=
∑
n≥0

Qn

∑
k≥0

ek ⊗ Mkxk


=

∑
n≥1

[
2n−1∑
k=2n−1

(Pk − Pk+1)Ak

]
· Qn

∑
k≥0

ek ⊗ xk

+(P0 − P1)Q0
∑
k≥0

ek ⊗ xk .

Thus

T =
∑
n≥1

[
2n−1∑
k=2n−1

Ak(Pk − Pk+1)

]
Qn + (P0 − P1)A0Q0

=
∑
n≥1

A2n−1P2n−1Qn −
∑
n≥1

A2n−1P2nQn

+
∑
n≥1

 2n−1∑
k=2n−1+1

(Ak − Ak−1)Pk

Qn + (P0 − P1)A0Q0

Since(Qn)n∈N0 is anunconditional Schauder decomposition ofZ byPropo-
sition 1.6 andLemma1.8,

∑
n≥1

A2n−1P2n−1Qn ,
∑
n≥1

A2n−1P2nQn and(P0−
P1)A0Q0 definebounded linear operators onZ. In order to estimate the third

term observe that
2n−1∑

k=2n−1+1

1
k−1 ≤ 1. Hence by Lemma 1.9 and 1.8,

Rp


2n−1∑

k=2n−1+1

Pk(Ak − Ak−1) : n ∈ N




= Rp


2n−1∑

k=2n−1+1

1
k − 1

(k − 1)(Ak − Ak−1)Pk : n ∈ N




≤ 2Rp({(k − 1)(Ak − Ak−1)Pk : k ∈ N}
≤ 2Rp{k(Ak+1 − Ak) : k ∈ Z} · Rp({Pk : k ∈ Z}) < ∞ .

This finishes the proof ifX = Y .
b) Nowwe consider the general case. SinceX andY areUMD-spaces, also
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X⊕Y is aUMD-space.DefinẽMk ∈ L(X⊕Y )byM̃k(x, y) = (0,Mkx).
It follows from the case a) that(M̃k)k∈Z is anLp-multiplier. It is easy to see
that this implies that(Mk)k∈Z is anLp-multiplier (1 < p < ∞). ��

Next we show that, conversely,R-boundedness is a necessary condition
for Lp-multipliers.

Proposition 1.11. Let X be a Banach space and let(Mk)k∈Z be anLp-
multiplier, where1 ≤ p < ∞. Then the set{Mk : k ∈ Z} is R-bounded.

Proof. By Kahane’s contraction principle we have forηj ∈ R, xj ∈ X∥∥∥∥∥∥
∑
j

rj ⊗ eiηjxj

∥∥∥∥∥∥
Lp(0,1;X)

≤ 2

∥∥∥∥∥∥
∑
j

rj ⊗ xj

∥∥∥∥∥∥
Lp(0,1;X)

= 2

∥∥∥∥∥∥
∑
j

rj ⊗ e−iηjeiηjxj

∥∥∥∥∥∥
Lp(0,1;X)

≤ 4

∥∥∥∥∥∥
∑
j

rj ⊗ eiηjxj

∥∥∥∥∥∥
Lp(0,1;X)

.

By assumption there existsc ≥ 0 such that∥∥∥∥∥∑
k

ek ⊗ Mkxk

∥∥∥∥∥
Lp(0,2π;X)

≤ c

∥∥∥∥∥∑
k

ek ⊗ xk

∥∥∥∥∥
Lp(0,2π;X)

.

Hence for allt ∈ [0, 2π]∥∥∥∥∥∥
∑
j

rj ⊗ Mjxj

∥∥∥∥∥∥
Lp(0,1;X)

≤ 2

∥∥∥∥∥∥
∑
j

rj ⊗ ej(t)Mjxj

∥∥∥∥∥∥
Lp(0,1;X)

.

Integrating overt ∈ [0, 2π] yields

2π

∥∥∥∥∥∥
∑
j

rj ⊗ Mjxj

∥∥∥∥∥∥
p

Lp(0,1;X)

≤

2p
∫ 2π

0

∫ 1

0

∥∥∥∥∥∥
∑
j

rj(s)ej(t)Mjxj

∥∥∥∥∥∥
p

dsdt =

2p
∫ 1

0

∫ 2π

0

∥∥∥∥∥∥
∑
j

ej(t)rj(s)Mjxj

∥∥∥∥∥∥
p

dtds ≤
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2pcp
∫ 1

0

∥∥∥∥∥∥
∑
j

ej(t)rj(s)xj

∥∥∥∥∥∥
p

dtds =

2pcp
∫ 2π

0

∥∥∥∥∥∥
∑
j

rj ⊗ ej(t)xj

∥∥∥∥∥∥
p

Lp(0,1;X)

dt ≤

2pcp2p
∫ 2π

0

∥∥∥∥∥∥
∑
j

rj ⊗ xj

∥∥∥∥∥∥
p

Lp(0,1;X)

dt =

2pcp2p2π‖
∑
j

rj ⊗ xj‖pLp(0,1;X) .

ThusRp{Mk : k ∈ Z} ≤ 4c. ��
We conclude this section by several comments about optimality of the

operator-valued Marcinkiewicz theorem above (Theorem 1.3).
First of all we remark that on a Hilbert spaceX each bounded sequence

(Mk)k∈Z ⊂ L(X) is anL2-multiplier. This follows from the fact that the
Fourier transform given by

f ∈ L2(0, 2π;X) �→ (f̂(k))k∈Z ∈ &2(X)

is an isometric isomorphism ifX is a Hilbert space. On the other hand, if
X is not isomorphic to a Hilbert space then there always exists a bounded
sequence(Mk)k∈Z ⊂ L(X), which may even be chosen lacunary, such that
(Mk)k∈Z is not anL2-multiplier.

This phenomenon had been discovered by G. Pisier (unpublished). We
want to explain this in more detail and give some extensions showing in
particular thatTheorem1.3holdsmerelyonHilbert spaces ifR-boundedness
is replaced by boundedness.

A sequence(Mk)k∈Z ⊂ L(X) is called lacunary if Mk = 0 for all
k ∈ Z \ {±2m : m ∈ N0} ∪ {0}. We recall the following inequality due to
Pisier [Pi1]: for1 ≤ p < ∞, there existα, β > 0 such that

α

∥∥∥∥∥∥
∑
j

rj ⊗ xj

∥∥∥∥∥∥
Lp(0,1;X)

≤
∥∥∥∥∥∥
∑
j

e2j ⊗ xj

∥∥∥∥∥∥
Lp(0,2π;X)

≤ β

∥∥∥∥∥∥
∑
j

rj ⊗ xj

∥∥∥∥∥∥
Lp(0,1;X)

which holds for allxj ∈ X, whereX is an arbitrary Banach space.
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Recall that a Banach spaceX isof type1 ≤ p ≤ 2 if, there existsC > 0
such that forx1, x2, · · · , xn ∈ X, we have∥∥∥∥∥∥

n∑
j=1

rj ⊗ xj

∥∥∥∥∥∥
L2(0,1;X)

≤ C

 n∑
j=1

‖xj‖p
1/p

.

X is of cotype2 ≤ q ≤ ∞ if, there existsC ′ > 0 such that forx1, x2, · · · ,
xn ∈ X, we have

(
n∑
j=1

‖xj‖q)1/q ≤ C ′‖
n∑
j=1

rj ⊗ xj‖L2(0,1;X).

(with the usualmodification ifq = ∞) [Pi2] (see also [LT]). It is well known
that every Banach space is of type1 and of cotype∞, and for every measure
space(Ω,Σ, µ) and for every1 ≤ p < ∞, the spaceLp(Ω,Σ, µ) is of type
Min(2, p) and of cotypeMax(2, p). Kwapien has shown that a Banach
spaceX is isomorphic to a Hilbert space if and only ifX is of type2 and
of cotype2 [Kw] (see also [LT, p. 73, 74]). Finally, a Banach space is said
to have a non trivial type if it is of typep for some1 < p ≤ 2.

Proposition 1.12. Let X be a Banach space and1 < p < ∞. Then the
following assertions are equivalent:

(i) X has a non trivial type;
(ii) for every Banach spaceY , each lacunaryR-bounded sequence in

L(X,Y ) defines anLp-multiplier;
(iii) each lacunaryR-bounded sequence inL(X) defines anLp-multiplier.

Proof. (i) ⇒ (ii). Assume thatX has a non trivial type and letY be a
Banach space. By Lemma 6 of [Le] (see also [Pi2]), there existsC > 0 such
that forf ∈ Lp(0, 2π;X),∥∥∥∥∥∥

∑
n≥0

e2n ⊗ f̂(2n)

∥∥∥∥∥∥
Lp(0,2π;X)

≤ C‖f‖Lp(0,2π;X)

∥∥∥∥∥∥
∑
n≥0

e−2n ⊗ f̂(−2n)

∥∥∥∥∥∥
Lp(0,2π;X)

≤ C‖f‖Lp(0,2π;X).

Let (Mk)k∈Z ⊂ L(X,Y ) be a lacunaryR-bounded sequence. By Pisier’s
inequality,∥∥∥∥∥∑

k∈Z

ek ⊗ Mkf̂(k)

∥∥∥∥∥
Lp(0,2π;Y )
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≤
∥∥∥∥∥∥
∑
k≥0

ek ⊗ Mkf̂(k)

∥∥∥∥∥∥
Lp(0,2π;Y )

+

∥∥∥∥∥∑
k<0

ek ⊗ Mkf̂(k)

∥∥∥∥∥
Lp(0,2π;Y )

≤ β


∥∥∥∥∥∥
∑
k≥0

rk+1 ⊗ M2k f̂(2k)

∥∥∥∥∥∥
Lp(0,1;Y )

+

∥∥∥∥∥∥
∑
k≥0

rk+1 ⊗ M−2k f̂(−2k)

∥∥∥∥∥∥
Lp(0,1;Y )

+ ‖M0‖‖f‖Lp(0,2π;X)

≤ βRp(Mk : k ∈ Z)


∥∥∥∥∥∥
∑
k≥0

rk+1 ⊗ f̂(2k)

∥∥∥∥∥∥
Lp(0,1;X)

+

∥∥∥∥∥∥
∑
k≥0

rk+1 ⊗ f̂(−2k)

∥∥∥∥∥∥
Lp(0,1;X)

+ ‖M0‖‖f‖Lp(0,2π;X)

≤ α−1βRp(Mk : k ∈ Z)


∥∥∥∥∥∥
∑
k≥0

e2k ⊗ f̂(2k)

∥∥∥∥∥∥
Lp(0,2π;X)

+

∥∥∥∥∥∥
∑
k≥0

e−2k ⊗ f̂(−2k)

∥∥∥∥∥∥
Lp(0,2π;X)

+ ‖M0‖‖f‖Lp(0,2π;X)

≤ (2α−1βCRp(Mk : k ∈ Z) + ‖M0‖)‖f‖Lp(0,2π;X) .

This shows that(Mk)k∈Z is anLp-multiplier.
(ii) ⇒ (iii) is trivial by takingY = X.
(iii) ⇒ (i). Assume that every lacunaryR-bounded sequence(Mk)k∈Z ⊂
L(X) defines anLp-multiplier. DefineMk = I if k = 2n for somen ∈ N0
andMk = 0 otherwise. Then(Mk)k∈Z is lacunary andR-bounded, by
assumption there existsC ′ > 0 such that forf ∈ Lp(0, 2π;X),∥∥∥∥∥∥

∑
n≥0

e2n ⊗ f̂(2n)

∥∥∥∥∥∥
Lp(0,2π;X)

≤ C ′‖f‖Lp(0,2π;X).

This implies that the closed subspace ofLp(0, 2π;X) generated by{e2n ⊗
xn : n ∈ N0, xn ∈ X} is complemented inLp(0, 2π;X). By Lemma 6 of
[Le] X has a non trivial type. ��
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If X is isomorphic to a Hilbert space, then a subsetT of L(X) is R-
bounded if and only if it is bounded. Actually the following more general
proposition holds. The authors are indebted to C. Le Merdy and G. Pisier
for communicating them this result. We include the short proof for com-
pleteness.

Proposition 1.13. LetX andY be Banach spaces. Then the following as-
sertions are equivalent:

(i) X is of cotype2 andY is of type2;
(ii) Each bounded subset inL(X,Y ) is R-bounded.

Proof. Assume thatX is of cotype2 andY is of type2. LetM ⊂ L(X,Y )
be a bounded subset and letC,C ′ > 0 be the constants in the definitions
of type and cotype. Then forT1, T2, · · · , Tn ∈ M, x1, x2, · · · , xn ∈ X, we
have∥∥∥∥∥∥

n∑
j=1

rj ⊗ Tjxj

∥∥∥∥∥∥
L2(0,1;Y )

≤ C(
n∑
j=1

‖Tjxj‖2)1/2

≤ CsupT∈M‖T‖
 n∑
j=1

‖xj‖2

1/2

≤ CC ′supT∈M‖T‖
∥∥∥∥∥∥
n∑
j=1

rj ⊗ xj

∥∥∥∥∥∥
L2(0,1;X)

.

This shows thatM isR-bounded.
Conversely, assume that each bounded set inL(X,Y ) isR-bounded. Let

e ∈ X, e∗ ∈ X∗ such that〈e, e∗〉 = ‖e‖ = ‖e∗‖ = 1.
Then the setT = {e∗ ⊗y : y ∈ Y , ‖y‖ ≤ 1} isR-bounded, by assumption.
Let y1, . . . , ym ∈ Y . ThenTj = e∗ ⊗ yj

‖yj‖ ∈ T. Hence∥∥∥∥∥∥
m∑
j=1

rj ⊗ yj

∥∥∥∥∥∥
L2(0,1;Y )

=

∥∥∥∥∥∥
m∑
j=1

rj ⊗ ‖yj

∥∥∥∥∥∥ · Tje‖L2(0,1;Y )

≤ R2(T)

∥∥∥∥∥∥
m∑
j=1

rj⊗
∥∥∥∥∥∥ yj‖ · e‖L2(0,1;X)

= R2(T)

 m∑
j=1

‖yj‖2

 1
2

.
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This shows thatY is of type2. In order to prove thatX is of cotype2, let
α := R2({x∗ ⊗ f : x∗ ∈ X∗, ‖x∗‖ ≤ 1}) which is finite by assumption,
wheref ∈ Y, ‖f‖ = 1 is fixed. Letx1, . . . , xm ∈ X. Choosex∗

j ∈ X∗
such that‖x∗

j‖ = 1 and〈x∗
j , xj〉 = ‖xj‖. LetSj = x∗

j ⊗ f . Then m∑
j=1

‖xj‖2

1/2

=

∥∥∥∥∥∥
m∑
j=1

rj ⊗ ‖xj

∥∥∥∥∥∥ · f‖L2(0,1;Y )

=

∥∥∥∥∥∥
m∑
j=1

rj ⊗ Sjxj

∥∥∥∥∥∥
L2(0,1;Y )

≤ α

∥∥∥∥∥∥
m∑
j=1

rj ⊗ xj

∥∥∥∥∥∥
L2(0,1;X)

.

This proves thatX is of cotype2. ��
In view of Proposition 1.13 we may now formulate the following inter-

esting special case of the Marcinkiewicz multiplier theorem.

Corollary 1.14. Let X = Lp1(Ω,Σ, µ), Y = Lp2(Ω,Σ, µ) where1 <
p1 ≤ 2 ≤ p2 < ∞ and(Ω,Σ, µ) is a measure space. Then each bounded
sequence(Mk)k∈Z in L(X,Y ) satisfyingsupk∈Z ‖k(Mk+1 − Mk)‖ < ∞
is anLp-multiplier for each1 < p < ∞.

Proposition 1.13 shows that in Proposition 1.12R-boundednessmay not
be replaced by boundedness, unlessX is a Hilbert space. More precisely,
the following holds.

Proposition 1.15. LetX be a Banach space and1 < p < ∞. The following
assertions are equivalent:

(i) X is isomorphic to a Hilbert space;
(ii) Each bounded lacunary sequence inL(X) is anLp-multiplier.

Proof. (i) ⇒ (ii). LetX be a Banach space isomorphic to a Hilbert space
and(Mk)k∈Z beabounded lacunary sequence. Then(Mk)k∈Z isR-bounded
by Proposition 1.13 asX is of type2 and of cotype2 (or by direct verifica-
tion). Proposition 1.12 shows that the sequence is anLp-multiplier.
(ii) ⇒ (i). It follows from the assumption and Proposition 1.11 that each
bounded sequence inL(X) is R-bounded. By Proposition 1.13 and
Kwapien’s Theorem, this implies thatX is isomorphic to a Hilbert space.

��
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Remark 1.16.UsingProposition 1.12 and the same argument as in the proof
of Proposition 1.15, we can easily establish the following: IfX has a non
trivial type, thenX is of cotype2 andY is of type2 if and only if each
bounded lacunary sequence inL(X,Y ) is anLp-multiplier.

The following proposition shows that we can not replace theR-bounded-
ness in Theorem 1.3 by boundedness in operator norm unless the underlying
Banach spacesX is of cotype 2 andY is of type 2 (whenX = Y , this is
equivalent to say thatX is isomorphic to a Hilbert space).

Proposition 1.17. LetX andY beUMD-spaces. Then the following as-
sertions are equivalent:

(i) X is of cotype 2 andY is of type 2;
(ii) There exists1 < p < ∞ such that each sequence(Mk)k∈Z ⊂ L(X,Y )

satisfyingsupk∈Z ‖Mk‖ < ∞ andsupk∈Z ‖k(Mk+1 − Mk)‖ < ∞ is
anLp-multiplier.

Proof. (i) ⇒ (ii). Assume thatX is of cotype 2 andY is of type 2, then by
Proposition 1.13 each bounded subset inL(X,Y ) is actuallyR-bounded,
so the result follows from Theorem 1.3.

(ii) ⇒ (i).Assume that for some1 < p < ∞, eachsequence(Mk)k∈Z ⊂
L(X,Y )satisfyingsupk∈Z ‖Mk‖ < ∞andsupk∈Z ‖k(Mk+1−Mk)‖ < ∞
defines anLp-multiplier. Let(Mk)k≥0 ⊂ L(X,Y ) be a bounded sequence.
Define(Nn)n∈Z ∈ L(X,Y ) by

Nn =


0 if n ≤ 0
Mk if n = 2k for somek ≥ 0

Mk + n−2k

2k (Mk+1 − Mk) if 2k ≤ n < 2k+1 for somek ≥ 0 .

Then one can easily verify that

sup
n∈Z

‖Nn‖ = sup
k≥0

‖Mk‖ < ∞

sup
n∈Z

‖n(Nn+1 − Nn)‖ ≤ 4 sup
k≥0

‖Mk‖ < ∞.

Therefore the sequence(Nn)n∈Z is anLp-multiplier by assumption. By
Proposition 1.11 this implies that the sequence(Nn)n∈Z is R-bounded, in
particular the sequence(Mk)k≥0 is R-bounded. We deduce from this that
each bounded subset inL(X,Y ) is actuallyR-bounded, By Proposition
1.13, this implies thatX is of cotype 2 andY is of type 2. ��

Finally, we remark that in the scalar case more general conditions are
known to be sufficient in Theorem 1.3. Let(Mk)k∈Z be a bounded scalar
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sequence. Instead of assuming thatk(Mk+1 − Mk) is bounded, it suffices
to assume that

sup
j∈N

∑
2j≤|k|<2j+1

|Mk+1 − Mk| < ∞

in order to deduce that(Mk)k∈Z is anLp-multiplier for 1 < p < ∞ (see
[EG, Chapter 8]). This is the classical Marcinkiewicz multiplier theorem.
S̆trkalj and Weis [SW] give an operator-valued version of this result, where
the absolute value is replaced by a certain norm‖ ‖T which is defined as
the gauge function of anR-bounded setT in L(X). Actually, our Theorem
1.3 can be deduced from the results in [SW], but the proofs given there are
more complicated. They depend in particular on the work by Zimmermann
[Zi].

2. StrongLp-well posedness of the periodic problem

We first introduce periodic Sobolev spaces. LetX be a Banach space.

Lemma 2.1. Let 1 ≤ p < ∞ and letu, u′ ∈ Lp(0, 2π;X). The following
are equivalent:

(i)
2π∫
0
u′(t)dt = 0 and there existsx ∈ X such that

u(t) = x +

t∫
0

u′(s)ds a.e. on[0, 2π] ;

(ii) (u′)̂(k) = ikû(k) (k ∈ Z).

Proof. (i) ⇒ (ii). Let k ∈ Z \ {0}. Integration by parts yields,

û(k) =
1
2π

2π∫
0

e−ikt
t∫

0

u′(s)dsdt =
1
ik

û′(k) .

Sinceû′(0) = 1
2π

2π∫
0
u′(s)ds = 0, assertion(ii) is proved.

(ii) ⇒ (i). Let v(t) =
t∫
0
u′(s)ds. Sinceû′(0) = 0 one hasv(2π) = 0. As

above one haŝv(k) = 1
ik û

′(k) = û(k) for k ∈ Z \ {0}. Thusu − v is a
constant function. ��
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If u ∈ Lp(0, 2π;X), then there exists at most oneu′ ∈ Lp(0, 2π;X)
such that the equivalent conditions of Lemma 2.1 are satisfied. We denote
by H1,p

per the space of allu ∈ Lp(0, 2π;X) such that there existsu′ ∈
Lp(0, 2π;X) such that the equivalent conditions of Lemma 2.1 are satisfied.
If u ∈ H1,p

per, it follows from(i) thatuhas aunique continuous representative.
We always identifyu with this continuous function. Thus we have

u(t) = u(0) +

t∫
0

u′(s)ds (t ∈ [0, 2π])

andu(0) = u(2π) for all u ∈ H1,p
per.

Next we describe multipliers mappingLp(0, 2π;X) intoH1,p
per.

Lemma 2.2. Let 1 ≤ p < ∞. Let Mk ∈ L(X) (k ∈ Z). The following
assertions are equivalent:

(i) (Mk)k∈Z is anLp-multiplier such that the associated operatorM ∈
L(Lp(0, 2π;X)) mapsLp(0, 2π;X) into H1,p

per;
(ii) (kMk)k∈Z is anLp-multiplier.

Proof. (i) ⇒ (ii). Let f ∈ Lp(0, 2π;X). By assumption, there existsg ∈
H1,p
per such that̂g(k) = Mkf̂(k) (k ∈ Z). Henceĝ′(k) = ikMkf̂(k)(k ∈

Z).
(ii) ⇒ (i). Let f ∈ Lp(0, 2π;X). By assumption, there existsv ∈
Lp(0, 2π;X) such thatikMkf̂(k) = v̂(k) for all k ∈ Z. In particular,
2π∫
0
v(t)dt = 2πv̂(0) = 0. Let w(t) =

t∫
0
v(s)ds. Then fork ∈ Z \ {0},

ŵ(k) = 1
ik v̂(k) = Mkf̂(k). Let u = w + e0 ⊗ (M0f̂(0) − ŵ(0)). Then

u(t) = x +
t∫
0
v(s)ds wherex = u(0). Henceu ∈ H1,p

per. Moreover,

û(k) = ŵ(k) = Mkf̂(k) for k ∈ Z \ {0} andû(0) = M0f̂(0). ��
Now letAbeaclosedoperator onX. For1 ≤ p < ∞,f ∈ Lp(0, 2π;X),

we consider the problem

Pper

{
u′(t) = Au(t) + f(t) t ∈ (0, 2π)
u(0) = u(2π) .

By a strongLp-solutionwe understand a functionu ∈ H1,p
per such that

u(t) ∈ D(A) andu′(t) = Au(t) + f(t) for almost allt ∈ [0, 2π].
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Theorem 2.3 (StrongLp-well-posedness).Assume thatX is a UMD-
space. Let1 < p < ∞. Then the following assertions are equivalent:

(i) For eachf ∈ Lp(0, 2π;X) there is a unique strongLp-solution of
Pper;

(ii) iZ ⊂ 8(A) and(kR(ik, A))k∈Z is anLp-multiplier;
(iii) iZ ⊂ 8(A) and the sequence(kR(ik, A))k∈Z is R-bounded.

We say thatPper is stronglyLp-well-posedif these equivalent conditons
hold.

Proof. (i) ⇒ (ii). Letk ∈ Z. Lety ∈ X,f = ek⊗y. There existsu ∈ H1,p
per

such thatu′ = Au + f . Taking Fourier transforms on both sides we obtain
that û(k) ∈ D(A) andikû(k) = û′(k) = Aû(k) + f̂(k) = Aû(k) + y.
Thus(ik − A) is surjective. If(ik − A)x = 0, thenu(t) = ek ⊗ x defines
a periodic solution ofu′ = Au. Henceu = 0 by the assumption of unique-
ness. We have shown that(ik−A) is bijective. SinceA is closed we deduce
thatik ∈ 8(A).
Nextweshow that(kR(ik,A))k∈Z is anLp-multiplier. Letf ∈ Lp(0, 2π;X).
By assumption, there exists a uniqueu ∈ H1,p

per such thatu′ = Au + f .
Taking Fourier transforms, we deduce thatû(k) ∈ D(A) and ikû(k) =
Aû(k) + f̂(k); i.e., û(k) = R(ik, A)f̂(k) for all k ∈ Z. Consequently,
û′(k) = ikû(k) = ikR(ik, A)f̂(k) for all k ∈ Z. This proves the claim.
(ii) ⇒ (i). Letf ∈ Lp(0, 2π;X). By Lemma2.2 thereexistsu ∈ H1,p

per such
thatû(k) = R(ik, A)f̂(k) for all k ∈ Z. SinceAR(ik, A) = ikR(ik, A)−
I, the sequence(AR(ik, A))k∈Z ⊂ L(X) is anLp-multiplier. Observe that
A−1 is an isomorphism ofX ontoD(A) (seen as a Banach space with
the graph norm). Hence,(R(ik, A))k∈Z is anLp-multiplier inL(X,D(A)).
This shows thatu ∈ Lp(0, 2π;D(A)). Since û′(k) = ikû(k) =
ikR(ik, A)f̂(k) = AR(ik, A)f̂(k) + f̂(k) = Aû(k) + f̂(k) for all k ∈ Z,
one hasu′ = Au+ f by the uniqueness theorem; i.e.,u is a strong solution
of Pper. It remains to show uniqueness. Ifu ∈ H1,p

per ∩ Lp(0, 2π;D(A))
such thatu′(t) = Au(t) (t ∈ (0, 2π)), thenû(k) ∈ D(A) andikû(k) =
Aû(k). Sinceik ∈ 8(A) this implies that̂u(k) = 0 for all k ∈ Z and thus
u = 0.
(ii) ⇒ (iii) follows from Proposition 1.11.
(iii) ⇒ (ii). LetMk = ikR(ik, A).We show that the set{k(Mk+1−Mk) :
k ∈ Z} isR-bounded. Then(ii) follows Theorem 1.3. One has

k(Mk+1 − Mk) =
k(i(k + 1)R(i(k + 1), A) − ikR(ik, A)) =

ikR(i(k + 1), A)((k + 1)(ik − A) − k(i(k + 1) − A))R(ik, A) =
ikR((i(k + 1), A)(−A)R(ik, A) =
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ikR(i(k + 1), A)(I − ikR(ik, A)) .

Since the product ofR-bounded sequences isR-bounded, the claim follows.
��

Corollary 2.4. Let X be aUMD-space. If there existsp ∈ (1,∞) such
thatPper is stronglyLp-well-posed thenPper is stronglyLp-well-posed for
all p ∈ (1,∞).

We conclude this section mentioning analogue non-discrete results. In
one of the first investigation on maximal regularity, Mielke [Mi] studies
strongLp-well-posedness on the entire line. This leads to ”bisectorial op-
erators” which are not necessarily generators ofC0-semigroups. Mielke
provesp-independance of maximal regularity and gives a characterization
on Hilbert spaces. Further results onUMD-spaces are obtained recently by
Schweiker [Sch].

3. Mild solutions

Let A be a closed operator on a Banach spaceX. Let f ∈ L1(0, 2π;X).
A functionu ∈ C([0, 2π];X) is called amild solutionof the problemPper
(see Sect. 2) ifu(0) = u(2π) and

t∫
0
u(s)ds ∈ D(A) and

u(t) − u(0) = A
t∫
0
u(s)ds +

t∫
0
f(s)ds

(3.1)

for all t ∈ [0, 2π]. It is clear that every strongLp-solution is a mild solu-
tion. Conversely, ifu is a mild solution andu ∈ H1,p

per, thenu is a strong
Lp-solution. We want to describe mild solutions in terms of the Fourier co-
efficients.

For this we need the following lemma.

Lemma 3.1. Letf, g ∈ Lp(0, 2π;X), where1 ≤ p < ∞. Then the follow-
ing are equivalent.

(i) f(t) ∈ D(A) andAf(t) = g(t) a.e.;
(ii) f̂(k) ∈ D(A) andAf̂(k) = ĝ(k) for all k ∈ Z.

Proof. (i) ⇒ (ii). This follows from the closedness ofA (cf. [ABHN,
Proposition 1.1.7]).
(ii) ⇒ (i). There existsn� converging to∞as& → ∞ such thatσn	

(f)(t) →
f(t) a.e. andσn	

(g)(t) → g(t) a.e. as& → ∞ (cf. (1.1)). Sinceσn	
(f)(t) ∈

D(A) andAσn	
(f)(t) = σn	

(g)(t) for all t ∈ [0, 2π], the claim follows
from the closedness ofA. ��
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Proposition 3.2. Let u ∈ C([0, 2π], X) such thatu(0) = u(2π). Assume
thatD(A) = X. Thenu is a mild solution ofPper if and only if

û(k) ∈ D(A) and (ik − A)û(k) = f̂(k) for all k ∈ Z .(3.2)

Proof. 1.Assume thatu is amild solution. Lettingt = 2π in (3.1)wesee that

û(0) ∈ D(A)and−Aû(0) = f̂(0). Consider the functionsv(t) =
t∫
0
u(s)ds

andg(t) = u(t)−u(0)−
t∫
0
f(s)ds. Then by Lemma 3.1,̂v(k) ∈ D(A) and

Av̂(k) = ĝ(k) for all k ∈ Z. Fork �= 0we havêv(k) = − 1
ik û(0)+ 1

ik û(k),
and ĝ(k) = û(k) + 1

ik f̂(0) − 1
ik f̂(k). Since−Aû(0) = f̂(0) we obtain

(3.2).
2. Conversely, assume that (3.2) holds. Letx∗ ∈ D(A∗). By [ABHN,Propo-
sition B.10], it suffices to show that

t∫
0

〈u(s) , A∗x∗〉ds = 〈u(t) , x∗〉 − 〈u(0) , x∗〉 −
t∫

0

〈f(s) , x∗〉ds .

Consider the functionw(s) = 〈u(s), A∗x∗〉 + 〈f(s), x∗〉. Thenŵ(k) =

ik〈û(k),x∗〉 for all k ∈ Zby assumption (3.2). Considerg(t) =
t∫
0
w(s)ds−

〈u(t), x∗〉. Then fork ∈ Z \ {0}, ĝ(k) = − 1
ik ŵ(0) + 1

ik ŵ(k) − 〈û(k),
x∗〉 = 0 sinceŵ(0) = 0. It follows from the Uniqueness Theorem thatg is
constant; i.e.g(t) = g(0) = −〈u(0),x∗〉 for all t ∈ [0, 2π]. This is precisely
what we claimed. ��

As a corollary we obtain the following characterization of uniqueness of
mild solutions ofPper. By σp(A) we denote the set of all eigenvalues ofA.

Corollary 3.3. The following assertions are equivalent:

(i) For all f ∈ L1(0, 2π;X) there exists at most one mild solution ofPper;
(ii) iZ ∩ σp(A) = ∅.

Next we want to characterize well-posedness ofPper in the mild sense.

Proposition 3.4. Assume thatD(A) = X. Let 1 ≤ p < ∞. Assume that
for all f ∈ Lp(0, 2π;X) there exists a unique mild solution ofPper. Then
iZ ⊂ 8(A) and(R(ik, A))k∈Z is anLp-multiplier.

Proof. As in the proof of Theorem 2.3 one sees thatiZ ⊂ 8(A). Let f ∈
Lp(0, 2π;X). Let u be the mild solution ofPper. It follows from (3.2) that
û(k) = R(ik,A)f̂(k) for allk ∈ Z. Now theclaim follows fromProposition
1.1. ��
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Wedonot knowwhether theconverseofProposition3.4 is true ingeneral.
Givenf , u ∈ Lp(0, 2π;X) such that̂u(k) = R(ik, A)f̂(k) (k ∈ Z), the
problem is to show thatu is continuous.

This is thecase ifAgeneratesaC0-semigroup. In that case,mildsolutions
can be described differently [ABHN, Proposition 3.1.16]:

Lemma 3.5. Let T be a C0-semigroup with generatorA. Let τ > 0,
f ∈ L1(0, τ ;X), u ∈ C([0, τ ],X), x ∈ X. The following assertions are
equivalent:

(i)
t∫
0
u(s)ds ∈ D(A) and

u(t) − x = A

t∫
0

u(s)ds +

t∫
0

f(s)ds a.e.

(ii) u(t) = T (t)x + T ∗ f(t) (t ∈ [0, τ ]), whereT ∗ f(t) =
t∫
0
T (t −

s)f(s)ds.

Nowweobtain the followingcharacterizationofmildLp-well-posedness.

Theorem 3.6. LetA be the generator of aC0-semigroupT and let1 ≤ p <
∞. Then the following are equivalent:

(i) For all f ∈ Lp(0, 2π;X) there exists a unique mild solutionu ofPper;
(ii) iZ ⊂ 8(A) and(R(ik, A))k∈Z is anLp-multiplier;
(iii) 1 ∈ 8(T (2π)).

Proof. (i) ⇒ (ii) is Proposition 3.4.
(ii) ⇒ (i) . It will be convenient to identifyLp(0, 2π;X) with Lp2π(R, X)
of all 2π-periodicX-valued functionsf such that the restriction off on

[0, 2π] isp-integrable. Letf ∈ Lp2π(R, X), fn = 1
n+1

n∑
m=0

m∑
k=−m

ek⊗ f̂(k).

Thenfn ∈ C∞(R, X) is 2π-periodic and lim
n→∞ fn = f in Lp(0, 2π;X).

Let un = 1
n+1

n∑
m=0

m∑
k=−m

ek ⊗ R(ik, A)f̂(k). The hypothesis implies that

u = lim
n→∞un exists inLp(0, 2π;X). The functionun is in C∞(R, D(A))

andu′
n(t) = Aun(t) + fn(t) (t ∈ R). We find a subsequence such that

un	
(r) → u(r) andfn	

(r) → f(r) a.e. as& → ∞. Fix r0 ≤ 0 such that
lim
�→∞

un	
(r0) = u(r0). Let vn(t) = un(t + r0). Thenv′

n(t) = Avn(t) +

fn(t + r0). It follows that

vn(t) = T (t)un(r0) +

t∫
0

T (s)fn(t + r0 − s)ds
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for all t ≥ 0. The right hand side converges tov(t) := T (t)u(r0) +
t∫
0
T (s)f(t + r0 − s)ds in X for all t ≥ 0 as n → ∞. Observe that

v : R+ → X is continuous. Sincevn is 2π-periodic, alsov is 2π-periodic.
Sinceun	

→ u a.e. we haveu(t+r0) = v(t) (t ≥ 0) a.e. Changingu on a
set of measure0, we may assume thatu(t+ r0) = v(t) for all t ≥ 0. In par-
ticular, takingt = −r0, we haveu(0) = lim

�→∞
vn	

(−r0) = lim
�→∞

un	
(0).

Thus we may chooser0 = 0 in the above argument and deduce that

u(t) = T (t)u(0) +
t∫
0
T (s)f(t − s)ds. Sinceu(2π) = u(0), it follows

from Lemma 3.5 thatu is a mild solution ofPper. Uniqueness of the solu-
tion follows from (3.2) by the Uniqueness Theorem.
(iii) ⇒ (i). Letf ∈ Lp(0, 2π;X). Choosex = (I −T (2π))−1(T ∗f)(2π)
andu(t) = T (t)x+(T ∗f)(t). Thenu(0) = u(2π) andu is a mild solution
of Pper by Lemma 3.5.
(i) ⇒ (iii) follows from Pr̈uss [Pr]. ��

Next we show that the condition in Theorem 3.6 cannot be replaced by
the weaker condition that(R(is, A))s∈R beR-bounded. In other words, the
well-known characterization of negative type on Hilbert space by bounded-
ness of the resolvent on the right half plane [ABHN, Theorem 5.2.1] due to
Prüss [Pr] is not true onLp-spaces forp �= 2 even if boundedness is replaced
by the stronger assumption ofR-boundedness.

Example 3.7.There exists the generatorA of a C0-semigroupT on the
spaceX = Lp(0,∞), where2 < p < ∞, such thats(A) := sup{Reλ :
λ ∈ σ(A)} < 0 and such that the set{R(λ,A) : Reλ ≥ 0} isR-bounded.
But (R(ik, A))k∈Z is not anLq-multiplier for anyq ∈ [1,∞).

Proof. Let 2 < p < ∞. In [Ar] (see also [ABHN, Example 5.1.11]) a
positiveC0-semigroupT on Y := Lp(0,∞) ∩ L2(0,∞) is constructed
whose generatorA satisfiess(A) < 0 but T has typeω(T ) = 0. Since
T is positive, this implies that1 = etω(T ) = r(T (t)) ∈ σ(T (t)). Thus
{R(ik, A) : k ∈ Z} is not anLq-multiplier for anyq ∈ [1,∞). We show
that still,{R(ik, A) : k ∈ Z} isR-bounded. In fact, by [LT, Remark on p.
191 and Section 2.f], the spaceY is isomorphic toLp(0,∞) as a Banach
space. By [LT, 1.d.7 (ii)], it follows thatY is ap-concave Banach lattice.

SinceR(λ,A)f =
∞∫
0
e−λtT (t)fdt one has

|R(λ,A)f | ≤ R(0, A)|f | for all f ∈ Y

wheneverReλ ≥ 0. Now it follows from Maurey’s result [LT, Theorem
1.d.6] that the set{R(λ,A) : Reλ ≥ 0} isR-bounded. SinceY is isomor-
phic toLp(0,∞) all claims are proved. ��
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4. Hölder continuous solution

In this section we show thatPper has a unique Ḧolder continuous solution
whenever the resolvent decreases fast enough on the imaginary axis. For0 <
α < 1 we denote byCα([0, 2π];X) the space of all continuous functions
f : [0, 2π] → X such that

‖f(t) − f(s)‖ ≤ c|t − s|α (s, t ∈ [0, 2π])

for somec ≥ 0. The following is the main result of this section.

Theorem 4.1. LetA be a closed operator on aUMD-spaceX such that
iZ ⊂ 8(A). Assume that

sup
n∈Z

|n|θ‖R(in,A)‖ < ∞(4.1)

where3/4 < θ ≤ 1. Let 1
4θ−3 < p < ∞, 0 < α < 4θ − 3 − 1

p . Then
for eachf ∈ Lp(0, 2π;X) there exists a unique mild solutionu of Pper.
Moreover,u ∈ Cα([0, 2π];X).

We need the following lemma.

Lemma 4.2. Let 8 > 0, λ1 > 0, 0 ≤ θ ≤ 1. Define inductivelyλn+1 =

λn + 8λθn. Then forγ > 1 − θ the series
∞∑
n=1

1
λγ

n
converges.

Proof. Let α > 0 such that

θ + γ − 1
γ

=
γ − (1 − θ)

γ
>

α

1 + α
.

Let δ > 0, ε > 0 such thatγ8 − ε > δ(1 + α) + ε. Let forn ∈ N,

An = λγn

Bn+1 = Bn + (γ8 − ε)B
θ+γ−1

γ
n , B1 = 1

Cn+1 = Cn + (δ(1 + α) + ε)C
α

1+α
n , C1 = 1

Dn = (1 + nδ)1+α .

Then

lim
n→∞An = lim

n→∞Bn = lim
n→∞Cn = lim

n→∞Dn = ∞ .
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One has

Dn+1 = (1 + nδ)1+α
(

1 +
δ

1 + nδ

)1+α

= (1 + nδ)1+α
(

1 +
δ(1 + α)
1 + nδ

+ o

(
1

1 + nδ

))
= Dn + δ(1 + α)D

α
1+α
n + o

(
D

α
1+α
n

)
≤ Dn + (δ(1 + α) + ε)D

α
1+α
n

whenn ≥ n0 for somen0 ∈ N. Let n1 ∈ N such thatDn0 ≤ Cn1 . One
shows by induction thatDn0+m ≤ Cn1+m for allm ∈ N. Since

∑ 1
Dn

< ∞
we conclude that

∞∑
n=1

1
Cn

< ∞. Choosen2 ∈ N such thatC1 ≤ Bn2 . Since

(δ(1+α)+ ε) ≤ γ8− ε and α
1+α ≤ θ+γ−1

γ it follows thatC1+m ≤ Bn2+m

for allm ∈ N. Consequently
∞∑
m=1

1
Bm

< ∞. Similarly as above one has

An+1 = λγn(1 + 8λθ−1
n )γ

= λγn(1 + 8γλθ−1
n + o(λθ−1

n ))

≥ An + (γ8 − ε)A
θ+γ−1

γ
n

for n ≥ n3 if n3 is large enough. Choosen4 such thatB1 ≤ An4 . Then it
follows thatBn+1 ≤ Am+n4 for all m ∈ N. Since

∑ 1
Bm

< ∞, it follows
that

∑ 1
Am

< ∞. ��
Proposition 4.3. Lets0 ≥ 1, 1/2 < θ ≤ 1. Assume that{is : s ∈ R , |s| ≥
s0} ⊂ 8(A) and

sup
|s|≥s0

|s|θ‖R(is, A)‖ < ∞ .(4.2)

Then the set{|s|βR(is, A) : |s| ≥ s0} is R-bounded whenever0 < β <
2θ − 1.

Proof. Let c ≥ 1 be larger than the supremum in (4.2). Letλ0 ≥ s0 such
thatλ0 − 1

2cλ
θ
0 ≥ s0. By Taylor’s formula we have

R(iλ,A) = R(iλ0, A)
∞∑
k=0

(iλ0 − iλ)kR(iλ0, A)k

wheneverλ ∈ I(λ0) := [λ0 − 1
2cλ

θ
0, λ0 + 1

2cλ
θ
0]. Hence for1 ≤ q < ∞,

Rq{λθR(iλ,A) : λ ∈ I(λ0)}
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≤ ‖R(iλ0, A)‖
∞∑
k=0

Rq{λθR(iλ0, A)k(λ − λ0)k : λ ∈ I(λ0)}

≤ c

λθ0

∞∑
k=0

‖R(iλ0, A)‖k2 sup{|λ|θ|λ − λ0|k : λ ∈ I(λ0)}

≤ c

λθ0

∞∑
k=0

(
c

λθ0
)k · 2

(
λ0 +

1
2c

λθ0

)θ ( 1
2c

λθ0

)k
= 4c

(
1 +

1
2c

λθ−1
0

)θ
≤ 4c

(
1 +

1
2c

)θ
≤ 8c .

Defineλn inductively byλn+1 = λn + 1
2cλ

θ
n. Then

Rq{|s|βR(is, A) : s ≥ λ0} ≤
∑
n≥0

Rq{|s|θR(is, A) : s ∈ [λn, λn+1]}

· 2 sup
s∈[λnλn+1]

|s|β−θ ≤ 16c
∑
n≥0

1

λθ−βn

< ∞

by Lemma 4.2 sinceθ − β > 1 − θ. The estimate fors ≤ −λ0 is similar.
��
Proof of Theorem 4.1.a)UsingTaylor’s formula (4.2) onesees thats ∈ 8(A)
and ‖R(is, A)‖ ≤ C1 whenever|s| ≥ k0 wherek0 ∈ N, C1 ≥ 0 are
suitable. Lets ≥ k0. Chooses ∈ [k, k + 1]. Then

sθR(is, A) − kθR(ik, A) =(sθ − kθ)R(is, A) + kθ(R(is, A) − R(ik, A))
=(sθ − kθ)R(is, A)

+kθR(ik, A)R(is, A)i(k − s) .

Similar fors ≤ −k0. This shows that

C := sup
|s|≥k0

|s|θ‖R(is, A)‖ < ∞ .

b) Let0 ≤ β < 4θ − 3. It follows from Proposition 4.3 that the set

{|s|β+1
2 R(is, A) : |s| ≥ k0}(4.3)

is R-bounded. It follows from Lemma 1.8 that also{|s|β+1R(is, A)2 :
|s| ≥ k0} isR-bounded. Sinceβ < 2θ − 1, also{|s|βR(is, A) : |s| ≥ k0}
is R-bounded by Proposition 4.3. LetM(s) = sβR(is, A) (|s| > k0).
ThensM ′(s) = βM(s) − isβ+1R(is, A)2. Hence{M(s) : |s| ≥ k0} and
{sM ′(s) : |s| ≥ k0} areR-bounded. SinceMk+1 − Mk =

k+1∫
k

M ′(s)ds,
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the set{k(Mk+1 − Mk) : k ∈ Z; |k| ≥ k0} is contained inco{sM ′(s) :
|s| ≥ k0} and soR-bounded by Lemma 1.9. Theorem 1.3 implies that
(Mk)k∈Z is anLp-multiplier.
c) Let f ∈ Lp(0, 2π;X). Applying b) toβ0 = 0 and0 < β < 4θ − 3 we
find unique functionsu, v ∈ Lp(0, 2π;X) such that

û(k) = R(ik, A)f̂(k) , v̂(k) = (ik)βR(ik, A)f̂(k)

for all k ∈ Z. Thusu ∈ Hβ,p
per := {w ∈ Lp(0, 2π;X): there existsg ∈

Lp(0, 2π;X) satisfyingĝ(k) = (ik)βŵ(k) for all k ∈ Z}. Now we choose
1/p < β < 4θ − 3. Then by [Zy, Theorem 9.1, p. 138] one has

Hβ,p
per ⊂ {w ∈ C

β− 1
p ([0, 2π];X) : w(0) = w(2π)} .

��

5. Maximal regularity

In this section we compare the periodic problemPper with the first order
problem with Dirichlet boundary condition

P0(τ)
{
u′(t) = Au(t) + f(t) (t ∈ [0, τ ])
u(0) = 0 ,

whereA is the generator of aC0-semigroupT andf ∈ L1(0, τ ;X), τ > 0.
There exists a unique mild solutionu = T ∗ f (see Lemma 3.5).
We say thatP0(τ) is stronglyLp-well-posedif for every f ∈ Lp(0, τ ;X)
one hasT ∗ f ∈ H1,p(0, τ ;X).
It is easy to see that strongLp-well-posedness ofP0(τ) implies the same
property ifA is replaced byA−λ for all λ ∈ C. Moreover, it is well-known
thatLp-well-posedness ofP0(τ) for someτ > 0 implies the same property
for P0(τ ′) for all τ ′ > 0 (see Dore [Do]).

Theorem 5.1. Let A be the generator of aC0-semigroupT on a Banach
spaceX. Let1 < p < ∞. The following assertions are equivalent:

(i) P0(2π) is stronglyLp-well-posed and1 ∈ 8(T (2π));
(ii) Pper is stronglyLp-well-posed.

Proof. If P0(2π) isLp-well-posed, thenT is holomorphic (see Dore [Do]).
Conversely, it is not difficult to see from the necessity of condition (iii) in
Theorem 2.3 (for which theUMD-property is not needed) thatLp-well-
posedness ofPper implies thatT is holomorphic. Thus, for the proof of



The operator-valued Marcinkiewicz multipler theorem 337

equivalence of (i) and (ii) we can assume thatT is holomorphic. By the
trace theorem we have

(X,D(A))1− 1
p
,p := {x ∈ X : AT (·)x ∈ Lp(0, 2π;X)}

= {u(0) : u ∈ Lp(0, 2π;D(A)) ∩ H1,p(0, 2π;X)} ,

see Lunardi [Lu, 1.2.2 and 2.2.1].
(i) ⇒ (ii). Let f ∈ Lp(0, 2π;X). Then by assumptionv = T ∗ f ∈
H1,p(0, 2π;X). It follows from the trace theorem above thatv(2π) ∈
(X,D(A))1−1/p,p. Hence also

x := (I − T (2π))−1v(2π) ∈ (X,D(A))1−1/p,p .

SinceddtT (t)x = AT (t)xon(0,∞), it follows thatT (·)x ∈ H1,p(0, 2π;X).
Let u(t) = T (t)x + v(t). Thenu ∈ H1,p(0, 2π;X) andu(0) = x =
T (2π)x + v(2π) = u(2π). Thusu is a strong solution ofPper. Since
e2πσ(A) ⊂ σ(T (2π)) and1 ∈ 8(T (2π)), it follows that iZ ⊂ 8(A), and
uniqueness of the solution ofPper follows from Corollary 3.3.
(ii) ⇒ (i). Letf ∈ Lp(0, 2π;X). By assumption, there existsv ∈ H1,p

per so-
lution of Pper. It follows from the trace theorem again thatx := v(0) ∈
(X,D(A))1−1/p,p; henceT (·)x ∈ H1,p(0, 2π;X). Let u(t) = v(t) −
T (t)x. Thenu is a strongLp-solution ofP0(2π). ��

With the help of Theorem 1.3 we now obtain the following characteri-
zation of strongLp-well-posedness ofP0(τ).

Corollary 5.2. LetAbe the generator of aC0-semigroup on aUMD-space
X and let1 < p < ∞. The following assertions are equivalent:

(i) P0(τ) is stronglyLp-well-posed for allτ > 0;
(ii) there existsw > ω(T ) such that{kR(w + ik, A) : k ∈ Z} is R-

bounded.

Proof. ReplacingA byA − ω this follows directly from Theorem 5.1 and
Theorem 2.3 ��

Corollary 5.2 shows in particular that strongLp-well-posedness ofP0(τ)
is independent ofp ∈ (1,∞) (which iswell-known). It becamecustomary to
say that a closedoperatorAhas the property(MR) (formaximal regularity)
if P0(τ) is stronglyLp-well-posed for one and hence allp ∈ (1,∞), τ > 0.
Thus condition (ii) is a characterization of(MR).

We obtain this characterization as a consequence of the discrete mul-
tiplier theorem (Theorem 1.3). It is also possible to use Weis’ multiplier
theorem [W1, Theorem 3.4]) and the criterion [W2, Section 1e)(i)]. For
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that one has to show that condition (ii) of Corollary 5.2 implies that the set
{sR(is + ω,A) : s ∈ R} isR-bounded. This is not difficult to do.

Finally, we should mention that in contrast to the periodic problem, in
the context of problemP0(τ) it is natural to assume thatA generates a
holomorphicC0-semigroup. In fact, for densely defined closed operators
this is a necessary assumption (see Dore [Do]). By a spectacular result of
Kalton and Lancien [KL] it is not sufficient ifX is a Banach space with
unconditional basis, which is not isomorphic to a Hilbert space.

6. The second order problem

LetA be a closed operator on aUMD-spaceX and let1 < p < ∞. In this
section we characterize strongLp-well-posedness of the problem

u′′(t) + Au(t) = f(t)

on bounded intervall with periodic, Dirichlet and Neumann boundary con-
ditions. Fora < b we denote by

H2,p(a, b;X) := {u ∈ H1,p(a, b;X) : u′ ∈ H1,p(a, b;X)}

the second Sobolev space. Note thatH2,p(a, b;X) ⊂ C1([a, b];X). Using
the notion of Sect. 2 we let

H2,p
per := {u ∈ H1,p

per : u′ ∈ H1,p
per} .

Let u ∈ Lp(0, 2π;X). It is easy to see thatu ∈ H2,p
per if and only if there

existsv ∈ Lp(0, 2π;X) such that̂v(k) = −k2û(k) for all k ∈ Z. In that
casev = (u′)′ =: u′′.

Theorem 6.1. The following are equivalent:

(i) For all f ∈ Lp(0, 2π;X) there exists a unique

u ∈ Lp(0, 2π;D(A)) ∩ H2,p(0, 2π;X)

such that

P2(2π)
{
u′′(t) + Au(t) = f(t) a.e.
u(0) = u(2π) , u′(0) = u′(2π) ;

(ii) one hask2 ∈ 8(A) for all k ∈ Z and {k2R(k2, A) : k ∈ Z} is
R-bounded.
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Proof. (i) ⇒ (ii). One shows as in Theorem 2.3 thatk2 ∈ 8(A) for all k ∈
Z. Letf ∈ Lp(0, 2π;X). Letube thesolutionof(i). Thenû(k) ∈ D(A)and
−k2û(k) + Aû(k) = f̂(k). Henceû(k) = −R(k2, A)f̂(k) and(u′′)̂(k) =
−k2û(k) = k2R(k2, A)f̂(k) (k ∈ Z). Sinceu′′ ∈ Lp(0, 2π;X) this
proves(ii).
(ii) ⇒ (i). LetMk = k2R(k2, A) (k ∈ Z). Then

k(Mk+1 − Mk) = kR((k + 1)2, A){(k + 1)2(k2 − A)
−k2((k + 1)2 − A)}R(k2, A)

= −k(2k + 1)R((k + 1)2, A)(k2R(k2, A) − I) .

It follows that the set{k(Mk+1 − Mk) : k ∈ Z} is R-bounded. Now
Theorem 1.3 implies that(k2R(k2, A))k∈Z is anLp-multiplier. Let f ∈
Lp(0, 2π;X). Then there existsu′′ ∈ Lp(0, 2π;X) such that(u′′)̂(k) =
k2R(k2, A)f̂(k) (k ∈ Z). A simple computation shows that there exist

y, z ∈ X such that if we letu(t) =
t∫
0
(t−s)u′′(s)ds+ ty+z for t ∈ [0, 2π],

thenû(k) = −R(k2, A)f̂(k) for all k ∈ Z.
SinceAR(k2, A) = k2R(k2, A) − I, it follows that (R(k2, A))k∈Z is an
L(X,D(A))-multiplier. Thusu ∈ Lp(0, 2π;D(A)). Since

(u′′ + Au)̂(k) = k2R(k2, A)f̂(k) − AR(k2, A)f̂(k)

= f̂(k) (k ∈ Z)

it follows from theUniqueness Theorem thatu is a solution ofP2(2π). Since
(u′′)̂(0) = (u′)̂(0) = 0 it follows thatu′(0) = u′(2π) andu(0) = u(2π).
Uniqueness is proved as in Sect. 2. ��

In order to treat Dirichlet boundary conditions we will consider odd
functionsf on (−π, π); i.e. functions satisfyinĝf(k) = −f̂(−k) for all
k ∈ Z. We need the following lemma.

Lemma 6.2. Let Mk ∈ L(X) such thatMk = M−k (k ∈ Z). Assume
that for each oddf ∈ Lp(−π, π;X) there existsu ∈ Lp(−π, π;X) such
that û(k) = Mkf̂(k) (k ∈ Z). Then(Mk)k∈Z is anLp-multiplier.

Proof. Let f ∈ Lp(−π, π;X). We have to show that there existsg ∈
Lp(−π, π;X) such thatMkf̂(k) = ĝ(k) for all k ∈ Z. We can assume
that f̂(0) = 0. Considerf1 ∈ Lp(−π, π;X) such that

f̂1(k) =

 f̂(k) if k > 0
−f̂(−k) if k < 0

0 if k = 0 .
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Notice thatf1 ∈ Lp(−π, π;X) exists asX is aUMD-space [Bur]. There
existsh1 ∈ Lp(−π, π;X) such thatMkf̂1(k) = ĥ1(k) (k ∈ Z). Since the
Riesz projection is bounded we findg1 ∈ Lp(−π, π;X) such that̂g1(k) =
ĥ1(k) for k ≥ 0 andĝ1(k) = 0 for k < 0. Thusĝ1(k) = Mkf̂(k) for k ≥ 0.
Similarly, we findg2 ∈ Lp(−π, π;X) such that̂g2(k) = Mkf̂(k) for k < 0
andĝ2(k) = 0 for k ≥ 0. Chooseg = g1 + g2. ��

Now we obtain the following characterization of strongLp-well-posed-
ness in the case of Dirichlet boundary conditions. Here0 may be in the
spectrum ofA.

Theorem 6.3. The following are equivalent:

(i) For all f ∈ Lp(0, π;X) there exists a uniqueu ∈ Lp(0, π;D(A)) ∩
H2,p(0, π;X) satisfying{

u′′(t) + Au(t) = f(t) a.e.
u(0) = u(π) = 0

(ii) k2 ∈ 8(A) for all k ∈ N and{k2R(k2, A) : k ∈ N} is R-bounded.

Proof. (i) ⇒ (ii). Let k ∈ N. We show thatk2 ∈ 8(A). If x ∈ D(A)
such that(−k2 + A)x = 0, thenu(t) = (sin kt)x defines a solution of
u′′ +Au = 0. Henceu = 0, and sox = 0. Lety ∈ X. There exists a strong
solutionu of u′′ +Au = (sin kt)y. Extendu to an odd function. Comparing
Fourier coefficients we see thatu(t) = (sin kt) · x for somex ∈ D(A)
satisfying(−k2 + A)x = y. We have shown that(−k2 + A) is bijective,
thusk2 ∈ 8(A).
Let f ∈ Lp(0, π;X). There exists a unique functionu satisfying (i).
Extendingu and f to odd functions we see that−k2û(k) + Aû(k) =
f̂(k), henceû(k) = −R(k2, A)f̂(k) for all k ∈ Z. Moreover,(u′′)̂(k) =
−k2R(k2, A)f̂(k) (k ∈ Z). Now (ii) follows from Lemma 6.2.
(ii) ⇒ (i). Let M0 = 0, Mk = k2R(k2, A) for k ∈ Z \ {0}. One
sees as in the proof of Theorem 6.1 that(Mk)k∈Z is anLp-multiplier.
Let f ∈ Lp(0, π;X). Extendf to an odd function. Then there exists
u′′ ∈ Lp(−π, π;X) such that(u′′)̂(k) = k2R(k2, A)f̂(k) for k �= 0 and
(u′′)̂(0) = 0. A simple computation shows that there existsx ∈ X such

that if we letu(t) =
t∫
0
(t− s)u′′(s)ds+ tx for t ∈ [0, π] and extendu to an

odd function on[−π, π], thenû(k) = −R(k2, A)f̂(k) for k �= 0. Sou|[0,π]

solves the problem in(i). ��
Finally we consider Neumann boundary conditions.

Theorem 6.4. The following assertions are equivalent:
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(i) For all f ∈ Lp(0, π;X) there exists a uniqueu ∈ Lp(0, π;D(A)) ∩
H2,p(0, π;X) satisfying{

u′′(t) + Au(t) = f(t) a.e.
u′(0) = u′(π) = 0 ;

(ii) one hask2 ∈ 8(A) for all k ∈ N0 and {k2R(k2, A) : k ∈ N} is
R-bounded.

The proof may be given similarly to the one of Theorem 6.3 replacing
odd by even functions there and in Lemma 6.2.

Finally we mention that Clément and Guerre-Delabrière [CG] studied
the relation of first and second order problems. To be more precise, letB be
a closed operator and consider the periodic problem

Pper

{
u′ + Bu = f
u(0) = u(2π)

of Sect. 2. LetA = −B2. Let1 < p < ∞. Assume thatPper is stronglyLp-
well-posed. Then by Theorem2.3we haveiZ ⊂ 8(−B) and{k(ik+B)−1 :
k ∈ Z} is R-bounded. Thenk2 ∈ 8(A) andR(k2, A) = (k2 + B2)−1 =
(ik+B)−1(−ik+B)−1 for all k ∈ Z. It follows that{k2R(k2, A) : k ∈ Z}
isR-boundedandTheorem6.1, 6.3and6.4givestrongLp-well-posednessof
the second order problems defined byA. This is shown in [CG] by different
methods in thecasewhen−B generatesanexponentially stableholomorphic
C0-semigroupT . In that case they also show the other implication. From
our results this other implication can be seen as follows. One may represent
the resolvent ofB by the resolvent ofB2 via a contour integral [Ta, (2.29)
page 36]. If the equivalent conditions appearing in Theorem 6.1, 6.3 or
6.4 are satisfied, then it is not difficult with help of this formula to prove
R-boundedness of{k(ik − B)−1 : k ∈ Z} which implies strongLp-well-
posedness ofPper by Theorem 2.3 again.
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