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Abstract. Let a: V ×V → R be a continuous, coercive form where V is a Hilbert space,
densely and continuously embedded into L2(�). Denote by T the associated semigroup
on L2(�). We show that T consists of multiplication operators if and only if V is a
sublattice with normal cone and

a(u+, u−) = 0 (u ∈ V ).

We also prove a vector-valued version of this result. For this we characterize multiplica-
tion operators M: Lp(�, E) → Lp(�, E) by locality. If � has no atoms, we show that
each local, linear mapping is automatically continuous.

Let � be an open subset in R
N . The Sobolev space H 1(�) := {u ∈

L2(�): Dju ∈ L2(�), j = 1, . . . , N} is a Hilbert space and a vector lattice
such that ‖u‖H 1 = ‖ |u| ‖H 1 . However, the positive cone is not normal, so
H 1(�) is not a Banach lattice. The space H 1(�) occurs as form domain
for the Laplacian (with Neumann boundary conditions). Our aim is to
show that this situation is typical for domains of forms generating positive
semigroups. They are Hilbert spaces which are vector lattices such that the
absolute value is continuous. However the cone is normal if and only if the
semigroup consists of multiplication operators.

Semigroups associated with (closed) forms play an important role for
parabolic equations and in potential theory. We refer to the monographs
Dautray–Lions [3, 4], Fukushima, Oshima, Takeda [6], Ma, Röckner [9],
Lions [8], Ouhabaz [14] and Tanabe [17]. Positivity of the associated
semigroup is characterized by the Beurling–Deny criterium. In the non-
symmetric case, which we also consider, this criterion is due to Ouhabaz
[12] who also proved an invariance criterion for closed convex sets which
we will use (Ouhabaz [13]). In the context of nonautonomous Cauchy
problems the vector-valued space L2(�, E) has to be considered, where E

is a Hilbert space (cf. Lions [8]). Also in this more general context we
characterize forms which lead to semigroups of multiplication operators.
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However, here we can no longer use the positive cone. Moreover, we need
the following abstract characterization of multiplication operators. Let E

be a Banach space and 1 � p � ∞. We say that an operator T on
Lp(�, E) is local if (Tf )(ω) = 0 a.e. on {ω ∈ �: f (ω) = 0} for each
f ∈ Lp(�, E). We show, as in the scalar case, that local operators are
multiplication operators. In fact, the set of all local operators is a Banach
algebra which is isometrically isomorphic to L∞(�, Ls(E)), where Ls(E)

denotes the space of all bounded operators on E with the strong opera-
tor topology. We also give a result on automatic continuity: If the measure
space (�, �, µ) is non-atomic, then each local linear mapping is bounded.
Such results on automatic continuity are known in the scalar case. In par-
ticular, Yuri Abramovich [1] (see also [2]) proved that even all disjointness
preserving operators on a Banach lattice are automatically continuous (see
also de Pagter [15] for a short proof).

1. Local Forms and Multiplication Operators

Let V, H be real Hilbert spaces such that V is continuously and densely
embedded into H . We write V ↪→

d
H . Let a: V × V → R be a continuous

bilinear form such that

a(u, u) � 0 (u ∈ V ) and a(u, u) + ‖u‖2
H � α‖u‖2

V

for all u ∈ V and some α > 0. Denote by A the operator on H associated
with a, i.e., A is given by

{
D(A) = {u ∈ V : ∃ f ∈ H : a(u, ϕ) = (f, ϕ)H for all ϕ ∈ V }
Au = f.

Then −A generates a contractive C0-semigroup T = (T (t))t�0 on H . We
recall the following invariance criterion due to Ouhabaz [12] and [14, The-
orem 2.2].

PROPOSITION 1.1. Let K ⊂ H be closed and convex and let P : H → K

be the orthogonal projection onto K. The following are equivalent.
(i) T (t)K ⊂ K (t � 0);

(ii) u ∈ V implies Pu ∈ V and a(u, u − Pu) � 0.

Now let (Y, �, µ) be a σ -finite measure space and let H = L2(Y, µ).
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COROLLARY 1.2. The semigroup T is positive if and only if

u ∈ V implies |u| ∈ V and a(|u|, |u|) � a(u, u).

EXAMPLE 1.3 (Neumann Laplacian). Let � ⊂ R
n be open, H = L2(�)

(with Lebesgue measure), V = H 1
0 (�) and a(u, v) = ∫

�
∇u∇vdx. Then the

operator A associated with a is given by

{
D(A) = {u ∈ H 1

0 (�): �u ∈ L2(�)}
Au = −�u.

The semigroup T generated by −A is positive in virtue of Corollary 1.2.

EXAMPLE 1.4 (Multiplication Operator). Let m: Y → [0, ∞) be measur-
able, V = L2(Y, (1 + m)dµ), a(u, v) = ∫

Y
uvmdµ. Then the associated oper-

ator A is given by

{
D(A) = {u ∈ V : mu ∈ L2(Y, µ)}
Au = m · u

and T (t)f = e−mtf .

Assume now that the semigroup generated by A is positive. Then V is a
sublattice of L2(Y, µ) in view of Corollary 1.2. We show that the lattice
operations are continuous.

PROPOSITION 1.5. Assume that T is positive. Then the mapping u �→
|u|: V → V is continuous.

Proof. We may assume that (u|v)V := a(u, v) + (u, v)H since this defines
an equivalent scalar product on V . Moreover,

‖|u|‖V � ‖u‖V (u ∈ V ) (1.1)

by (Corollary 1.2). Let u ∈ V . It suffices to show that for each sequence
(un)n∈N converging to u in V there exists a subsequence (unk

)k∈N such that
limk→∞ |unk

| = |u| in V . It follows from (1.1) that the sequence (|un|)n∈N

is bounded in V . Hence passing to a subsequence we may assume that
(|un|)n∈N converges weakly in V . Since |vn| → |u| in L2(Y, µ), it follows
that (|un|)n∈N converges weakly to |u| in V . Now (1.1) implies that the con-
vergence is strong.
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We continue to assume that the semigroup T is positive. We say that the
form a is local if

a(u+, u−) = 0 for all u ∈ V.

This is equivalent to

a(|u|, |u|) = a(u, u) for all u ∈ V.

Thus ‖u‖V = ‖|u|‖V . In both Examples 1.3 and 1.4, the form a is local (cf.
Davies [5]).

Denote by V+ = {u ∈ V : u � 0} the positive cone in V . Recall that V+
is called normal if for each u ∈ V+ the order interval {v ∈ V : 0 � v � u} is
bounded in V . It is well-known that V+ is normal if and only if

V ′ = V ′
+ − V ′

+

where V ′
+ = {ϕ ∈ V ′: ϕ(u) � 0 for all u ∈ V+}, see [16, Ch. V 3.3. Corollary

3 and Remark].
In Example 1.3, the cone H 1(�)+ is not normal since order intervals

may contain functions with derivatives of arbitrarily large norm. However,
the cone V+ in Example 1.4 is normal. In fact, this is the only case as the
following theorem shows. A sublattice J of L2(Y, µ) is called an ideal of
L2(Y, µ) if for each u ∈ J+, f ∈ L2(Y, µ),

0 � f � u implies f ∈ J.

THEOREM 1.6. Assume that the semigroup T is positive. The following
assertions are equivalent.

(i) There exists a measurable function m: Y → [0, ∞) such that

T (t)f = e−tmf (t � 0, f ∈ L2(Y, µ)).

(ii) The form a is local and V is an ideal in L2(Y, µ).
(iii) The form a is local and the cone V+ is normal.

For the proof we use Zaanen’s [19] characterization of bounded multipli-
cation operators. We include a short proof which will be extended to the
vector-valued case in Section 2.

PROPOSITION 1.7 (Zaanen). Let S ∈ L(Lp(Y, µ)), 1 � p � ∞. The
following assertions are equivalent.
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(i) There exists m ∈ L∞(Y, µ) such that Sf = mf (f ∈ Lp(Y, µ));
(ii) S is local, i.e., (Sf )(x) = 0 a.e. on {x ∈ Y : f (x) = 0} for all f ∈

Lp(Y, µ).

Proof. (ii) ⇒ (i). 1. Assume that µ(Y ) < ∞.
(a) One has T (1Af ) = 1ATf for all f ∈ Lp(Y, µ) and for each measur-

able set A ⊂ Y . This follows easily from (ii).
(b) Let m = T 1Y . We claim that m ∈ L∞(Y, µ). Let c > 0. Assume that

A := {y ∈ Y : |m(y)| > c} has positive measure. Then

cµ(A)1/p =‖c1A‖p �‖1Am‖p =‖1AT 1‖p = ‖T 1A‖p �‖T ‖µ(A)1/p.

Hence c � ‖T ‖.
(c) It follows from a) that Tf = mf for each simple function f =∑n

i=1 ci1Ai
, Ai ∈ �. Since simple functions are dense in Lp(Y, µ), the

claim (i) follows.
2. Since (Y, µ) is σ -finite, there exists h ∈ L1(Y, µ) such that h(y) > 0

a.e. Then f �→ f

h1/p defines an isomorphism from Lp(Y, µ) onto Lp(Y, hµ).
Now the claim follows from 1. This completes the proof of (ii) ⇒ (i). The
converse is obvious.

Proof of Theorem 1.6. (iii) ⇒ (ii). Let u ∈ V+, f ∈ L2(Y, µ), 0 � f � u.
There exist um ∈ V such that um → f in L2(Y, µ) as m → ∞. Since
V is a sublattice, vm := (um ∧ u) ∨ 0 ∈ V and vm → f in L2(Y, µ) as
m → ∞. Since 0 � vm � u and since the cone V+ is normal, it follows that
(vm)m∈N is bounded in V . By reflexivity, there exists a subsequence (vmk

)k∈N

which converges weakly in V to an element v ∈ V . Since limk→∞ vmk
= f

in L2(Y, µ), it follows that f = v ∈ V .
(ii) ⇒ (i). Let f ∈ L2(Y, µ) = H, B := {x ∈ Y : f (x) = 0}, Bc = Y\B.

Then J := {g ∈ L2(Y, µ): g(x) = 0 a.e. on Y\B} is a closed subspace (in
fact, an ideal) of L2(Y, µ). The orthogonal projection P of L2(Y, µ) onto
J is given by Ph = 1B · h.

Now let u ∈ V . Since V is an ideal, it follows that 1Bu ∈ V . Moreover,
since a is local, one has a(1Bu, 1Bcu) = 0. Thus a(u, u−Pu) = a(u, 1Bcu) =
a(1Bu + 1Bcu, 1Bcu) � 0. It follows from Proposition 1.1 that T (t)J ⊂ J .
Since R(1, A)g = ∫ ∞

0 e−tT (t)gdt it follows that R(1, A)J ⊂ J . By Proposi-
tion 1.7 there exists m1 ∈ L∞(Y, µ) such that

R(1, A)g = m1g. (1.2)

Since R(1, A) � 0 and ‖R(1, A)‖ � 1, it follows that 0 � m1(x) � 1 a.e.
Since R(1, A) is injective, it follows that m1(x) > 0 a.e. Let m(x) = 1 −

1
m1(x)

(x ∈ Y ). Then m: Y → [0, ∞] is measurable and finite a.e. From (1.2)
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we deduce that D(A) = {g ∈ L2(Y, µ) : mg ∈ L2(Y, µ)} and Ag = mg for
all g ∈ D(A). This implies (i).

The implication (i) ⇒ (iii) is trivial.

COROLLARY 1.8. Let F be a Hilbert space such that F ↪→
d

L2(Y, µ).

Assume that
(a) u ∈ F implies |u| ∈ F ;
(b) (u+ |u−)F = 0 for all u ∈ F ;
(c) the cone in F in normal.

Then there exists a measurable function m: Y → [δ, ∞) where δ > 0 such
that F = L2(Y, mdµ).

proof. The bilinear form a(u, v) = (u | v)F on F × F is continuous, local
and satisfies a(u, u) � δ‖u‖2

H for all u ∈ F and some δ > 0. Now the claim
follows from Theorem 1.6 and Example 1.4.

CONCLUDING REMARKS 1.9. It is very frequent that the form domain
is a sublattice and the form is local. All elliptic operators of second order
on L2(RN) occur in this way. However, if we replace the form domain by
the domain of the generator, a much more special situation occurs. To be
more precise, consider a semigroup T on Lp(Y ), 1 � p < ∞ with genera-
tor A. Then D(A) is a sublattice and A is local (i.e., (Af )(y) = 0 a.e. on
{y ∈ Y : f (y) = 0}) if and only if each T (t) is a lattice homomorphism for
all t � 0. This is a result due to Nagel–Uhlig [11]. Observe that a semi-
group associated with a form is always holomorphic [17]. This leads us to
formulate the following problem.

Problem. Let T be a holomorphic semigroup of lattice homomorphisms.
Does it follow that T consists of multiplication operators?

The shift semigroup on Lp(0, 1) consists of lattice homomorphisms and
is finally norm continuous, but not holomorphic.

2. Operator-Valued Multiplication Operators

Let (�, �, µ) be a σ -finite measure space and let E be a separable real
or complex Banach space. In this section we characterize multiplication
operators on Lp(�, E), 1 � p � ∞.
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DEFINITION 2.1. By Ls(E) we denote the space of all bounded linear
operators on E provided with the strong operator topology. Then we define

L∞(�, Ls(E)) :={M: � → L(E): M(·)x ∈ L∞(�, E) for all x ∈ E}.

One can show that L∞(�, Ls(E)) is a Banach algebra for pointwise alge-
bra operations and the essential supremum norm

‖M‖ := ess sup
ω∈�

‖M(ω)‖L(E).

Let M ∈ L∞(�, Ls(E)). Then for f ∈ Lp(�, E), the mapping Mf given by

(Mf )(ω) = M(ω)f (ω) (ω ∈ �)

is in Lp(�, E) and MMf := Mf defines a bounded operator MM ∈L
(Lp(�, E)). We call MM a multiplication operator. Such operators can be
characterized by locality in the following sense.

DEFINITION 2.2. Let 1 � p � ∞. A linear mapping T : Lp(�, E) →
Lp(�, E) is called local if for all f ∈ Lp(�, E),

(Tf )(ω) = 0 a.e. on {ω ∈ �; f (ω) = 0}.

It is easy to see that T is local if and only if

T (1Af ) = 1ATf (f ∈ Lp(�, E), A ∈ �). (2.1)

THEOREM 2.3. Let 1 � p < ∞ and let T ∈ L(Lp(�, E)) be a local oper-
ator. Then there exists M ∈ L∞(�, Ls(E)) such that T = MM .

Proof. As in the proof of Proposition 1.8 we can assume that µ(�) < ∞.
For x ∈ E let Mx = T (1� · x), where (1A · x)(ω) = 1A(ω)x for all
ω ∈ �, A ∈ �, x ∈ E. Then Mx ∈ L∞(�, E) and ‖Mx‖ � ‖T ‖‖x‖ (cf.
the proof of Proposition 1.8). Now we choose a dense countable subset F

of E such that F + F ⊂ F and (Q + iQ)F ⊂ F . Then we find a null set
N ∈ � such that

‖Mx(ω)‖ � ‖T ‖‖x‖ (2.2)

Mλx+µy(ω) = λMx(ω) + µMy(ω) (2.3)

for all ω ∈ �\N, x, y ∈ F, λ, µ ∈ Q + iQ. For x ∈ E we define M̄x(ω) =
limn→∞ Mxn

(ω) for all ω ∈ �\N where xn ∈ F and limn→∞ xn = x. This
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limit exists and is independent of the sequence because of (2.2), (2.3). We
let M̄x(ω) = 0 for all ω ∈ N, x ∈ E. Then for each ω ∈ � the mapping x �→
M̄x(ω) is linear and bounded. Moreover, M̄x(·) ∈ L∞(�, E) for all x ∈ E.
Now we define M ∈ L∞(�, Ls(E)) by M(ω)x := M̄x(ω). Then ‖M‖ � ‖T ‖.
Moreover, (Tf )(ω) = M(ω)f (ω) a.e. if f = 1A · x. Since such functions
form a total subset of Lp(�, E), the proof is complete.

COROLLARY 2.4. The mapping M �→ MM is an isometric algebra isomor-
phism from L∞(�, Ls(E)) onto the space of all local operators on Lp(�, E)

where 1 � p < ∞.

We omit the details of the proof and refer to Thomaschewski [18] for
this and other results on local operators.

REMARK 2.5. One cannot replace Ls(E) by L(E). To give an example,
consider a C0-semigroup T on a Banach space E which is not continu-
ous on (0, ∞) for the operator norm. Then T : (0, ∞) → L(E) is not
measurable by Hille–Phillips [7, p. 305]. But MT given by (MT f )(t) =
T (t)f (t) (t � 0, f ∈ Lp((0, ∞); E)) defines a multiplication operator on
Lp((0, ∞); E). ��

Next we show a result on automatic continuity (see Abramovich [1], de
Pagter [15] and Abramovich, Veksler, Kaldunov [2] for the scalar case).

THEOREM 2.6. Assume that (�, �, µ) has no atoms. Let 1 � p < ∞ and
let T : Lp(�, E) → Lp(�, E) be linear and local. Then T is continuous.

Proof. By the argument given in the proof of Proposition 1.8 we may
assume that µ(�) < ∞. By a nontrivial set we understand a measurable
subset �1 of � such that µ(�1) > 0. Recall that 1�1Tf = T (1�1f ) for all
f ∈ Lp(�; E). We let T�1 = T|Lp(�1,E)

. Assume that T is unbounded.
(a) We show that for all M > 0 there exists a nontrivial set �1 such that

‖T�1‖ > M and T�c
1

is unbounded.
In fact, otherwise there exists M > 0 such that for each nontrivial set �1

such that T�c
1

is unbounded one has ‖T�1‖ � M. Let c := sup{µ(�1): �1

is nontrivial such that T�c
1
is unbounded}. Observe that for nontrivial sets

�1, �2, ‖T�j
‖ � M, j = 1, 2, implies that ‖T�1 ∪ �2‖ � M. This follows

from the fact that for measurable U ⊂ �, f ∈ Lp(�, E) one has ‖f ‖p
p =

‖f 1U‖p
p + ‖f 1Uc‖p

p. Hence there exist nontrivial sets �n ⊂ � such that
�n ⊂ �n+1, ‖T�n

‖ � M, T�c
n

is unbounded and limn→∞ µ(�n) = c. Let
�̃ = ⋃

n∈N
�n. Then ‖T�̃‖ � M and µ(�̃) = c. Let V ⊂ �\�̃ be non-

trivial. Then TV is unbounded (because otherwise also ‖T�̃∪V ‖ � M. But
µ(V ∪�̃) > µ(�̃) contradicting the definition of c). Since the measure space
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has no atoms, there exists a nontrivial V1 ⊂ V such that V \V1 is nontrivial.
Then TV1 and TV c

1
are unbounded, a contradiction.

(b) By (a) we can construct inductively nontrivial pairwise disjoint sets
�n such that ‖T�n

‖ � 2n and such that T(�1∪···∪�n)c is unbounded. Thus
there exist fn ∈ Lp(�, E) such that fn = 1�n

fn, ‖fn‖p � 2−n, ‖T�n
fn‖ � 1.

Let f = ∑∞
n=1 fn.

Then

‖Tf ‖p
p =

∥∥∥
n∑

k=1

Tfk

∥∥∥p

p
+

∥∥∥T

∞∑
k=n+1

fk

∥∥∥p

p

�
∥∥∥

n∑
k=1

Tfk

∥∥∥p

p
=

n∑
k=1

∥∥∥Tfk

∥∥∥p

p
� n,

for all n ∈ N, which is impossible. Thus the assumption that T is unbounded
leads to a contradiction.

EXAMPLE 2.7. Assume that A ⊂ � is an atom with µ(A) > 0. Thus, if
B ⊂ A is measurable, then µ(B) = 0 or µ(A\B) = 0. If dim E = ∞, then
there exists S: E → E linear and unbounded. Define

(Tf )(ω) =
{

Sf (ω) if ω ∈ A

0 if ω ∈ A.

Then T : Lp(�, E) → Lp(�, E) is local and unbounded.

3. Local forms in the vector-valued case

Let (�, �, µ) be a σ -finite measure space and H a separable complex
Hilbert space. Let H = L2(�; H) and let V be a Hilbert space such that
V ↪→

d
H. Let a: V ×V → C be a continuous sesquilinear form which is coer-

cive, i.e.,

Rea(u, u) � α‖u‖2
V (u ∈ V )

for some α > 0. Denote by A the operator associated with a. Then −A

generates a C0-semigroup T on H.

THEOREM 3.1. The following assertions are equivalent:
(i) Each operator T (t) is a multiplication operator;
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(ii) if u ∈ V and B ⊂ � is measurable, then 1Bu, 1Bcu ∈ V and

a(1Bu, 1Bcu) = 0.

Proof. Let B ⊂ � be measurable. Let K = {f ∈ L2(�, H): f = 0 on
Ba.e.}. The orthogonal projection P onto K is given by Pg = 1Bcg.

(i) ⇒ (ii). If T (t) is a multiplication operator, then T (t)K ⊂ K. It fol-
lows from Proposition 1.1 that for u ∈ V one has 1Bcu ∈ V and

a(u, 1Bu) � 0.

Consequently, for all r ∈ R,

0 � a(1Bu + r1Bcu, 1Bu) = a(1Bu, 1Bu) + ra(1Bcu, 1Bu).

This implies that a(1Bcu, 1Bu) = 0.
(ii) ⇒ (i). It follows from (ii) that for u ∈ V one has Pu ∈ V and

a(u, u−Pu)=a(u, 1Bu)=a(1Bu, 1Bu)+a(1Bcu, 1Bu)=a(1Bu, 1Bu) � 0.

Now Proposition 1.1 implies that T (t)K ⊂ K (t � 0). Theorem 2.3 implies
that T (t) is a multiplication operator.

A typical example is given as follows. Let H be a separable complex
Hilbert space and V a Hilbert space such that V ↪→

d
H . Let a : [0, τ ]×V ×

V → C be a mapping such that for all t ∈ [0, τ ]

|a(t, u, v)| � M‖u‖V ‖v‖V (u, v ∈ V );
Rea(t, u, u) � α‖u‖2

V (u ∈ V );
a(t, ·, ·): V × V → C is sesquilinear;

and such that a(·, u, v) is measurable on [0, τ ] for all u, v ∈ V . Let

V = L2((0, τ ); V ), H = L2((0, τ ); H)

and

a(u, v) =
∫ τ

0
a(s, u(s), v(s)) ds for all u, v ∈ V.

Then a: V × V → C is continuous and coercive, V ↪→
d

H. The associated

operator A on H generates a C0-semigroup of multiplication operators on
H. We refer to Thomaschewski [18] for further details and applications to
the non-autonomous Cauchy problem (see Lions [8], Dautray–Lions [4] for
the classical theory).
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