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Abstract 
 
We investigate multivariate regularly varying random vectors with discrete spectral 
measure induced by a directed acyclic graph (DAG). The tail dependence coefficient 
measures extreme dependence between two vector components, and we investigate 
how the matrix of tail dependence coefficients can be used to identify the full 
dependence structure of the random vector on a DAG or even the DAG itself. 
Furthermore, we estimate the distributional model by the matrix of empirical tail 
dependence coefficients. From these observations we want to infer the causal 
dependence structure in the data. 
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